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INTERNATIONAL ASSOCIATIONS OF ENGINEERS 

THE pattern of association between engineering institutions in Great Britain which has been estab-
lished during the past three years, culminating in the Council of Engineering Institutions, must 

sooner or later logically find extension by similar groupings on an international scale. Indeed there has 
been for several years a number of associations having an international basis, but the effectiveness of 
these organizations has perhaps been limited in the past to their immediate Continents. 

In Europe there are two associations: E.U.S.E.C. and F.E.A.N.I. The Conference of Representa-
tives from Engineering Societies in Western Europe and the United States of America (usually referred 
to as E.U.S.E.C.) was founded in 1948 under United Kingdom initiative and has a somewhat broader 
based membership than the European Federation of National Associations of Engineers (F.E.A.N.I.), 
which was founded on the initiative of the French Union of Engineering Societies in 1951 and now 
has seventeen member countries with a combined membership estimated at 650,000. Great Britain 
was elected to F.E.A.N.I. in 1965 and representation is jointly through the Council of Engineering 
Institutions and the Engineers' Guild: the broad range of interests of the Federation embraces both the 
corporate and individual interests of engineers. 

These two international associations have so far tended to emphasize different aims. For instance, 
E.U.S.E.C. has put forward useful definitions of 'professional engineers' and 'engineering technicians', 
and the problems of adopting a basic code of professional conduct have been the subject of much active 
consultation. F.E.A.N.I. for its part has been concerned with the registration of engineers and the 
equivalence of qualifications in different countries, while it also considers problems associated with the 
education and training of technicians as distinct from the training of engineers. Both bodies co-operate 
with international organizations, E.U.S.E.C. having liaison with U.N.E.S.C.O., while F.E.A.N.I. has 
rather naturally tended to have links with European organizations such as 0.E.C.D., the European 
Economic Community, the Council of Europe and Euratom. E.U.S.E.C. and F.E.A.N.I. have a common 
membership of fifteen nations and the Joint Committee set up in 1963 will facilitate further discussions 
on the possibility of establishing an international organization of engineers. 

There are several other international groupings of engineering associations and these, because 
their membership overlaps with E.U.S.E.C. and F.E.A.N.I., provide a useful basis for eventual links 
on an almost world-wide basis. The United States and Canada are members of the Pan-American 
Federation of Engineering Societies (U.P.A.D.I.) while Canada and Great Britain are both represented 
on the Conference of Engineering Institutions of the British Commonwealth which also includes 
representatives from Australia, Ceylon, India, New Zealand and Pakistan. 

The first major meeting of C.E.I.B.C. to be held since the formation of C.E.I. will take place in 
London in May of this year and it will undoubtedly be a meeting of considerable importance. There 
is a vital need to establish common ground within the Commonwealth at least on the matter of 
recognition of qualifications in view of the requirements of legal registration of engineers in countries 
such as Canada and New Zealand. The tour which the Secretary of the Institution of Electronic 
and Radio Engineers, Mr. Graham D. Clifford, is currently undertaking in India, Australia, New 
Zealand and Canada will include discussions on the greater co-operation within the Commonwealth 
between electronic engineers and their place in Commonwealth and International societies. His 
discussions in Israel, Singapore and the United States will also provide useful exchanges of opinions 
on wider associations. 

One important point which must be borne in mind in furthering international associations of 
engineers was stressed by the immediate past President of F.E.A.N.I., Professor Siegfried Balke—the 
idea of unity must not be confused with that of uniformity. G. D. C. 
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New Year Honours 

The Council has sent its congratulations to the 
following members, whose appointments or promo-
tions in the Most Excellent Order of the British 
Empire have appeared in Her Majesty's New Year 
Honours Lists: 

Professor M. R. Gavin (Member) on his promotion 
to be a Commander of the Order (Professor Gavin was, 
until September last, professor of electronic engineering 
at the University College of North Wales, Bangor; 
during this period he was the External Examiner for 
degrees in Electrical Engineering at the University of 
Hong Kong. He is now Principal of Chelsea Poly-
technic, and Vice-Chancellor Designate of the 
University of Chelsea.) 

Commander Sydney Robert Hack (Associate 
Member) on his appointment as an Officer of the 
Military Division. (Commander Hack is on the staff 
of the Director-General, Dockyards and Maintenance, 
Telecommunications Section, Ministry of Defence.) 

Mr. W. D. Hatcher (Associate Member) on his 
appointment as an Ordinary Member. (Mr. Hatcher is 
Senior Assistant, Maintenance Co-ordination, Tele-
vision, British Broadcasting Corporation. 

Mr. L. N. Karpovich (Associate) on his appoint-
ment as an Ordinary Member. (Mr. Karpovich is a 
Police Radio Communications Officer in the Hong 
Kong Police Force.) 

Mr. T. J. H. Stanley (Graduate) on his appointment 
to Ordinary Member. (Mr. Stanley is a Supervisory 
Engineer at the Broadcasting Division of the Ministry 
of Culture, Singapore.) 

Conference on Non-Destructive Testing 

The Fifth International Conference on Non-
Destructive Testing is being sponsored by the Canadian 
Council for Nondestructive Technology and will be 
held at the Mount Royal Hotel, Montreal, from 21st 
to 26th May 1967. 

An invitation has been received for British authors 
to submit papers and copies of 'Notes for the Guidance 
of Authors' can be obtained from the Secretary of the 
British National Committee for Non-Destructive 
Testing, Redfields Home Farmhouse, Church Crook-
ham, Aldershot, Hampshire. Synopses, not exceeding 
400 words, are required in Canada by 30th April 1966 
and the final papers by 30th November 1966. It is 
requested that authors send a copy of their synopsis 
to the British National Committee so that the Com-
mittee can co-ordinate the British contribution to this 
important conference. 

The Institution is represented on B.N.C.N.D.T. by 
Dr. A. Nemet (Member). 
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INSTITUTION NOTICES 
Conference on Electronic Engineering in Oceanography 

The Institution's Conference on Electronic Engineer-
ing in Oceanography will be held during the week of 
12th to 19th September, 1966 at the University of 
Southampton. (This is a week earlier than was 
announced in the November 1965 Journal.) 

The Organizing Committee can still accept offers of 
papers and further information may be obtained on 
application to the Secretary of the Programme and 
Papers Committee, I.E.R.E., 8-9 Bedford Square, 
London, W.C.1. Registration details and outline pro-
gramme of the conference will be published in an 
early issue of The Radio and Electronic Engineer. 

International Conference on Electronic Switching 

An International Conference on Electronic Switch-
ing as applied to telecommunications engineering is 
being held in Paris from 28th March to 2nd April, 
under the organization of the Société Française des 
Electroniciens et des Radioélectriciens. The Institution 
of Electrical Engineers and the I.E.R.E. were invited 
to combine to produce a substantial British contribu-
tion to the Conference which will comprise some 40 
papers; the Institution's representative on the British 
committee has been Mr. J. Powell, M.Sc. (Associate 
Member). 

The Conference will deal with the following broad 
topics: 

System Design; Connection Networks for Spatial-
Switching Systems; Control Components; Pro-
gramming of Electronic Systems; Time Division 
Electronic Switching Systems; Special Devices for 
Switching Systems; and Applications of Com-
puters. 

Requests for further information should be 
addressed to Colloque International de Commutation 
Electronique, 16 Rue de Presles, Paris 15e, France. 

Members' Annual Subscriptions 

Members are advised that as from 1st April 1966 
the following subscription rates will be payable: 

Members ). 
£12 

Companions 
Associate 
Members £10 10s. 

Associates £10 

Graduates 35 and over £9 
Graduates 25-34 £7 
Graduates under 25 £6 
Students 25 and over £5 
Students under 25 £3 10s. 

It should be noted that these subscription rates will 
apply for members resident in all parts of the world. 
Details of the new rates, including the amounts 
payable in local currency in the various parts of the 
world, are being sent to members, together with a letter 
from the President, explaining the Council's decision 
to increase the rates. 
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Varactor Diode Measurements 

By 

Professor 
F. J. HYDE, D.Sc.C.Eng. 
(Member),t 

S. DEVAL, m.sc.t 

AND 

C. TOKER, Ph.D.$ 

Reprinted from the Proceedings of the Joint I.E.R.E.-1.E.E. Symposium 
on 'Microwave Applications of Semiconductors' held in London from 
30th June to 2nd July, 1965. 

Summary: A comparison has been made of the 'relative impedance' and 
'transmission' techniques of measuring the small-signal parameters of 
varactor diodes. Relative-impedance measurements have been made at 
u.h.f. and X-band and transmission measurements at X-band. 

It has been shown that losses associated with the matching circuit used 
in relative-impedance measurements can give rise to a degraded diode 
specification. Their effect is less if reduced-height waveguide is used at 
X-band. The transmission method leads to the most favourable specifica-
tion for a diode. 

The measurements support the representation of the diode by a simple 
equivalent circuit to a first order. 

1. Introduction 

Two typical cross-sections of varactor diodes de-
signed for use at frequencies up to about 10 Gc/s are 
shown in Fig. 1. The thickness of the semiconductor 
region is only a small fraction of a wavelength so 
that it may be represented by the lumped R and C 
shown on the right-hand side of Fig. 2(a), with good 
approximation. For parametric amplifier applications 
diodes are not markedly driven into conduction so 
that C and R may be identified, respectively, with the 
small-signal depletion-layer capacitance of the p-n 
junction and the bulk resistance of the p- and n-
regions on either side of the junction (internal contact 
resistance is also included in R). The resistivity of the 
p- and n-regions of most varactor diodes is high 
enough for skin effect to be negligible' up to several 

0.110" 

X' 

0.120"--• 

( a ) (b) 

Fig. 1. Typical cross-sections of microwave varactor diodes. 

gigacycles per second. Hence C and R can be con-
sidered independent of frequency in the u.h.f. and 
lower microwave regions although R should rise and 

t Electronics Division, School of Engineering Science, 
University College of North Wales, Bangor. 
Now with the Middle East Technical University, Ankara, 

Turkey. 

The Radio and Electronic Engineer, February 1966 

C fall as skin effect increases in importance. There is 
some evidence2' 3 that both C and R may be influenced 
by surface effects in the v.h.f. and lower u.h.f. bands. 
The width of the depletion layer is dependent on the 
junction voltage, so that both C and R are functions 

(b) 

Fig. 2. Lumped small-signal equivalent circuits of a varactor 
diode: (a) general form (b) simplified form, in which 

R, RI(CBIC -I- 1)2, C' C CB. 

of applied voltage. The dependence of C on applied 
voltage is a first-order effect, and is the reason for the 
practical usefulness of varactor diodes. For parametric 
amplifier diodes the dependence of R on applied 

0.210" voltage is expected to be a second-order effect. 

It is obvious from Fig. 1 that the energy-storage 
capability of the capsule, within which the semi-
conductor is housed, can only be represented rigo-
rously on a distributed basis. For practical purposes 
this is too complicated so that the simple approximate 
representation of energy storage by the lumped 
elements L, CA and CB in Fig. 2(a) is used.4 These 
play an important part in determining the gain-
bandwidth and noise performance of a parametric 
amplifier. They must be specified in relation to well-
defined planes of mounting, such as those shown as X 
and X' in Fig. 1. 

Several different methods of measuring some or all 
of the elements in the equivalent circuit of Fig. 2 
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have been described. To date the most useful of these 
are the 'relative impedance' methods devised by 
Harrison' and Houldine and augmented by Mavad-
dat,7 and the 'transmission' method describgd by 
DeLoach.8 

In this paper, which is not exhaustive, a comparison 
is made between these different methods with a view 
to showing the significance of the effects of losses 
in the measuring equipment. Theoretical investiga-
tion of such effects has been carried out in some 
detail by Hyde and Smith.9 Uhlir i° has also drawn 
attention to the effect of loss in a special case. 

2. Capacitance Measurements in the H.F. Band 

Measurement of diode capacitance in the micro-
wave region is difficult. In the h.f. band it is much 
simpler; at such frequencies the reactance of L is 
negligible and 1 /coC > R, so that the measured capaci-
tance, Cm( V), at an applied bias voltage Vis C3+ C(V); 
here Cs = CA+ CB is the total stray capacitance and 
C( V) is the junction capacitance. A transformer ratio-
arm bridge can conveniently be used for such measure-
ments. Care has to be taken in the design of the jig 
which supports the diode to ensure that there is no 
significant extra capacitance added. 

Cs can be measured for a capsule from which the 
semiconductor has been omitted. A check on this 
value and on the 'law' of the diode can conveniently 
be made using an unpublished method devised by 
Smith." This will be outlined here. For both alloy-
type and simple diffused-junction diodes the depletion-
layer capacitance should depend on bias voltage as 
follows,' to a good approximation, 

C(0) 
C = t»'»  (1) 

1 — 

Here C(0) is the capacitance at zero bias and 4) is the 
diffusion potential. For an abrupt junction n = 2 
and for a linearly-graded junction, to which a diffused 
junction approximates, n = 3. Hence 

C(0) 
Cm = Cs +   (2) 

(1 — —11)1 

This may be differentiated to give 

dC„, C(0) (1 V) ) 
— — 

d V Opt 4) 

Since eqn. (2) can be written in the form 

(Cm— Cs\" +1 _ (1 

C(0)) \ 4)/ 

it follows, on combining eqns. (3) and (4) and taking 

(3) 
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- C÷, 
(4) 
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Fig. 3. Plot of high-frequency capacitance data for a silicon 
diffused-junction diode. 

logarithms, that 

log (d—L"C ) = (n+ 1) log (Cm — Cs) — 
d V 

— n log (C(0)) — log (0") (5) 
A family of curves of log(Cm— Cs) versus log (dC„,/d V) 
can be plotted for a range of values of C, around the 
estimated value. Only for the true value of Cs should a 
straight line be obtained, provided that the assumed-
capacitance-voltage relationship of eqn. ( 1) is valid. 
A typical family of curves is shown in Fig. 3 for a 
silicon diffused-junction diode. A straight line is 
obtained for Cs = 0.3 pF. From the slope it is 
found that n = 2.8 and from eqn. ( 1) we find 
= 0.6 eV. It should be noted that there is a range 

of values for Cs over which the departure from 
linearity is small, so that precise determination of 
Cs, n and 4) is not possible. 

3. Relative Impedance Measurements 

3.1. Theoretical Considerations 

This class of measurements, which gives information 
on the semiconductor region only, is based on the 
Weissfloch transformer theorem» In relation to 
the assessment of varactor diodes this may be para-
phrased as follows: By augmenting the reactances 
of the discontinuities represented by L, CA and C8, 
C (as defined by a standard bias voltage—which is 
usually zero, so that C = C(0)), with lossless reactive 
elements, it is possible to define a plane in an input 
waveguide or coaxial line at which the impedance Zir, 
is given by 

AX 
Z = Zo ( 1 +j —R = Zo(1 + jAQ)  (6) 

Here Zo is the characteristic impedance of the wave-
guide or coaxial system being used and AX is the 
change in junction reactance corresponding to a 
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change in capacitance AC produced by changing the 
bias from the standard value by a known amount A V. 
Equation (6) defines the unit resistance circle on a 
Smith chart. The change in reactance, AX, is measured 
'relative to R' as AQ. It follows that 

AC 
R —   (7) 

AQ(»C(C+ AC) 

To utilize this formula it is necessary to know the 
actual dependence of C on V, and it is assumed that 
this can be obtained in the manner described in the 
previous section. Harrison's, Houlding's and Mavad-
dat's techniques are all based on eqns. (6) and (7).t 

It has been shown theoretically by Hyde and Smith' 
that the Q-factor of the semiconductor region of 
varactors as measured by relative impedance tech-
niques may be lower than the true value because 
of the effect of losses in the components used to 
match R to the impedance of the measuring system 
at the standard bias voltage. 

In a typical experimental arrangement at X-band 
the diode is mounted between the centres of the broad 
faces of the standard rectangular waveguide, whose 
height is preferably reduced from the normal dimen-
sion to that of the diode at the place where the 
diode is located, using `reflectionless' tapers. A 
choke is incorporated at either the top or bottom 
of the guide to permit the application of bias. Choke 
design is described in Appendix 1. Behind the diode 
there is an adjustable 'short-circuit' and in front an 
E-H tuner preceded by a slotted waveguide section 
used as a standing-wave indicator, a precision attenu-
ator, a level-setting attenuator, a wavemeter, an 
isolator and the klystron supplying the small-signal 
power. The usual method of making measurements 
is as follows: with the standard bias voltage applied, 
minimum v.s.w.r. in the slotted section is obtained by 
adjusting the short-circuit position behind the diode; 
matching is completed by adjusting the E-H tuner; 
the bias is then changed and the v.s.w.r. measured. 
(The convention used here is that v.s.w.r. > 1.) 

t Harrison considered in addition the effect of replacing the 
impedance of the semiconductor by a short-circuit. In relation 
to the plot defined by eqn. (6) a point is then defined on the 
periphery of the Smith chart, whose normalized reaction is 
Q = llteCR, which is the Q-factor of the semiconductor 
region at the standard bias voltage. Mechanical replacement 
of the semiconductor region by a short-circuit is not satisfactory 
in the microwave region. In materials such as silicon and 
germanium, however, a near-short-circuit can in principle be 
created by passing a forward current of some tens of mA through 
the diode. The junction admittance then becomes large and R 
is reduced towards zero by conductivity-modulation. In practice 
the near-short-circuit is not good enough for accurate evaluation, 
so that this technique has not been employed in the work 
described in this paper. In gallium arsenide varactors the 
diffusion length of injected carriers is in any event too small for 
the effect to be utilized. 
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3.2. The Practical Effect of Losses in the Measuring 
System 

3.2.1. X-band measurements 

The effect of losses in the measuring system is 
illustrated in Fig. 4. This shows the variation of 
AQ, for a range of values of AV, as a function of the 
position of the short-circuit behind the diode, when 
this was systematically set to different positions 
before matching was accomplished by adjusting the 
E-H tuner. Full-height waveguide was used with the 
frequency (9 Gc/s) such that the combination of 
diode and supporting post had inductive reactance. 
It is to be presumed that the maximum value of 
AQ obtained for a given A V is the best approximation 
to the true AQ of the diode, although the smaller 
the diode resistance the greater will be the effect of 
losses elsewhere. These are thought to arise mainly 
in the transformed values at the diode of the non-
zero resistances of the adjustable 'short-circuits' 
behind the diode and in the arms of the E-H tuner. 

2.0 

à Q 

1.0 

AV; V 

POSITION FOR 
MINIMUM V.S.W. 

TOWARD DIODE 

-11 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

RELATIVE SHORT-CIRCUIT POSITION ; mm 

Fig. 4. Dependence of AQ on the position of the short-circuit 
behind the diode. à V is the parameter. 

The general shape of the curves can be explained as 
follows. When the 'short-circuit' behind the diode is 
located 4/2 from it, where 4 is the guide wavelength, 
a near-short-circuit is produced across the diode. 
Changes in diode bias voltage then produce no change 
in AQ (region A). When the short-circuit is slightly 
closer to the diode it has capacitive reactance; at the 
maximum of the A Q curves this is in approximate 
resonance with the inductive reactance of the diode 
and post. For other positions of this short-circuit the 
effects of transformed loss associated with it and with 
the short-circuits in the E-H tuner have a greater effect. 

At upper X-band frequencies the maximum values 
of AQ are less than those obtained at lower X-band, 
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although the difference between the short-circuit 
positions to give minimum and maximum A Q does 
not change much. At the higher frequencies the 
impedance locus lies inside the unit resistance circle 
on the Smith chart, showing that there are significant 
losses in the measuring system. 

When the standard application of Harrison's 
technique is employed, in which minimum v.s.w.r. is 
first obtained by adjustment of the short-circuit 
behind the diode (the E-H tuner being off-tune), the 
values of A Q subsequently measured are less than the 
maximum which are possible. In some cases the 
differences can be large. 

The procedure for obtaining the maximum A Q 
position is as follows. First the standard matching 
procedure is carried out. A large forward current is 
passed through the diode and the v.s.w.r. due to the 
resulting mismatch measured. The standard bias 
voltage is then reapplied, the short-circuit position is 
changed slightly and the E-H tuner re-adjusted for a 
match. The v.s.w.r. is again measured when a large 
forward current is passed. The procedure is repeated 
until the highest v.s.w.r. is obtained in this condition. 
The short-circuit position is then such that maximum 
A Q is obtained in normal measurements. 

3.2.2. U.h.f. measurements 

A coaxial measuring system of 50 ohms charac-
teristic impedance has been developed in which a 
single adjustable short-circuit is used in conjunction 
with an L-section matching circuit. The effect of 
loss associated with a single short-circuit can be more 
readily interpreted than when several short-circuits 
are involved. 

/ MICA 

CAPACITANCE 
INDUCTANCE 

Fig. 5. Diode mount for relative impedance measurements at 
u.h.f.: spring finger short circuit. 

The diode mount and matching elements are shown 
in Fig. 5. The apparatus is completed by standard 
equipment for the measurement of standing wave 
ratio; this is connected on the left. The diode is 
mounted in a section of central conductor, behind 
which an adjustable short-circuit is located. This 
makes sliding contact to both inner and outer con-
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ductors by tapered phosphor-bronze spring fingers. 
The purpose of the adjustable short-circuited length 
of line behind the diode is to provide a variable 
inductance which can be adjusted so that it is approxi-
mately in resonance with the effective reactance of the 
diode. In front of the diode two short lengths of line, 
the first of high characteristic impedance and the 
second of low characteristic impedance, behave to a 
close approximation as the `lossless' inductance and 
capacitance respectively of an L-C matching section. 
They are demountable and are connected together 
and to the line by screw threads. A range of individual 
L and C components (50 of each) was constructed so 
that 'matching' could be effected for different diodes 
over a range of frequencies. V.s.w.r.'s realized in 
practice were better than 1.05. The varying length of 
different L and C combinations was accommodated 
by bodily moving the diode and short-circuit behind 
it. On the left of the adjustable section a 1200-pF 
blocking capacitor is incorporated in the outer 
conductor, with the inner conductor continuous; 
bias is applied across this capacitor. 

Typical apparent variations of R with frequency, 
obtained with the apparatus as described above and 
calculated using eqn. (7) are shown as the continuous 
curves 'a' in Figs. 6(a) and 7(a), for a gallium arsenide 
and a silicon diode respectively. The standard 
technique for matching at the standard bias voltage 

30 

20 

10 

o 

C 

(a) 

d 

WIRE S/C 
POINT 

1000 2000 

FREQUENCY, ',Acts 

(a) Dependence of calculated 'diode' resistance on frequency 
for matching with: a, b lumped L, C components; 

c adjustable line and stub; d two stubs. 

2000 Mc/s 

15 

10 

R 

- 30 - 2.0 - 1.0 0 0.5 1.0 
BIAS VOLTAGE, V 

(b) Dependence of calculated 'diode' resistance on bias 
voltage at 1000 and 2000 Mc/s. 

Fig. 6. Gallium arsenide diode. 
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(a) Dependence of calculated diode resistance on frequency 
for matching with: a, b lumped L, C components, c adjust-

able line and stub; d two stubs. 

(b) 
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0 0.5 

(b) Dependence of calculated diode resistance on bias 
voltage at 1000 and 2000 Mc/s. 

Fig. 7. Silicon diode. 

was used; i.e. short-circuit adjustment for minimum 
v.s.w.r., followed by adjustment of the matching 
elements in front of the diode. It is shown in Ap-
pendix 2 that the rise in resistance with decreas-
ing frequency is due to the transformed resistance, 
at the diode, of the resistance of the 'short-circuit'. 
This is greater as the inductance is larger and hence 
the greater the fractional wavelength of the short-
circuited line. 

As at X-band it was found that larger values of A Q 
and hence smaller values of R can be obtained if the 
short-circuit is located closer to the diode than the 
resonant position. Optimum curves obtained by 
doing this are shown as '13' in Figs. 6(a) and 7(a); it 
will be noted that although the values of R at the lower 
frequencies are reduced, the asymptotic high fre-
quency value is not affected. If the length of short-
circuited line behind the diode is reduced too much 
the values of L and C required for matching are in-
creased. If the lengths of the corresponding sections 
become comparable with 2/4 the transformation is 
affected and matching may become impossible. 

It could be assumed that the asymptotic value of R is 
the real diode resistance. However, it is possible that 
distributed losses are increasing at the higher fre-
quencies, thereby masking any continuing fall in 
transformed short-circuit loss. Evidence that the 
short-circuit loss at 2000 Mc/s is still slightly effective 
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is shown by the triangular points in Figs. 6(a) and 
7(a). These were obtained using an improved type of 
short circuit shown in Fig. 8.t In this design the diode 
was mounted directly on the back-plate, so that 
mechanical tuning was not possible. In consequence 
matching could only be effected at the highest fre-
quencies. The short-circuit to the outer conductor is 
provided by a wire A which makes a biting contact 
under pressure from the bevelled surface of the 
moveable inner member B. For readjustment the 
wire is released, after removing C and L, by move-
ment of the sleeve C to the left. The triangular 
points lie a little below those obtained using the 
spring-finger short-circuit. 

MICA 

CAPACI ANCE 
INDUCTANCE 

Fig. 8. D'ode mount for relative impedance measurements at 
u.h.f.: wire short-circuit. 

The effect of the additional losses introduced when 
the C and L sections described above were replaced 
by an adjustable length of line and single-stub are 
shown by the broken curves (c) in Figs. 6(a) and 7(a). 
The apparent value of R is increased over the whole 
range. The effect of double-stub tuning is shown by 
curve (d) in Fig. 6(a). Considerable extra loss is 
introduced at high frequencies. 

In Figs. 6(b) and 7(b) the corresponding apparent 
dependence of R on bias voltage is shown for each 
diode at the 'safe' frequency, for zero bias, of 
2000 Mc/s and also at 1000 Mc/s. At reverse bias the 
smaller values of diode capacitance require a longer 
length of short-circuited line behind the diode to give 
resonance and it is to be expected therefore that the 
apparent value of R will increase as the reverse bias is 
increased. The effect is only significant at 1000 Mc/s. 
Under forward bias the converse is true. For the 
gallium arsenide diode the value of R remains sub-
stantially constant at 2000 Mc/s and the values ob-
tained at 1000 Mc/s converge towards the 2000 Mc/s 
value. It is very likely therefore that the diode re-
sistance is approximately 4 ohms. The anomalous 
behaviour of the silicon diode under forward bias is not 
yet understood. 

The idea for this type of short-circuit was suggested by 
Dr. A. Fairweather of the British Post Office Research Station. 
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4. Transmission Measurements 

Measurements based on the transmission of power 
past a diode were first described by DeLoach.8 A 
requirement is that the frequency of measurement 
can be chosen so that there is an effective series 
resonance produced between suitable mounting 
planes. For the diodes shown in Fig. 1 this resonance 
occurs in X-band for the planes shown as X and X'. 
Since the distance between these planes is much less 
than the full height of standard X-band waveguide it is 
necessary to transform down from the standard 
height on either side to the diode dimensions using 
reflectionless tapers. In the present work (cosine)2 
tapers as analysed by Bolinder" have been used. 
V.s.w.r.'s better than 1.05 have been obtained over 
the major part of X-band. 

--------------

- 4-0 -3.0 - 2-0 - 1.0 
BIAS VOLTAGE, V 

3.0 

2.0 

o 

1.0 

Fig. 9. Dependence of R, on bias voltage for a silicon diode. 
Experimental curve  

Synthetic curve , based on R = 4.1 n, C = 0.15 pF. 

A typical experimental arrangement comprises a 
taper mount as above, with a choke on one face so 
that bias can be applied, a matched load (crystal 
detector) on the output side, and on the input side a 
precision attenuator preceded by a level-setting 
attenuator, a wavemeter and a small-signal power 
source. Facility also has to be provided for the 
measurement of the available power to the diode. 

From an analysis made using the equivalent circuit 
of Fig. 2, it follows that when either the bias voltage 
or the frequency is adjusted so that there is minimum 
power delivered to the load, 

Rs= 
(02cpz 2 ± 

Zo 

— (—Ca +1)2 2(.,/T-1) 

Here Zo is the characteristic impedance (resistance) 
of the reduced height waveguide and T is defined as 
the ratio of available power to power absorbed in the 
load. The condition is effectively one of series reso-
nance of the elements L, CB, C and R of Fig. 2(a) 
so that Rs is the resonant series resistance of these 
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(8) 

combined elements as shown in the simplified equiva-
lent circuit of Fig. 2(b): the shunting effect of the 
reactance of CA for practical purposes is negligible. 
The neglect of co2aR2 relative to (CB/C+ 1)2 in 
eqn. (8) is also justifiable. A point of some difficulty 
is the attribution of a value to Zo. DeLoach8 used the 
expression due to Schelkunoff for the impedance 
presented to a small diameter wire connected between 
the broad walls of a waveguide of height b 4 4/4; 

Zo = 754 b 1  (9) a ij 1 —   2a 

À )2 

a is the width of the guide. For the diodes investigated 
by him this choice is not too inappropriate. For those 
shown in Fig. 1 it cannot be as good an approximation. 
Because of the complexity of the situation it has, 
however, been used here. In Fig. 9 a typical variation 
of Rs with bias voltage is shown as the continuous 
curve associated with the experimental points. This 
was obtained from the expression on the right-hand 
side of eqn. (8). A synthesized broken curve is also 
shown. This is calculated from Rs = RI{(CBIC)+ 1)2, 
with values of R and CB chosen to give a good fit. 

DeLoach also showed that the transmission method 
can lead to a microwave determination of junction 
capacitance. The frequencies co, and co2 on either side 
of the resonant frequency at which the power in the 
load is increased by 3 dB above the minimum are 
measured. Adapting DeLoach's result to suit the 
equivalent circuit used here, in which Cg is incorpo-
rated, it can be shown that 

2 ) 
C+ C„ + (01 — (02 2 

( T-1)(1— —T  (10) 
(01(02 £1) 

In Fig. 10 the dependence of C+ C8 on bias voltage 
is shown by the continuous curve linking the experi-
mental points; the diode is the same for which Fig. 9 
was obtained. For comparison the corresponding 
broken curve for C+ CA + C„ at h.f is also shown. 

-•"" 
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Fig. 10. Dependence of capacitance on bias voltage for a silicon 
diode. X-band measurements ---; 

H.f. measurements,  
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This is seen to be approximately 0.15 pF higher at all 
points: the difference may be attributed to CA. 

5. Comparison of Data 

By comparing the results obtained by the different 
techniques which have been described it is possible 
to assess their relative usefulness and accuracy. In 
Table 1 some representative data are shown for silicon 
diodes A, B and C and a gallium arsenide diode D. 
All diodes have diffused junctions and the encapsula-
tion of Fig. 1(b). In each case the total stray capaci-
tance 0.3 pF; by fitting C8 and R values to the 
data from X-band transmission measurements it is 
found that CA C.'. CB 0.15 pF. 

In view of the anomalous behaviour of the silicon 
diodes under forward bias the value of R given is the 
minimum value, which was obtained near zero bias. 
There is only one clear deduction to be made from 
these results. This is that the values of resistance 
obtained by the transmission method are the lowest. 
The reason may be that no external matching elements 
are involved, but it could be that an incorrect value 
for waveguide impedance has been used. 

It is interesting to note the close agreement between 
the values of R obtained for the gallium arsenide diode 
by Harrison's method at u.h.f. and the X-band 
transmission method. As was pointed out in Section 
3.2.2, the 2000 Mc/s measurement of R for this diode 
at zero and forward bias was practically constant, as 
would be expected. The only significant difference 
between the silicon and gallium arsenide diodes was 
that the latter had a considerably smaller value of 
junction capacitance. Values of C(0) obtained by 
h.f. measurements are shown in the fifth column. In 
the next column values of 'cut-off frequency' at 
zero bias are given: they are calculated using the 
values of R obtained by the transmission method. 
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The cut-off frequency is defined as the frequency at 
which the Q-factor of the semiconductor region is 
unity. Hence 

1 
ÍcoM — 2nC(0)R  (11) 

Corresponding values at — 6 V bias, which are often 
quoted by manufacturers, are about twice the values 
at zero bias. 

It should be noted that if the measured values of R, 
and C, as defined by eqns. (8) and ( 10) respectively, 
are used to define a cut-off frequency its value will be 

1  C(0)+ C8 C(0) + C  
fcao) = 2nC(0)R C(0) =Lon C(0)  (12) 

i.e. a false, high value will be obtained. For parametric 
amplifier applications, however, the cut-off frequency 
is not a sufficient specification of the usefulness of a 
diode. A commonly-used' figure of merit is the 
product yQs; here Qs is the Q-factor of the semi-
conductor region at the signal frequency, which is 
proportional to the cut-off frequency, and 2y is the 
first coefficient of junction capacitance expressed as a 
Fourier series involving only cosine terms. If the 
product yQ, is formed either on the basis of actual C 
and R values or on apparent C and R values obtained 
by transmission measurements, the same value is 
obtained. 

The final column in Table 1 indicates the frequencies 
at which self-resonance occurred in reduced-height 
X-band waveguide and the corresponding bias 
voltages. 

In Table 2 data are presented for two silicon 
diodes having the encapsulation of Fig. 1(a). A 
comparison is made between values of R obtained 
in both full- and reduced-height X-band waveguide 
by Harrison's 3, Q method and by DeLoach's 

Table 1 

Collected data for diodes having the form of Fig. 1(b). 

Resistance, R; 

Harrison's AQ method 

Diode X-band in 

reduced-
height 

waveguide 

U.H.F. (2000 Mc/s) 

X-band 
transmission 

method 

c.(0); at OV; 

pF Gc/s 
(Transmission 

method) 

fo; / 
Gc/s / 

/Bias; V 

A 5.7 

7.4 

C 5.3 

D 6.4 

71 

7.8 

6.1 

4.0 

5.2 

5.3 

4.1 

3.7 

0.63 

0.56 

0.58 

0.38 

48 

54 

67 

113 

8.9 
— 1.0 

915 
- 2-0 

9.0 
— 1.0 

9.1 
o 
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Table 2 

Collected data for diodes having the form of Fig. 1(a) 

Diode 

Resistance R; 

Harrison's AQ method 

Full-height 
X-band 

waveguide 

E 8-0 

7-0 

Reduced-height 
X-band 

waveguide 

X-band 
transmission 
method 

C(0); 

PF 

Lo fo  
at OV; Gc/s 
Gc/s 

(Transmission Bias; 
method) V 

6-1 6.8 0.40 58 

5.0 4-4 0.51 70 

transmission method in the same reduced-height 
waveguide mount. 

The values obtained using Harrison's method in 
full-height waveguide, in which it is necessary to 
support the diode by an inductive post, are greater 
than those obtained in reduced height waveguide. 
It is to be inferred that there are external losses 
associated with the modified transformation due to 
this post. For the order of cut-off frequency involved 
here it can be concluded that the accuracy of measure-
ment in reduced-height X-band waveguide is of the 
order of + 10-20%, considering both Tables 1 and 2. 

6. Conclusion 

The relative-impedance and transmission methods 
of measuring varactor diode parameters have been 
compared. It has been found that the transmission 
method due to DeLoacb, as applied at X-band to 
diodes having cut-off frequencies up to about 100 Gc/s 
at zero-bias, gives the lowest values of diode resistance 
and, correspondingly, the highest cut-off frequencies. 
The accuracy of determination of junction capacitance 
and diode resistance at X-band is of the order of 
+ 10% at best. The simple equivalent circuit of 
Fig. 2(a) appears to fit in with experimental data to a 
first order and there is correlation between capacitance 
measurements made in the h.f. and X-bands. 
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9. Appendix 1: Choke Design 

One terminal (end piece) of the varactor diode can 
make direct contact to the waveguide. The other must 
be insulated from it for d.c., so that bias can be 
applied. Ideally an r.f. short-circuit must be provided 
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Fig. 11. Detail of diode mount for reduced-height X-band 
waveguide showing choke design. 

at this terminal to coincide with the chosen plane of 
measurement. Although Harrison's method and 
the determination of resistance by the transmission 
method are not in principle affected if the choke 
possesses reactance, it is nevertheless desirable that this 
should approach zero. Determination of diode 
capacitance by the transmission method depends on 
this. Simple coaxial chokes made of low impedance 
line, one half-wavelength long and topped by a capaci-
tive plate are effective, but have a relatively narrow 
bandwidth of about 5%. 

A wide-band choke, which is similar to that de-
scribed by Wilson (see Sect. 7), was used for most of 
the work. The design is shown in Fig. 11 for diodes 
having the form of Fig. 1(b). It is based on the choke 
joint described by Montgomery, Dicke and Purcell," 
and comprises two sections of line, each approximately 
a quarter wavelength long; the top one has high 
characteristic impedance and the bottom one low 
characteristic impedance. The short-circuit at the top 
is transformed to an equivalent short circuit at the 
bottom. Transmission measurements made with an 
inductive post replacing the diode showed that the 
bandwidth was of the order of 30 %. A similar choke 
was made for diodes having the form of Fig. 1(a). 

10. Appendix 2: Apparent Frequency-Dependence of 
the Series Resistance of a Varactor Diode 

We consider a diode mounted coaxially in the 
central conductor of a coaxial line, which is terminated 
by an adjustable `short-circuit'. The length of this 
short-circuited line is I, its phase constant fl = 2n/29, 
and its characteristic impedance Zo. It is assumed that 
the `short-circuit' has a resistance r and that the line 
itself is lossless. It follows from standard transmission 
line theory that the impedance Z1 presented at the 
diode by this line is 

(—Z -) (1 + tan2 /30+ j (1 — (—) 2 ) tan /3/ 
o Zo  

r 

=  

1 + (-) tan in 
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Hence the 
given by 

RI r {1 + (LC )2}  (16 
Zo 

Theoretical curves showing the apparent variation 
with frequency of normalized diode resistance are 
presented in Fig. 12. It has been assumed that 
R = 5n, c = 0.5 pF, Zo = 50n; the values of the 
parameter rIZ0 used are 0.0005, 0.001 and 0.005. 

zo 

10 

10 

r 

4 
0.005 

_ 

0.001 

0-0005 

10 2 10 3 

FREQUENCY, mcis 

Fig. 12. Apparent diode resistance, due to `short-circuit' loss. 

104 

For the measuring system described in Section 3.2.2, 
the reactive part of this, Xi, resonates with the effec-
tive diode reactance and therefore determines fil. It 
follows that 

tan fil 
{1 ( r )2} ± { [1 r )21 2 4 r )2( x i)2y-

\Zo \ Zo (Zo Zo 

2 
Xi\ ( r 2 

X 0/ \Zoj 

 (14) 

Practical values of rIZo are such that (rlZo)2 can be 
neglected in comparison with unity. Also 4(rXi/Z02)2 
is small compared with unity so that ( I — 4(rXi/Z02)2) 
can be represented by the first two terms of the 
binomial expansion. Then, taking the alternative 
negative sign in the numerator it follows that 

tan/3/ —  (15) 
Zo 

transformed resistance at the diode is 

Manuscript first received by the Institution on 8th April 1965 and 
 (13) in final form on 10th May 1965. (Paper No. 1022). 

ID The Institution of Electronic and Radio Engineers, 1966 
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Summary: The applications of tunnel diodes to antenna systems make use 
of devices as ( 1) negative conductances, (2) as pumped elements, and (3) 
as rectifiers. 

1. Introduction 

Many problems of' antenna technique cannot be 
solved by the help of purely passive antennae. These 
include, for example, the broadband radiator of small 
height, the highly directive antenna of small size, and 
dipole arrays without mutual coupling between 
adjacent dipoles. If we can tolerate relatively poor 
noise performance it is probable that many of these 
problems can be solved by combining passive antennae 
with active elements as tunnel diodes, varactor diodes 
or transistors. This paper is confined to a considera-
tion of the problems of combining tunnel diodes with 
antennae. 

The low power capability of present tunnel diodes 
limits the practical use of tunnel diode antennae to 
receiving antennae. But it cannot be excluded that in 
the future a high-power element will be discovered 
having similar characteristic curves, which would make 
possible the use of such active antennae for trans-
mission. The behaviour of a transmitting antenna can 
already be measured if the amplitudes are restricted 
to low values. 

A tunnel diode can be used in combination with 
antennae as a negative conductance, as a frequency 
converter, as a pumped element with auxiliary fre-
quency input, or as a rectifier. The number of possible 
combinations of tunnel diodes with passive antenna 
elements is, of course, infinite and it is not feasible to 
give a complete survey of all possible useful forms of 
active antennae. Only a few examples will be explained 
here to illustrate new effects. Most of the research on 
active antennae in the past was carried out by the 
Research and Technology Division of the U.S. Air 
Force and its research contractors. Our own research 
was sponsored by this Division. 

2. Tunnel Diodes as Negative Conductances 

Figure 1 shows the application of a tunnel diode as 
negative conductance to control the input admittance 

t Institute for High Frequency Techniques, Technical Univer-
sity, Munich, Germany. 
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of the antenna. The antenna consists of a main 
radiator feeding a coaxial output. It is well known 
that a second radiator parallel to the main radiator 
and grounded at one end influences the admittance of 
the main radiator at the feeding point as shown in 
Fig. 2, curve I (without tunnel diode). The admittance 
curve in the complex plane forms a loop and thus 
produces a broadband characteristic over a limited 
frequency region. If a tunnel diode is mounted between 

tunnel diode 

main second 
radiator radiator 

feeding 
point 

ground plane 

Ito receiver 
Fig. 1. Folded radiator with tunnel diode. 

complex 

admittance 

plane 

n f 
conductance 

Fig. 2. Input admittance of the radiator of Fig. 1. The arrows 
indicate increasing frequency. 

Curve I: Diode conductance GD -= 0. 

Curve II: GD = —0.006 mho. 

Curve III: GD =-001 mho. 
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the ends of the two radiators the impedance at the 
feeding point is changed depending on the value of 
the negative conductance; in addition the tunnel diode 
may be shunted by a reactance which, at microwave 
frequencies, is in all cases at least the diode capaci-
tance. By proper choice of the conductance and the 
shunt reactance of the diode, many different admit-
tance curves in the complex plane may be achieved. 
For example, one may produce a loop around the zero 
point or a curve along the imaginary axis (Fig. 2, curve 
II) or curves in the negative part of the complex 
plane (curve III). Thus a tunnel diode can produce 
frequency-dependent antenna-admittance curves of a 
form which cannot be produced by passive antennae. 
This offers new possibilities especially by combining 
passive broadband two-port networks at the feeding 
point. In addition to these advantages amplification 
of the received signal takes place if the antenna is 
connected through a suitable input admittance to the 
receiver. 

Figure 3 shows a radiator which is divided into two 
parts and these parts are connected by a tunnel diode. 
The tunnel diode may be shunted by a capacitance or 
by an inductance, thus producing a complex admit-
tance with negative conductance of general form. The 
most recent branch of antenna research studies the 
behaviour of radiators interrupted by concentrated 
admittances and the use of tunnel diodes extends this 
research to negative real parts of these admittances. 
In this case not only the amplification and the admit-
tance behaviour at the feeding point causes interest, 
but also the changed current distribution on the 
radiator, which may influence the radiation diagram, 
may cause directivity and lower the mutual coupling 
between adjacent radiators in antenna arrays. We 
studied the radiator of Fig. 3 in which the upper part 
has a length b. Inside this upper part a short-circuited 
line is mounted which acts as a choke to bring the bias 
to the diode by help of a separate wire through the 
interior of the lower part of the radiator. This short-
circuited line also acts as a reactance in parallel with 
the diode. By moving the short circuit and by proper 
choice of the length b and of the conductance of the 
diode, the load Z at the end of the lower part of the 
radiator can be adjusted to any complex value. We 
especially studied the case Z = —ZL, in which Z is 
negatively matched to the characteristic impedance 
ZL of the lower radiator part and thus in the trans-
mitting case produces a wave propagating along the 
radiator towards the feeding point. This is a quite 
new and very simple current distribution unknown on 
purely passive radiators. The radiator input impedance 
is clearly —ZL and the mutual coupling between equal 
parallel radiators is very low. 

In all combinations with tunnel diodes the dtznger 
of self-excitation presents a hard problem. There is 

February 1966 

low-frequency self-excitation because a tunnel diode 
needs extra wires, blocking capacitors and chokes to 
supply the bias. This d.c. circuit introduces low self-
excitation frequencies which must be attenuated care-
fully to avoid the effect. A further self-excitation 
at microwave frequencies is generated by the capaci-
tance and the inductance of the diode itself. A 
stabilizing two-terminal network using micro-circuit 
techniques with very low inductance has been 
developed and the tunnel-diode is shunted by this 
network to attenuate microwave self-excitation. Of 
course, if this self-exciting frequency is very near to the 
intended operating frequency' it may be impossible to 
design such stabilizing network without a heavy 
sacrifice in efficiency of the antenna at the operating 
frequency. The antenna system can also have reson-
ances and self-excitation at many other frequencies; 
the input impedance of the receiver is a part of the 
load circuit of the diode and participates in the 
occurence of such resonances. Every combination of 
antenna and receiver must therefore be studied care-
fully from the point of view of self-excitation. In our 
experimental systems the tunnel diode is therefore 
always shunted by an ordinary rectifying diode with 
separate d.c. circuit to indicate any alternating voltage 

sliding 
contact 

stabilising 
et work 

blocking 
capacitor 

ipropagating Wave 

bias 

ground plane 

feeding 
point 

Fig. 3. Radiator in two parts joined by a tunnel-diode 
arrangement. 

existing across the tunnel diode in the case of self-
excitation. It is our opinion that a tunnel diode as a 
negative conductance in broadband antennae will 
probably not come into extended use on account of this 
danger of mostly unpredictable self-excitation. 

3. Auxiliary Frequency Pumped Applications 

A very interesting modification of a tunnel diode 
admittance in antennae seems to be a tunnel diode 
pumped by an auxiliary frequency as in Fig. 4. The 
antenna system then may be represented by a tunnel 
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diode and a network parallel to the terminals 1 and 2 
of the diode. The network forms a frequency-
dependent complex admittance Y(f) parallel to the 
diode. In the receiving case the receiver is coupled to 
the network, the input impedance of the receiver being 

Fig. 4. Receiving network with tunnel diode, pumped by an 
auxiliary frequency f. 
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Fig. 5. 

Curve I: Current-voltage characteristic of a tunnel diode. 

Curve II: Rectifier current lo depending on the d.c.-voltage uo 
between the terminals of the diode for constant amplitude u1 of 
the pump voltage. 

a part of the network. The network is fed by the 
signal (operating frequency fo), which is generated by 
the received electromagnetic wave and by an auxiliary 
generator (frequency fa), the internal impedances of 
these two sources being included in the network. 

In Fig. 5 curve I shows the current-voltage charac-
teristic of the diode and curve II the rectified current 
io dependent on the direct voltage uo for a given 
voltage amplitude u1 of the auxiliary frequency. The 
derivative of curve II 

D io 
so = — 

Duo 
 (1) 

at the operating point P is the primary admittance of 
the tunnel diode in the circuit of Fig. 4. By changing 
uo we can change so from positive to negative values 
including the value zero. When pumping the diode by 
fa, the non-linearity of the diode generates additional 
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periodic currents with combination frequencies 
fa + fo, 2f„ + fo, and so on. These currents flowing 
through the admittance Y of the network generate 
voltages at these frequencies and these voltages are 
found between the terminals of the diode. By back-
ward mixing in the diode these combination frequen-
cies together with the pump frequency excite addi-
tional currents in the diode at the operating frequency 
fo. The diode thereby forms parallel to its primary 
admittance so additional admittances at the operating 
frequency which may be written in the form of infinite 
series 

where 

s 2 2 
s 

s0+ Y(.fa +fo) so + r(fa — fo) +... 
 (2) 

Dio 
s1 = 2 — Du 

is the converter transconductance, Y(f„+fo) is the 
complex admittance of the network at the combination 
frequency fa and Y*(f, —fo) is the conjugate of 
the complex admittance of the network at the com-
bination frequency fa —fe. 

This admittance of a pumped diode in combination 
with a frequency-dependent network offers an 
abundance of new forms of complex admittance 
curves beyond the possibilities of passive networks. 
As an example, Fig. 6 shows this admittance made up 
of the sum of the admittances represented by eqns. (1) 
and (2) for a very simple network, consisting of two 
resonant circuits with equal C and different L. One 
resonance frequency is set belowf„, the other resonance 
frequency is equally above fa. The diode admittance 
resembles that of two coupled circuits, but inverted 

2 

450 Mc/s 

so 

550Mc/s 

l- 500 Mc/s 

SO 

conductance 

Fig. 6. Complex admittance of a tunnel diode pumped by a 
frequency fa = 500 Mc/s, shunted by two resonant circuits 
with resonances at 450 Mc/s and 550 Mc/s. The values at the 
curves show the operating frequencies fo along the admittance 
curves. The three curves correspond to different values of so, 
decreasing from curve Ito curve III. The form of curve II is very 
similar to the input admittance of a filter with two critically 
coupled resonance circuits, but inverted into the negative half 

of the complex plane. 
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into the negative half of the complex plane. The 
admittance curve depends considerably on the value 
of so, thus imitating circuit coupling, which is critical, 
below critical or above critical. Such an admittance in 
combination with passive coupled networks can give 
compensation over a very broad band. In antennae a 
symmetrical push-pull circuit may be used at the 
auxiliary frequency to avoid radiation at the frequency 
fa. In Fig. 4 the receiver may also be tuned to one of 
the combination frequencies, for example fa—fo, so 
that the antenna system acts as a frequency converter. 
The internal admittance of this converter at the 
frequency f,—fo has similar forms as in eqns. (1) and 
(2) and produces similar curves to those of Fig. 6. 

ground 
plane 

Fig. 7. Radiator with two-tunnel diodes pumped by ja  in a 
push-pull circuit. 0 ne end of Ci is grounded. 

Figure 7 shows a schematic sketch of a simple radiator 
with two tunnel diodes pumped by fa in a push-pull 
circuit and the output at the frequency fa —fo. The 
very loose coupling of f. to the diodes is achieved by 
the capacitors C1 and C 2 as a capacitive voltage 
divider, where C1 has a high and C 2 has a low value. 

4. Tunnel Diodes as Rectifiers 

Useful results may be obtained with tunnel diodes 
as rectifiers in low-level video detection directly 
integrated with a waveguide-antenna system. A tunnel 
diode with a characteristic as in Fig. 5, curve I, is 
driven by a bias of 0.13 V with a video-load resistance 
of 100 ohms. 

This gives an operating point Po near the current 
maximum where the curvature of the characteristic is 
very pronounced and the rectifying process corre-
spondingly intensive. According to Fig. 8 this gives a 
nearly linear detection for h.f.-voltages in the range 
between 30 and 300 mV, while ordinary diodes show 
a linear detection above 1 V only. Furthermore, the 
intrinsic admittance is very low on account of the 
small derivative of the characteristic in the operating 
point Po. The intrinsic admittance is the real admit-
tance generated by the voltage current characteristic 
across the barrier layer. By shifting the bias to more 
positive values, the intrinsic admittance will become 
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200 M., o 300 treV u. «lamè, 

Fig. 8. Rectifier voltage uo depending on h.f.-voltage amplitude 
th. 

slightly negative and thus can even compensate losses 
in the series resistance of the diode and in the input 
circuit. Thus we obtain good linearity for extremely 
low input power. The sensitivity of this rectifier is 
about 40 dB better than for ordinary diodes and not 
far from the sensitivity of a superheterodyne receiver 
using ordinary diodes. This opens new possibilities 
for simple low-level video detection, especially for 
reception of pulsed signals in very broad frequency 
bands. 

An important feature of tunnel-diode rectification 
is its stability against excessive h.f.-overloads. As the 
curvature of the characteristic at the operating point 
is negative, the direct current decreases and the diode 
becomes cooler with increasing r.f.-voltage, while an 
ordinary diode becomes increasingly hot in this case. 
While a tunnel diode as video detector is usually 
operated at a standard level of about 10-9 W h.f. 
power, it can withstand 30 mW before burn-out. This 
allows a power overload of more than 70 dB. But 
this burn-out will never happen because the intrinsic 
admittance of the diode will increase considerably at 
high h.f. amplitudes, and this causes a severe mismatch 
between antenna and receiver input at high power 
levels. The high power, therefore, can never enter the 
diode if there is a suitable matching network between 
antenna and diode. 

9. Broadband-exponential horn-receiver with 
diodes. 

Fig. six tunnel 
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We constructed a broadband receiver as in Fig. 9 
for a frequency range from 1.3 to 5.4 Gc/s consisting 
of a horn antenna and an exponentially tapered wave-
guide. There are six tunnel diode rectifiers for six 
different overlapping frequency ranges within the 
band mentioned above. The selectivity of the six 
diode circuits is first given by the fact that the wave-
guide has a cut-off frequency depending on the width 
of the guide at that point, where the diode is coupled 

Fig. 10. Tunnel-diode cavity coupled with waveguide. 

to the waveguide. Secondly, every diode is located in 
a cavity as in Fig. 10. The cavity is open at one side 
and this opening is a part of the waveguide wall. There 
is strong coupling between cavity and waveguide and 
therefore the resonance of such a cavity is very broad. 
This gives a very simple broadband receiver with high 
sensitivity, especially for pulsed signals. A burn-out 
of the diodes by receiving higher power from nearby 
transmitter stations, which is very dangerous for 
ordinary receivers, is nearly impossible in tunnel-diode 
receivers because of the automatic mismatch of the 
input at high amplitudes. 
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I.F.A.C. Congress 1966 

As announced in the January Journal, the Third 
Congress of the International Federation of Automatic 
Control is to be held in London from 20th to 25th 
June, 1966. The Duke of Edinburgh has graciously 
consented to be Patron of the Congress, which is being 
supported by the Ministry of Technology. The 
Institution has been associated with the planning of 
the Conference through its representatives on the U.K. 
Automation Council (Mr. A. St. Johnston and Mr. 
W. Renwick). 

It is expected that more than 2000 specialists on 
automatic control from thirty-five countries will be 
attending the Congress. Two hundred and eighty-
eight papers will be presented on subjects which 
include systems engineering, real-time digital com-
puters, automatic control and medicine, adaptive 
learning and pattern recognition, computer-aided 
design and micro-electronics. 

Survey papers, contributed by distinguished scien-
tists, will be presented at the plenary sessions of the 
Congress. Plenary sessions will be followed by several 
technical sessions, held in parallel, in which papers 
covering specialized aspects of the subject will be 
presented and discussed. Tutorial sessions on optimal 
control, computer control, statistical identification 
procedures and computer languages, will precede the 
appropriate technical sessions. Informal colloquia, 

80 

which will also be held in conjunction with the 
technical sessions, will cover terminology, education, 
standards and evaluation, artificial languages, relia-
bility and other subjects. 

Several members of the Institution are reading 
papers at the Congress, among them Dr. H. J. 
Meyerhoff (Huntec Ltd., Toronto), Professor H. H. 
Rosenbrock (Manchester College of Science and 
Technology) and Mr. D. Shaw (United Steel). 

Simultaneous interpretation facilities into English, 
French, German and Russian will be available at the 
plenary sessions. Plenary sessions of the Congress 
will be held at Central Hall, Westminster. Technical 
sessions, tutorial sessions and the informal colloquia 
will be held at Church House, Westminster, and in 
other buildings in the neighbourhood. 

An extensive social and ladies' programme is being 
organized, of which the most notable event will be a 
Conversazione at the Royal Festival Hall on the 
evening of 20th June. A programme of tours will take 
place in the week following the Congress, combining 
visits to factories to see installations of automation 
and advanced automatic control systems with visits 
to places of historic and cultural interest. 

Further information, including copies of the advance 
programme, may be obtained from the Institution. 

The Radio and Electronic Engineer 
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Summary: This paper is a mathematical analysis of a new type of phase-
switched radar which uses four antennae, two for transmitting and two for 
receiving. By phase-switching the pulses of one of the transmitting antennae 
and by multiplicative detection of the outputs from the two receiving 
antennae one can obtain a two-way power pattern proportional to the 
product of the four directivity (field strength) patterns of the system's four 
antennae. Furthermore, by appropriate phase and amplitude switching of 
a single array's element currents it is possible to simulate four coincident 
arrays whose product pattern can be obtained. The greater flexibility of 
this system (four pattern functions instead of one) is demonstrated by 
examples of improved pattern synthesis. Comparison is made with a 
conventional array of the same size whose pattern beam-width is the same 
as that of the phase-switched system; the phase-switched pattern has lower 
side-lobes and four times as many nulls. The effect of uncorrelated element 
noise and of a second target (either coherent or incoherent) is also con-
sidered. It is shown that for any degree of coherence one can synthesize 
a better pattern with the phase-switched system. 

time 

angular frequency of the r.f. carrier 
the radar 

velocity of light 

phase constant or wave number 

bearing angle 

bearing coordinate 

range coordinate 

maximum range of the radar 

pulse repetition period, (r — 2r„,„x) 

element spacing of array 

Dolph-Chebyshev pattern variable 

indicates 'The real part of. . 

indicates `The mathematical expectation 
of.. 

indicates the complex conjugate of A 

signal/noise ratio 

effectively multiplied together. Associated with this 
voltage product is a system power pattern which is 
proportional to the product of the directivity patterns of 
of the two antennae used.$ This paper describes a 
new type of radar system which uses phase-switching 
techniques that are natural extensions of those men-
tioned above for passive receiving systems. Since the 
radar is transmitting as well as receiving, it is possible 
to use two antennae for transmitting and two for 
receiving, four antennae in all. 

1. Introduction 

It has been known for some time that the perform-
ance of receiving antenna systems can be improved by 
multiplicative, cross-correlation, or phase-switching 
techniques." 2. 3 Instead of using a single antenna 
with square-law detector, the multiplicative system 
uses two antennae whose terminal voltages are 

t Electrical Engineering Department, University of Waterloo, 
Ontario, Canada. 
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Section 2 contains a description of the basic system 
which uses four physically separate antennae. The 
transmitting antennae are fed from the same trans-
mitter but the pulses sent to one of the antennae are 
phase-switched in synchronism with the pulse repeti-
tion period. After striking the target these pulses 
return and are received by the remaining two antennae 
whose terminal voltages are multiplied together. The 
video output will have a fluctuating component due to 
the phase-switching in the transmitting section. By 
making appropriate use of delay lines and a polarity 
switching device, this fluctuating component can be 
detected and the effective two-way power pattern 
associated with the output can be written as 

Re {A i(u)A1(u)} Re {Bi(u)B(u)) 

where A i(u), A 2(u), Bi(u), and B2(u), are the directivity 
patterns of the system's four antennae. In contrast to 

This paper is a revised version of 'A New Type of Cross-
Correlation Radar System' which was presented at the Sym-
posium on Signal Processing in Radar and Sonar Directional 
Systems, held at the University of Birmingham, in July 1964, 
and published in the Proceedings of that Symposium. 
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this, the two-way power pattern of a conventional 
radar, employing a single antenna with directivity 
pattern C(u), is given by 

1C(u)14 

Comparing these two power patterns, one sees that 
the phase-switched system has, in a sense, four times 
as many 'degrees of freedom' as the conventional 
system since in the former there are four independent 
directivity patterns instead of the single pattern of the 
conventional system. 

In a recent paper, Cooper' describes a system 
which also uses four antennae. The Cooper system 
uses two orthogonally polarized signals in lieu of two 
phase-switched signals to obtain an effective two-way 
pattern which is proportional to product of the 
patterns of the system's four elements. 

In Section 3 it is shown that by phase and amplitude 
switching of the currents of a single array's elements 
one can effectively simulate four coincident arrays and 
obtain their product pattern just as with physically 
separate antennae. Two examples of pattern synthesis 
for coincident phase-switched linear arrays are 
presented in Section 4. In both cases the number of 
nulls of the phase-switched pattern is four times that 
of the pattern of a conventional array with the same 
number of elements. When, for purpose of com-
parison, the phase-switched pattern's beam-width is 
set equal to that of the conventional pattern, then the 
new system's side-lobe level is significantly reduced. 

In Section 5 an analysis of the effect of antenna 
element noise (uncorrelated between elements) is 
presented and a comparison between the conventional 
and phase-switched systems is made. When one 
assumes that both systems are fed with the same 
average power the analysis shows that there is a slight 
improvement with the phase-switched system for low 
noise levels and a slight degradation for high noise 
levels. 

The effect of a second interfering target of arbitrary 
amplitude, phase, and direction of arrival with respect 
to the primary target, is also considered., It is shown 
that in the limit of complete incoherence the rejection 
of this interference is governed by the two-way power 
patterns of the radars and hence the phase-switched 
system is superior since its pattern has lower and more 
numerous side-lobes. However, if the targets are 
coherent, the rejection of interference is shown to be 
due primarily to the cross-product pattern which in 
the case of the conventional array is C(u)2 and for the 
phase-switched array is 

[A,(u)+A2(u)][B,(u)-l- B(u)] = A +(u)B+(u) 

The latter system, with two pattern functions to vary 
instead of one, is again superior and an example of an 
improved cross-product pattern for coherent targets 
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is given in Section 6. Furthermore, it turns out that 
not only is the cross-product pattern better (lower side-
lobes with same beam-width) but the associated two-
way power pattern is also better with lower side-lobes 
and a narrower main-lobe. Consequently, by proper 
design a phase-switched system can be made superior 
to the conventional system for all degrees of target 
coherence. 

2. Operation of the Phase-Switched Radar System 

A schematic diagram of the system is shown in 
Fig. 1 where it will be noted that four antennae are 
used, two for transmitting—A, and A2—and two for 
receiving—B, and B2. The pulsed transmitter power 
is divided into two equal parts which are fed to the 
transmitting antennae. In the transmission line 
feeding antenna A2 is inserted a phase-switch acting 
in synchronism with a pulser from the transmitter and 
causing the pulses fed to antenna A2 to be alternately 
in-phase and out-of-phase with the pulses fed to 
antenna A,. The complex far zone fields of the 
transmitting antennae, except for a constant factor, 
are given by 

Al(t, u) = k P(t—lcr)A ii(u) exp{j(coot + yk)}  (1) 

A2(t, u) = P(t—lct)A2(u)(— exp{j(coot+ yk)} 
k= — co 

(2) 
where 

P(t)is the radar pulse, 

A i(u) is the directivity pattern of antenna i, = 1, 2. 

yk is the phase of the r.f. carrier for the kth pulse. 

Note the switching factor (— 1)k, which distinguishes 
the field of antenna A 2 from that of antenna A,. 

In the presence of a single point target at range r, 
this double series of pulses, after a delay of 

2r 
t = — 
r C 

will return and be received by antennas B, and B 2 

whose output voltages can be written as 

Bi(t)=[Ai(t—t„u)+A2(t—t,.,u)}.13i(u) 

= P(t—tr—ler)[A1+(-1)kA2]x 
k = — oo 

x Bi exp{j [coo(t — t,.)+yk])  (3) 

where to simplify the notation, we have suppressed 
the u variable. If these two voltages are fed into a 
multiplier, followed by a low-pass filter, one obtains 

m(t) = Re{B,(0B:(0}  (4) 

This output is then passed through a delay line network 
which forms 
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Fig. 1. Phase-switched radar system. 

m0(t) = m(t)— m(t — r) 

= Re {Bi(t)e(t)—Bi(t — T)B1`(t — .r)} 

Substituting (3) into (6) we obtain 

m0(t) = Re{ E 1P[t — t kr]j2 lAi +(- 1)kA212 x 

X /31 /31` — I P[t — tr — (k+ 1)T]12 x 

x1A2+( — W 4-14421 2 Bi  (7) 

= Re{ E ip(t-tr- koi2BIBI« x 
X [IA11 2 + 111212 +( — 1)k2 Re {A1 An — 

—IA 11 2— 1A2I 2+(-1)k2 Re {A1 AI}]} 

 (8) 
OD 

= 4 E in/ - tr - kt)12( - x 
k = - co 

(5) 

(6) 

x Re{Ai Al} Re {B1131}  (9) 

Again, note the phase-switching factor (— 1)k, which 
causes the output m0(t) to alternate in polarity from 
pulse to pulse. However, m0(t) can be rectified by 
feeding it into a polarity switching device, acting in 
synchronism with the pulser of the transmitter; one 
obtains 

riio(t) = (— m0(t)  (10) 

on the kth pulse (see Fig. 1). Clearly this will yield our 
required output which can be written, except for a 
constant factor, as 

CO 

¡Fiat, = E 1P(t — kt)12 Re {A i(u)AI(u)) x 
k = - co 

x Re {131(u)131(u)}  (11) 00 
E IP(t-t, — kt)12 R(u)  (12) 

k = - co 

In (11) above it has been tacitly assumed that the 

directivity patterns are referred to some fixed reference 

February 1966 

point located on the common axis of all four linear 
antennae. If the distance from this point to antennae 
A1, A2, B 1 and B2 are respectively 11, /2, and 12, then 
the patterns become 

Ai(u) = A0(u) exp{jliu} 

Bi(u) = B.0(u) exp{j/iu} i = 1,2 

where A io(u) or B.0(u) would be the pattern (usually 
real) if the antenna in question were located at the 
reference point. 

Consequently we may rewrite (11), in the case of 
real patterns A io(u) and Bio(u), as follows: 

co 

Frio(t, u) = E kr)12 A io(u)A2o(u) x  
k = - co 

X cos [VI —12)u] x B10(u)B20(u) x 

x cos [(4— /2)u] (11a) 

Note the two interferometer factors, cos WI - /2)u] 
and cos [(/1 —12)4, which depend on the mutual 
separation of antennae A1 and A2 and of B1 and B2; 
such factors might be usefully employed in overall 
pattern synthesis. 

Now with a conventional radar system, where quite 
often the signals are transmitted and received on the 
same antenna (isolated by means of a duplexer), the 
analogous output is 

c(t , u) = IP(t kt)121C(u)14 (13) 
k = - co 

where C(u) is the antenna directivity pattern and we 
have assumed that square-law detection is used. 
Comparing eqns. (11) and (13) we see that, mathe-
matically, the latter is just a degenerate case of the 
former, which occurs when 

Ai(u) = A2(u) = Bi(u) = B2(u) = C(u)  (14) 

Clearly, a phase-switched system is preferable since 
its four distinct patterns can be specified indepen-
dently; in a sense, this system has four times as many 
'degrees of freedom' as the conventional one. In 
Section 4 we will consider the implications of this in 
the design of linear array radar patterns. 

3. Phase-switching with a Single Aperture 

In some applications it is convenient to use a single 
aperture in lieu of four separate apertures. In effect 
we would have four coincident antennae each with a 
distinct pattern. A diagram of the single-aperture 
system for the case of a linear array is shown in Fig. 2. 
The aperture weighting network will vary the ampli-
tude and phase of the currents fed to and from the 
array elements in synchronism with the pulse repeti-
tion period. If the four array patterns are A 2(u), A 2(u), 
B 2(u), B 2(u), then on transmit the aperture weighting 
network produces the patterns 
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A +(u) = A 2(u) + 2(u) = (a ik + a2k) exP{ik/u} 
k= — M 

(15) 

or 

A _(u) = 1(u)— A2(u) = i‘& 1 (a jk — a2) exPOk/u} 
k  

(16) 

and on receive it gives either 

B•,.(u) = B1(u)+B2(u) = (bik+ b2k) exp{jklu} 
k= —M 

or 

(17) 

B_(u) = Bi(u)—B2(u) = (bik — b2k) exPfik/u) 
k=—M 

 (18) 

Note that, in effect, the currents of antennae A2 and B2 
are either in phase or in phase-opposition with the 
corresponding current of antennae A1 and 131. 

There are four possible transmit-receive product 
pattern combinations, namely, 

In operation, the radar, during a sequence of four 
pulses, will use each of the above combinations before 
repeating the first combination on the fifth pulse. 
Thus the video output of the square-law detector, in 
the presence of a single point target, will be a series of 
pulses whose amplitudes vary with period 4r. This 
fluctuating output is fed into the delay-line network 
containing polarity switches which is shown in Fig. 2. 
In the Appendix it is demonstrated that the output of 
this network is proportional to 

R(u) = Re {A i(u)/11(u)} Re (Bi(u)B1(u)}  (19) 

which, of course, is the four-antenna product pattern 
we have been seeking. The obvious virtue of this 

AMPLITUDE ANO PHASE 

TRANSMITTER 

SWITCHING NETWORK 

Re {Adu) A.21. 1) Re { 13,1u1B.21u 

u sine 

Fig. 2. Phase-switched radar system using a single aperture. 
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method of pattern multiplication is that the con-
ventional square-law detector is used. The method's 
drawback is the necessity of phase and amplitude 
switching each of the array elements both on transmit 
and on receive. In the following section we will 
demonstrate the advantages of the phase-switched 
single-aperture in the synthesis of linear array radar 
patterns. Comparison will be made with a single-
aperture conventional radar using square-law detec-
tion. 

4. Quadrupling the Number of Nulls of the 
Radar Pattern 

Let us consider a conventional array of 2M+ 1 
uniformly weighted isotropic elements with uniform 
spacing I. The directivity pattern of the array is 

sin [(2M + 1) —/1] 
2  

C(u) = E expUk/u} — 
1c= —M lu 

sin —2 

and the corresponding two-way radar pattern is 

/141 4 
sin [(2M + 1) —2 

IC(u)14 = 
lu • 

sin — 
2 

(20) 

(21) 

Such a pattern has 4(2M) = 8M nulls but only 2M 
of them are distinct; each null or zero is of multiplicity 
four. It is reasonable to suspect that a better pattern 
could be obtained if the nulls were all distinct and if 
they were equally spaced. Such a pattern can be 
synthesized by the single-aperture phase-switched 
radar system. In order to compare this pattern with 
the conventional pattern given by (21) we will contrive 
to let both patterns have the same beam-width 
measured to the first null. For the particular case of a 
seven-element array the four patterns of the new radar 
system which will achieve this are as follows: 

A1(u) = 1 + 1-842 cos[I(u +-Plu)] + 

+ 1.396 cos [21(u + -MO] + 

+ 0.740 cos [31(u + Au)] 

A2(u) = A i(u — Au) 

Bi(u) = A i(u — 2Au) 

B2(u) = A i(u — Mu) 

where 
lOtt 

1 Au = —161 = 0.1951 

The four patterns, each with distinct nulls, are shown 
in Fig. 3, along with the directivity pattern of the 
conventional linear array of seven elements, 

(22) 

 (23) 
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Fig. 3. Factor patterns of phase-switched and conventional radars for equispaced 
nulls, and equal main-lobes measured to first null. 
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 (24) 

In Fig. 4 the phase-switched radar pattern is compared 
with the conventional radar pattern; because of the 
large amplitude variation, a decibel plot is used. Note 
that both patterns have the same beam-width measured 
to the first null. However, the side-lobes of the phase-
switched pattern are 7 dB or more below those of the 
conventional pattern and are more than four times as 
numerous (more precisely there are twenty-three 
phase-switched side-lobes and five conventional side-
lobes). In the region farthest away from the main lobes 
the improvement in side-lobe level—in excess of 
30 dB—is quite remarkable! 

The author has shown elsewhere' that the optimum 
Dolph-Chebyshev array design can be extended to the 
two-way patterns of radar. When compared to the 
pattern of the conventional Chebyshev array the 
phase-switched Chebyshev two-way pattern has side-
lobes which are about 16 dB lower when both patterns 
have the same beam-width measured to the first null. 
For arrays of 2M+ 1 elements, the conventional 
pattern, and the phase-switched pattern (with four 
times as many nulls) are 

C(v)I4 = I T2 (v) 4 (conventional) 

R(v) = T8m(v) (phase-switched)   

February 1966 

where 
lu 

= vo cos — 
2 

with vo a constant determined by the side-lobe lever. 
The improvement in the side-lobe level of the phase-
switched pattern is shown in Fig. 5 as a function of the 
conventional array two-way side-lobe level. The 
curve is for an element spacing of / = A/2 and for 
large arrays, M ≥ 5. 

5. Noise and Interference 

5.1. Analysis of the Effect of Antenna Element Noise 

We assume that at each element there is a random 
Gaussian noise current which is independent of the 
signal and of the noise current at any other element. 
We let the current at the kth element be Nk(t) whose 
average power is N, independent of k. This noise will 
be present for both conventional and phase-switched 
arrays. 

5.1.1. Conventional array 

In the presence of noise the output of the conven-
tional system, using a single antenna and square-law 
detection, is 

vc(0 = ([Int — el21C(11)14+ 

 (25) + 2 Re (P(t — t,— (it) exP[j(coot, — yq)] x 
(26) x C2(u)N*(0})+ IN(t)12  (27) 
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where 

N(t) = E  (28) 
k= — M 

and ck is the kth element's weighting coefficient. 

It is not difficult to show that if t = t, and P(0) = 1, 
then the expected value and variance of the output are 
respectively 

E{v,(t,)} = 1C(u)14+Ne  (29) 

ci(t,) = 21C(u)14N + 2 C2  (30) 
where 

and 

and 

hf 

C= E Ickl 
k= —M 

2 (31) 

= E{1N k(012} k = — M, , M 
 (32) 

5.1.2. Phase-switched array 

The signal-plus-noise output can be written as 

v(t) = [16 Re {A1 At Re {B1 BI} X 
q=— co 

x 1°(t — t,— qr)12 + 2 Re {4. 1+ B exp[ jy q] N (t) 

— A B _exp[jy q_ N _(t — — qt) — 

— A _ B exp[jyq_2] x N't(t— — Tr) + 

+ A _ B _ exp[ jy _ 3] Nt(t — 3T — qt)exp(— co ot ,) 

x P(t — t,— el] + IN +(t)12 — IN _(t — T)12 

—IN .4.(t — 2.012 + IN _(t — 31)12 

where 

(33) 

N±(t) = E (bik ±b,kw,(0  (34) 
k= — M 

and, for simplicity, we have suppressed the pattern 
variable; thus A +(u) has become simply A etc. 

One can show that the expected value and the 
variance of this output for t = t„ and u = 0, are given 
as follows: 

E{vi,(4)} = 16 Re {A1(0)AI(0)) Re {Bi(0)01(0)} 

= 16A ,(0)A2(0)B,(0)B2(0) 
(for real patterns) 

a(4) = 2[(B2., + r12_)/72+ 1A1(0) + A2(0)12 x 

x + B2(0)12 B + N] 
where 

B± = jbik±b2x1 2 
k= — M 

5.1.3. Signal/noise ratios 

If we define the output signal/noise ratio as 

s \ E{vs(t,)}2 

\N) (72(4) 

February 1966 

 (35) 

(35a) 

 (36) 

 (37) 

(38) 

or 

where vs(t) is the signal component of the output 
voltage, then the signal/noise ratios for the conven-
tional and phase-switched systems for u = 0, t = t 
are respectively 

C(0)1'  
21C(0) 4CN± C2N2 (39) 

[A 1(0)B 1(0)A 2(0 )B2(0 )12  
= 128  (40) 

if the patterns are all real as is usually the case. 

Now in comparing the phase-switched and con-
ventional radars from the point of view of signal/noise 
ratio we must, to be realistic, assume that both 
systems are fed by transmitters of equal power. 
However, due to the amplitude and phase-switching 
of the new system, the power radiated by it will vary, 
being greater for the A + mode than the A _ mode. We 
will assume that the average of the powers radiated by 
the two modes is the same as that of the conventional 
radar; thus, 

f 1C(u)12 du = f IA +(u)12 du + f IA _(u)12 du] 

 (41) 

= f [iAi(u)12+ IA2(u)121 du  (42) 

But, by Parseval's theorem, this is equal to 

E  k= —M 14 k= Ft 
12= E {laik12+Ia2k12} 

— 
(43) 

if =the element spacing is n - ' n 1, 2, 3, . In 
2 

simpler notation (43) can be written as 

C = .À.11+ À22  (44) 

In a similar fashion we can reason that the ratio 
between the conventional and phase-switched receiving 
patterns should be 

f 1C(u)12 du = 4[f 113+(u)12 du + f 1B_(u)12 du] 

 (45) 

= f [113i(u)12+1/32(u)12] du  (46) 

ikt 

E  k=— M  Ickl2= kE—M {1b.,12-0,2,12} 
=  

Again we can write (47) in simpler notation as 

C = T3ii+r322 

(47) 

(48) 

5.1.4. The seven-element arrays 

It should be remarked that by equating the total 
radiated powers of the two systems the average value 
of the phase-switched power density radiated in the 
u = 0 direction (direction of the product pattern's 
maximum) will in general differ from that radiated in 
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the same direction by the conventional system. A 
similar condition obtains for the receiving half of both 
systems—the responses to identical returning pulses 
may differ. Consequently the signal output from each 
system will differ in magnitude even when the total input 
power is the same. The important question, however, 
is whether the phase-switched system's signal/noise 
ratio is improved, a question which we will now answer 
for the case of the seven-element arrays of Section 4. 

For the particular case of the seven-element arrays, 
whose patterns are shown in Fig. 3, it is convenient to 
let the element currents of the conventional array be 
1 ampere, and hence (43) and (47) become 

3 

7 = E (laik12+Ia2k12) 
k= — 3 
3 

7 = E (Ibikl + 1b2k12) 
k= — 3 

In order to satisfy these equations the current ampli-
tudes must be resealed from the values given in eqn. 
(22); specifically all currents must be decreased by 
5.81 %. Thus, the first pattern becomes 

A i(u) = 0.9419 + F735 cos Pu + —161] 
15n 

[2(1u + —115670]+ +1.315 cos 

 (49) 

 (50) 

+ 0.6972 cos [3(hi + 156701  (22a) 

The other three patterns are scaled similarly and 
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when all are substituted into (40), the signal/noise ratio 
becomes 

i_s  213.0  

• N - +.00232/72 

Similarly, for conventional array currents of 1 ampere, 
(39) becomes 

(_s) =  171.5  
N N - +-00146N2  (39a) 

The improvement in signal/noise ratio can be written 
as 

(40a 

Cr') 1 + 0-00146N 
 (51) 

Gs): = 1-24 1 + 0.00232N 

and is plotted in decibels as a function of the original 
. (s 

signal/noise ratio —) (also in decibels) in Fig. 6. 
N c 

Note that for high original signal/noise levels there is 
a slight improvement with the new system whereas for 
low levels there is a slight degradation. However, we 
must conclude that the two systems have essentially 
the same performance with respect to uncorrelated 
element noise. 

5.2. Analysis of Interference due to a Single Point 
Target 

Let us assume that in addition to the desired target 
of unit amplitude located in the main beam of the 
pattern at u = 0, there is a secondary target of arbi-
trary amplitude N, phase e, and direction u. We will 

0.5 

5 

.97 dB 

Fig. 6. Comparison of output signal-to-noise ratios for seven-element arrays with uncorrelated element noise. 
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now consider the effect of this interference on the 
conventional and phase-switched systems. 

5.2.1. Conventional system 

The square-law output of the radar can be written as 

ve= IC(0)14 + 2 Re {C2(0)C2(u)N expe + N21C(u)14 
 (52) 

Here we have suppressed the range variable, tacitly 
assuming the targets to be at the same range. Inspec-
tion of (52) shows that only the first term is due to 
signal alone; the second is a cross-product of signal 
and interference and the third is due to interference 
alone. Let us define the interference function of the 
radar to be the ratio of the interference components to 
the signal component in the system output. Thus for 
a real pattern the interference function is 

= 2C2(u)N cos e +N2 C4(u)  (53) 

where 

C(u) = C(u)  (54) 
C(0) 

In practice, the phase angle t may be time-independent 
or may vary randomly over all possible values from 
0 to 2x. We say, in the former case, that the inter-
ference is coherent and in the latter that it is incoherent. 

Incoherent interference: since the statistical average 
or expectation of cos is 

E{cos = 

the interference function for incoherent interference 
becomes 

1,(u, N, = N2 C4(u) (incoherent) (55) 

which is proportional to the interference power and 
the two-way power pattern of the radar. Consequently, 
a radar whose pattern has low side-lobes will tend to 
reject incoherent interference, a not unexpected 
conclusion. 

Coherent interference: let us consider the worst 
possible case of coherent interference— cos e = 1. 
The interference function then becomes 

I c(u , N, 0) = 2N C2 (u) + N2 C4(u) (coherent) 

 (56) 

and in this case depends not only on the two-way 
power pattern C4(u) but also on the `cross-product 
pattern' C2(u). We also note that due to the cross-
product term the interference is no longer linear in 
power, and since in many cases the cross-product term 
will dominate, the interference will be proportional to 
the square root of the power of the interfering signal. 
However, even in the coherent case, a radar pattern 
with low side-lobes will have a good interference 
function with a low response to interference from out-
side the main lobe of the pattern. 

February 1966 

5.2.2. Phase-switched system 

The system output for real patterns can be written as 

= 16 1(0)/31(0)A2(0)B2(0) + 

N 
+ —2 (A1(0)/31(0)A2(u)B2(u)+ 

+ A 1(0)B 2(0)A 2(u)B i(u)+ 

+ B 1(0)A 2(0) A i(u)B 2(u) + 

+ A 2(0)B 2(0) A i(u)B i(u)) cos e + 

+ N2A i(u)Bi(u)A2(u)B2(u)]  (57) 

Note that if A1 = A2 = B1 = B2 = C this reduces 
to the conventional expression given by eqn. (52). 
Again we define the interference function as the ratio 
of interference to signal components; we obtain 

I p(u , N, = + 2(u)] x 

x [El(u)+ 1-32(u)1N cos + 

+ N2 iTi(u)1-31(a)À2(u)B2(u)  (58) 
where 

Ai(u) = (0) A i(u) i(u) = Bi(u), = 1, 2  (59) 
A i  

We distinguish the two limiting cases of coherent and 
incoherent interference as with the conventional radar. 

Incoherent interference: the equation correspond-
ing to (55) is 

Ip(u,N, e) = N2iii(u)Bi(u)À2(u)T32(u) (incoherent) 
 (60) 

Just as in the case of conventional radar, the function 
is proportional to the two-way power pattern of the 
system and to the power of the interfering signal  

Coherent interference: for the worst case of coherent 
interference ce = 0 or it) we obtain 

p(u , N, 0 or ir) = 11[A i(u)+ A 2(u)] x 

x [Bi(u)+ B2(u)] IN + 

+ N2IÀ i(u)T3i(u)ii2(u)B 2(u) I 
(coherent)  (61) 

Note that the magnitude of the two components add 
for the worst case. This will occur sometimes for 
e = 0 and sometimes for e= 7C. 

5.2.3. The seven-element arrays 

We will now compare the interference rejection of 
the two systems which use the seven-element linear 
arrays whose patterns are shown in Fig. 3. Since we 
have shown that the rejection of incoherent inter-
ference depends only on the two-way power pattern of 
either system we can conclude immediately that the 
phase-switched system has a superior interference 
function simply by comparing the two-way power 
patterns shown in Fig. 4. For the more complicated 
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case of coherent interference, it is necessary to com-
pare the interference functions of the two systems for 
several values of the amplitude of the interfering signal. 
Thus in Fig. 7(a) the interference functions of both 
systems have been plotted for N = 0.1. It will be 
observed that the side-lobes of the phase-switched 
interference functions are lower and more than twice 
as numerous as those of the conventional system. 
However, the conventional system has a narrower 
main lobe. Similar interference functions can be 
obtained for N = 1 and N = 10 and are shown in 
Figs. 7(b) and 7(c). 

From these curves we reach the important con-
clusion that it is not the two-way power pattern of the 
system that is important in rejecting coherent inter-
ference but it is the cross-product pattern. The cross-
product pattern for the conventional and the phase-
switched systems are given below: 

2C2(u) (conventional) 

1[A (u)+ A2(u)1[Bi(u)+ B2(u)] 

---- +(u)B,(u) (phase switched) 
 (62) 

Note that the conventional pattern is simply the square 
of the directivity pattern C(u) of the conventional 
array, whereas the pattern of the phase-switched 
system is the product of the transmitting pattern A ,(u) 
and the receiving pattern B+(u) of the phase-switched 
system. We infer that in synthesizing such patterns the 
new system will have twice as many degrees of freedom 
as will the old and in general will yield better patterns. 

6. An Improved Pattern for Coherent Targets 

If it were known that the target distribution 
was coherent, it would be logical to synthesize a 
good cross-product pattern, and if possible simul-
taneously produce a good two-way power pattern. 
We will now do this by letting the phase-switched 
cross-product pattern A ,(u)B +(u) have the same 
beam-width as that of the conventional pattern but 
require that the former pattern's nulls be equispaced 
and hence produce lower side-lobes. 

For the seven-element array we must let 

A,(u) = 1+1-8833 cos [/(u + Ai u)] + 

+15389 cos [2/(u + u)] + 

+ 0.9546 cos [3/(u + Ai u)]  (63) 

B+(u) = A ,(u — 2A1 u)  (64) 
where 

5n 
1E 1u = 

If we choose 

Ai(u) = A +(u + P.1 u)  (65) 

B2(u) = B „(u — 13,1u) = A +(u — lAi u)  (66) 
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Fig. 7. Interference function for coherent interference when: 
(a) N = 0.1, (b) N 1.0, (c) N = 10. 

then 

A2(u) = 2A +(u)— A i(u)  (67) 

Bi(u) = 2B , (u) — B 2(u)  (68) 

The cross-product pattern that results is shown in 
Fig. 8, along with that of the conventional seven-
element uniform array. We see that the improvement 
in side-lobe level varies from 3 dB for the first side-
lobes to about 10 dB for those farthest away from the 
main lobe. This also indicates the improvement in the 
ability of the new system to reject a coherent inter-
fering signal when the desired signal is incident at 
u = 0. 

The regular two-way patterns of the two systems are 
shown in Fig. 9 where we see that not only does the 
phase-switched pattern still have lower side-lobes but 
its main-lobe is about 11-3% narrower. Since this 
pattern is not only improved for coherent targets but 
is also better in the case of incoherent targets, we can 
expect a better performance from this phase-switched 
system for any degree of target coherence. 

The Radio and Electronic Engineer 
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Fig. 8. Graph of cross-product radar patterns showing improved 
phase-switched pattern with lower side-lobes. 

7. Conclusions 

It has been demonstrated that the new four-antenna 
phase-switched radar has several advantages when 
comparison is made with a conventional one-antenna 
radar; indeed from the pattern-synthesis viewpoint the 
latter may be thought of as a degenerate form of the 
new system which occurs when all four of the phase-
switched patterns are identical. Consequently, the 
new system should prove useful in many practical 
applications where increased directivity is needed. A 
curious aspect of the phase-switched radar is that its 
average response is zero to both element noise and 
external noise sources (if the latter are uncorrelated 
with the transmitted pulses). The new system is 
'blind', on the average, to everything but its own 
returning pulses. 

Finally it should be remarked that a simplification 
of the system can be effected by using a single trans-
mitting antenna and two receiving antennae whose 
outputs are multiplied in the usual fashion. The 
resulting two-way pattern, with A1 = A2 = A, is 
now 

R(u) = IA(u)12 Re {B1(u)B(u)} 

On the other hand it is possible, by a somewhat more 
involved process of phase-switching, to obtain the 
following output: 

R(u) = Re {A1(u)A(u)B1(u)B(u)} 

However, the pattern obtained with the system 
described in this paper, 

R(u) = Re {A i(u)AI(u)} Re (B2(u)BI(u)} 

is probably sufficient for most applications. 
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10. Appendix 

If we consider a single target at the range r the out-
put of the square-law detector of the single-aperture 
system will be a series of pulses of varying amplitudes 
with a period of fluctuation of 4r. If we let 

40= IA1 + A2I2 iBi + B2 12 imi2 

fi(t) = lAi +A2I2 IBI —B212 inoi2 

7(0 = IA2—A212 +B212 IP(012 

6(t) = IA2 - A212 ill' -B212 IP(012 

(69) 

where Ai = A i(u), B1 = Bi(u), for i = 1, 2, and P(t) is 
the radar pulse, then the output of the square-law 
detector can be written as 
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po(t) = {Œ[t' — 414+ fire —.(4k + 1)T]+ 
k=-ao 

where 
2r 

= t — 
C 

First we write 

Œ(t) = [IA112+ IA212+2 Re{Ai x 

 (70) x [ 1/3112+1B212 + 2 Re {Bie}]1P(t)1 2 

= [A +2412][B+ B22]P(012  (75) 

where 

Now the delay-line network forms the following sum 
(except for a constant factor) 

= Po(t1)— Pati — T) — Po(t' — 2T)+Po(e — 3s) 
 (71) 

Substituting eqn. (70) in the above we obtain 

P2(t) = (- 1)ki5(r—kr) 

2r E (- k okp(t— —c — kr) 

 (72) 
where 

p(o= œ(t)-13(t)—y(t)+3(t)  (73) 

Finally, the delay-line network output is fed into a 
polarity switching device operating in synchronism 
with the pulse repetition frequency which 'rectifies' 
P2(t) to yield 

p3(0 ( 2r = E r-- —kt)  (74) 
k — C 

We will now show that is proportional to the 
product of our four antennae patterns. 
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A _ ! Ai r, + 1A2 12, 

B = 112 + 1B212, 

Al2 = 2 Re {Ai AI} 

B12 = 2 Re (B 1B} 
 (76) 

Thus 

40= [AB+A1312.+BA 12+A i2B12]IP(012  (77) 

Similarly 

— = [—AB + AB12—BA 12+ Ai2B32]11)(012 

— 7(0= L—AB—A1312 +BA 12+A i2B1211P(012 

b(t)=[AB—A1312—BA 12+A l2B12]IP(t)12 
 (78) 

From the above it is easy to see that 

p(t) = oc(r)— AO— y(0+ (5(0  (79) 

= 4,412B121P(012  

= 16 Re {/11 At Re P31/3111P(t)12  (80) 

which is the desired result. 
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Reprinted from the Proceedings of the Joint LE.R.E.-LE.E. Symposium 
on 'Microwave Applications of Semiconductors' held in London from 
30th June to 2nd July 1965. 

Summary: The upper frequency of operation for a semiconductor micro-
wave device is usually considered in terms of the equivalent circuit para-
meters associated with the immediate neighbourhood of the active 
element, together with any stray reactances of the package. Whilst it is 
generally recognized that in the semiconductor contribution both the 
resistive and reactive terms may have a frequency dependence, the exact 
nature of this is difficult to determine experimentally and its importance 
is generally obscure. 

This paper seeks to give a brief survey of the various mechanisms which 
can conceivably introduce frequency-dependent effects and attempts to 
gauge which of them is likely to be important in devices of present interest 
—crystal valves, varactors, tunnel/backward diodes and p-i-n switches. 
The mechanisms discussed include such items as skin effect, carrier/phonon 
collisions, dielectric relaxation, carrier lifetime, transit time, etc. 
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1. Introduction 

Semiconductor microwave devices mainly depend on 
the property of a potential barrier to behave as a 
voltage variable resistance or capacitance, one or other 
of these being made to predominate, according to the 
circuit function required. The usual circuit representa-
tion and cut-off frequency fc for each device is shown 
in Table 1. 

Table 1 

DEVICE EQUIVALENT CIRCUIT CUT-OFF FREQUENCY 

CRYSTAL 
MIXER 

r 
FORWARD 0—~--0 
VOLTAGE 

REVERSE 
VOLTAGE 

1 
f - c 2fr Car 

CRYSTAL 
DETECTOR 

cl—"".s«...e>R° 

1 

lc ' breer(R8 r) 

VARACTOR 
„AArAds_nfitc. 

- 1 
fc 2rr ce 

TUNNEL 
DIODE 

r -RN L 
•C/37 --". ' 0  fc 2r1C8RN , 

Cs 

P- I - N 
SWITCHING 
DIODE 

LOW FREQUENCIES, ZERO BIAS 
R8 R1 

o— "Vv .-- evvse•--,0 

CB CI 
HIGH FREQUENCIES, ZERO BIAS 

Rr 

cH7-71P —e 

ALL FREQUENCIES, FORWARD BIAS 

R'1 
o—wwv.—ce R; << R, 

As the above modes of characterization do not 
express the non-linear qualities upon which device 
operation essentially depends, their usefulness is 
mainly restricted in the one case to affording guidance 
on matching properties and in the other to indicating 
that part of the frequency spectrum above which 
efficiency decreases rapidly. 

The term 'cut-off frequency' enjoys widespread use, 
but its meaning varies somewhat with each device, 
so that it is not legitimate to attempt any basic 
comparison in the devices. For instance, the criterion 
used with crystal mixers is that frequency at which the 
back-to-front resistance ratio becomes small, whilst 
for detectors it is that at which half of the absorbed 
power is dissipated in the spreading resistance. For 
varactors, the corresponding criterion is when equal 
voltages appear across the barrier and the series 
resistance. The resistive cut-off for tunnel diodes is 
however rather more absolute in being the maximum 
frequency at which the device will exhibit negative 
resistance. 

In designing and developing microwave devices, the 
engineer should be aware not only of the first order 
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effects which apply at low frequencies but also of 
second-order effects which are of a frequency depen-
dent nature. This is particularly true when radically 
new materials or geometries are contemplated. 

It is likely that one of the most significant of the 
frequency-dependent mechanisms is skin effect, giving 
an additional contribution to the series resistance of 
p-n junction devices at microwave frequencies. The 
trapping of charge carriers is probably of similar 
importance in relation to barrier capacitance, for point 
contact crystals and, possibly, varactor diodes also. 
Barrier resistance may be governed by transit time, 
which must be short compared to a microwave period 
for a good rectifier. Other mechanisms are undoubtedly 
operative too and we now attempt to make some 
assessment of the importance of each of them, taking 
first the effects which are most general in character. 

2. Skin Effect 

Table 2 gives the skin depths at 9-375 Gc/s for 
resistivities which are typical of material used in the 
various microwave semiconductor devices, calculated 
from the formula: 

1  1 j( 2p ) 
=   

\/(7Efi40.) n 120 

Table 2 

Skin depths at 9-375 Gc/s for various 
semiconductor devices 

Device 
Resistivity 
(ohm-cm) 

Skin depth 
(microns) 

p-i-n switch 
zero bias 
forward 

Varactor 

500 11600 
0.2 232 

0-10 164 
0.05 116 

Point contact crystal 0-03 90 

Tunnel diode or 
substrate for 
epitazial device 

Tungsten 
Copper 

0.01 52 

0.003 29 
0.001 16 
0.0003 9 

5.50 x 10 -° 
1.72 x 10 -• 

1.22 
0.68 

The possible importance of skin effect in increasing 
the effective series resistance mainly concerns the 
region in the immediate vicinity of the metal/semi-
conductor boundary adjacent to the active area of 
each device, but an exact solution for this situation 
appears to be lacking. 

The problem has been considered by Torrey and 
Whitmer in relation to point contact crystals, using a 
simplified model of two equi-diameter semi-infinite 
cylinders of metal and semi-conductor in end-to-end 
contact. The variation in power dissipation over the 
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contact face was estimated to be less than 0.5% at 
10 cm wavelength and it was concluded that skin 
effect is entirely negligible at any microwave frequency 
for all point contact rectifiers. • 

For the model described, the skin effect was shown 
to be an increasing function of the product of conduc-
tivity and contact area. With some of the present 
devices this product is however much larger than for 
point contact crystals and skin effect may well not 
always be negligible. Varactors, for instance, have an 
effective area greater than crystals by two orders of 
magnitude, although they are one order less in con-
ductivity, whilst forward biased p-i-n diodes are not 
much lower in conductivity than varactors but are 
about four orders of magnitude greater in area than 
crystals. Backward diodes, although similar in area to 
crystals, have conductivities about one order of 
magnitude higher. The greatest effects would however 
be expected with tunnel diodes, having even higher 
conductivities and areas comparable with varactors. 

If skin effects are in fact appreciable for conventional 
geometries they will certainly impose a restriction on 
attempts to reduce spreading resistance by epitaxial 
techniques, since the success of these depends on a 
parallel current flow in the immediate vicinity of the 
contact. Further, a more realistic model for the 
conventional case would tend to accentuate skin 
effects. It is clear that this particular subject deserves 
much closer study. 

3. Effect on Carrier/Phonon Collisions at Very 
High Frequencies 

In a semiconducting material the drift velocity of 
electrons (or holes) for a given electric field is set by 
the scattering of electron waves through interference 
with phonons. Quantum mechanical considerations 
show that the effect of phonons can be accurately 
derived if they are represented by a set of phantom 
particles, with which the electrons make nearly elastic 
collisions. For applied frequencies higher than the 
collision frequency the usual charge carrier process 
through a semiconductor will clearly be modified. 

Taking, as a rough approximation, the electron 
effective mass as equal to that of a free electron and 
defining a thermal velocity VT in accordance with the 
principle of equipartition of energy, i.e. 

3kT)* ( 
VT =— — 

M 

gives the thermal velocity of an electron at room 
temperature as VT 105 m/s. 

The electronic mobility is expressed in terms of the 
charge-to-mass ratio and mean free time as2 

ern, 
te 771 -1 
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For p-type silicon, with a hole mobility of 0.025 
m2/Vs, t,„ •• 1.4 x 10-13 s. Whilst this mean free time 
is much shorter than a microwave period, for ger-
manium of electron mobility 0.360 m2/Vs, „, 
2x 10-12 s, which is slightly longer than the half 
period of 1 mm waves. The highest mobility known at 
present is that for electrons in indium antimonide, 
which is 8.0 m2/Vs at 77°K for carrier concentrations 
appropriate to semiconductor microwave devices, i.e. 
about 1023 atoms/m3. Although this material is not 
widely used at present, it has a value for t,„ of about 
4.5 x 10-11 s, which corresponds to a frequency in the 
3-cm band. It is possible therefore that the usual laws 
of conduction in semiconductors may be modified at 
microwave frequencies as a result of there being fewer 
carrier/phonon collisions per period. 

In the absence of collisions, the equation of motion 
(for electrons) may be written as 

mie = Ee 
Putting 

E = Eoexp(jcot) 

and current density 

J = ne.ic 

the result is obtained 
1 ne2 

J = ;-- Eoexp(jcot)  (1) 
m 

It will be observed that the factor mlne2 in eqn. (1) 
is equivalent to an inductance and arises from the 
inertia of the charge carriers. That this is of importance 
in the microwave range of frequencies has recently 
been demonstrated by Champlin et al.,3 who have 
shown this effect to have a considerable influence on 
low temperature measurements at 24 Gc/s of con-
ductivity and permittivity for both n-type silicon and 
p-type germanium. 

4. Dielectric Relaxation Tune 

The dielectric relaxation time td is usually defined 
in relation to the dispersion of a local excess of charge 
introduced into a dielectric medium and is the time 
constant elcr in the decay formula 

q = qo exp ( — cr/e 

Although in devices of present interest the above 
situation is not strictly appropriate, the ratio ela is 
nevertheless of importance. For example, this deter-
mines the basic Q-factor at a given frequency, which 
is of interest for p-i-n diodes (see Sect. 8), since the 
smaller td is, the greater is the intrinsic bandwidth. A 
low value of td is also of importance in varactor diodes, 
as discussed below. 

Consider a varactor having an asymmetrical abrupt 
p-n junction, heavily doped on one side and more 
lightly on the other. The depletion layer thickness is 
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then given by the formula 

2z 
S = — [V —  (2) 

en 

where n is the carrier density on the more lightly 
doped side. 
We shall determine the response of the depletion 

layer to an incremental voltage S V which is suddenly 
applied across the device. If w is the thickness of the 
semiconductor wafer, for a one-dimensional represen-
tation, an incremental field SE due to (5V is initially 
set up throughout the wafer and is given by 

45V 
ô E = — 

w 

The velocity with which the carriers at the edge of 
the depletion layer begin to respond to this field is 

Pe (517 
vo 

Let SS be the change in S corresponding to S V when 
equilibrium has been reached. The velocity will fall 
nearly exponentially to zero as this condition is 
approached and the time constant is obtained by 
assuming that the initial velocity is maintained, i.e. 

w SS w dS 

c5V pe d V 

Hence, from eqn. (2) 
W e W e W 

S peen S o S 

It should be noted that this same result can also be 
derived from the equivalent electrical circuit. 

For silicon varactors e = 12 x 8-85 x 10-12 farad/m 
and o 1000 mho/m, so that t 10-13 s for 
S eL- w. 

Thus, the varactor depletion layer can respond to a 
small increment of voltage, suddenly applied, in a time 
which is short compared to the period of microwaves. 

It is interesting to note that with p-i-n devices the 
conductivity is much lower and the depletion layer 
boundary could not respond in a time short compared 
to microwave periods, although this is not necessary 
for their operation. 

In applications such as parametric amplifiers and 
harmonic generators, a relatively large driving voltage 
is applied to a varactor and it is relevant to consider 
how rapidly the depletion layer can respond to such 
excitation. If the drift velocity corresponding to the 
time derivative of the depletion layer formula becomes 
of the same order as the thermal velocity of the charge 
carriers, the assumption of virtually instantaneous 
response will not be justified. 

For the case of a varactor driven from a high-level 
sinusoidal voltage source the general solution is 

96 

complicated when allowance is made for the resistance 
drop across the neutral bulk of the semiconductor 
behind the depletion layer. However, assuming that 
the amplitude of the deiving voltage is made equal to 
the total bias voltage V„ a rough solution may readily 
be obtained for the maximum velocity of the depletion 
layer boundary, by neglecting the resistance drop, and 
is given by 

(dS = 0) eV,  
dt max 2en 

For a typical high frequency varactor driven at 
10 Gc/s, assuming V, 5 volts, So 10-7 m, the 
above expression gives (dS/dt) 104 m/s, which 
is less than VT by an order of magnitude. 

5. Minority Carrier Lifetime Effects 

The possibility of minority carrier lifetime effects 
is obviously to be considered in any discussion of 
frequency limitations, so far as p-n junction devices 
are concerned. However, of the devices of present 
interest, we note that crystal valves involve essentially 
single carrier transport mechanisms and tunnelling 
devices, depending on quantum mechanical processes, 
are inherently extremely fast and do not involve 
minority carriers. Varactors, too, only involve mino-
rity carrier action in so far as this contributes extra 
capacitance to that provided by the depletion layer 
and, although this may be of importance in some 
applications, the effect is still somewhat obscure and 
is outside the scope of this review. 

The device which it is relevant to discuss here, which 
depends principally on minority carrier injection into 
a near-intrinsic region, is the p-i-n diode. However, 
as this device does not change its state at a microwave 
frequency our attention must be confined to the limit 
imposed by carrier lifetime on the modulation 
frequency. 

In a p-i-n diode the transition from a high to a low 
impedance state is accomplished by the injection of 
carriers into the near-intrinsic region, which must not 
exceed the order of a diffusion length in thickness, 
whilst being sufficient to sustain the maximum inverse 
voltage if power handling capability is required. The 
formula for diffusion length, representing the distance 
over which the charge density falls to 1/e of its value 
at the injecting contact is' 

L= 

where D = electronic diffusion constant and r,, = 
hole lifetime. 
Taking D = 0.0065 es for holes in silicon and 

r = 4 kts, the above formula gives L 1.6 x 10-4 m 
—which represents a typical thickness for d, the width 
of the intrinsic layer. For satisfactory switching into 
the low impedance state, the switching time Ts will 
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be of the order which is required for carriers to diffuse 
across the intrinsic layer, i.e. Ts = Tp. 

If switching back into the high impedance state is 
accomplished simply by removing the biasing poten-
tial the diode impedance would be expected to return 
to its original high state in a time which is of the order 
of the hole lifetime, i.e. a few microseconds. The 
speed at which the high impedance state is recovered 
may be increased by applying reverse bias, VR. One 
might then naively expect the time t taken for holes to 
be swept right through the intrinsic layer to be given 

by d2 

t — 
VR 

which, for VR = 100 V, is about 6 x 10-9 s. The 
observed result is, however, very different and, even 
with a reverse voltage of this order, the time required to 
restore the high impedance state exceeds 10-7 s. The 
reason for this is probably that in most p-i-n diodes 
the electric field does not extend completely across the 
i-region, so that recombination is still an effective 
mechanism. This relatively long 'switch-off' time, 
together with the similar time required to switch the 
device to its low impedance condition, limits the 
upper modulation frequency to about 100 kc/s, 
dependent somewhat on the permissible distortion of 
the modulation waveform. 

6. The Trapping of Charge Carriers 

In p-n junction devices, direct recombination or 
generation of a hole-electron pair is a very unlikely 
event because of the large energy difference between 
valence and conduction bands and this process mainly 
takes place via fixed sites which are associated with 
impurity atoms or defects in the crystal lattice. 
Similar sites can trap charge carriers and then release 
an electron or hole after a time interval. This process 
can occur in single or double carrier systems. There 
is evidence with point contact crystals, particularly 
those employing silicon, that strong relaxation effects 
occur as a result of such a mechanism. 

The lifetime of carriers may be expressed in terms of 
the probability P per unit time for the ionization of an 
impurity atom for which a theoretically derived 
formula is' 

-P = 1.5 x 10 11 expAE—s (3) 
kT 

Substituting into eqn. (3) the value for AE which 
corresponds to the depth of an acceptor site below the 
valence band in silicon (0-08 electron volt) gives 
P 6.6 x 109 s'. It may be shown that an ionization 
probability of this order will cause the capacitance of 
point contact crystals to decrease with frequency in 
the microwave range. This is indeed borne out by 
experience, the conversion loss of mixers and the 
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sensitivity of detectors both falling less rapidly with 
frequency than would be expected in the absence of 
relaxation effects. It should be added that the capture 
cross-sections of impurities are now known to vary 
considerably in magnitude and eqn. (3) should there-
fore be regarded with some caution. 

7. Transit Time 

A crystal rectifier depends on the thermal diffusion 
of charge carriers across the barrier depletion layer 
and will only function if this time is short compared 
with the period of the signal frequency. To estimate 
the transit time T t the diffusion formula Tt = d2/6D 
may be used, taking the barrier thickness as 200 A, 
a value estimated from capacitance and area measure-
ments. The result is r, 10- 14 s, which is small 
compared to all microwave periods and gives the 
crystal valve its unique property as a rectifier of 
microwaves, other devices with suitably low capaci-
tance (e.g. space-charge-limited diodes) being unable 
to compete on transit time. 

8. Basic Q-factor and Bandwidth 

In p-i-n switching diodes the performance may be 
degraded at high frequencies by a restriction of a 
rather special character. ' This relates to the bandwidth 
over which a high switching ratio may be maintained, 
the limitation arising in the high impedance state. 

The basic Q-factor for a semiconducting material 
is given by the usual formula Q = coCR for a resistance 
and capacitance in parallel, where these relate to a 
unit cube of the material. Thus 

where p = 

and 

er P Q 
60.1. 

resistivity in ohm-metres 

wavelength in metres. 

Considering an element of the semiconductor as a 
parallel circuit tuned by external inductance to reso-
nance at the wavelength .1, the bandwidth over which 
the impedance exceeds V2 times its value at resonance 
is given approximately by 

c 60c , 
B = — = — cis 

1,2 e,.p 

where c is the velocity of light in m/s. 

If the resistivity for silicon p-i-n diode material is 
taken as 5 ohm-metres, for the unbiased state, and 
e, = 12, the following result is obtained: 

1.0 
Q = —À and B = 300 Mc/s 

Although the bandwidth as defined above is 
inversely proportional to resistivity it may still be 
possible to improve the frequency performance of a 
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2.1. Assessment of Device Failure Data 

Although much information relating to an e.m. 
device may be available from the manufacturer, 
this information will often be in terms of a specific 
set of environmental conditions. If time permits, 
it is to the user's benefit to establish, either by obser-
vation of working equipment or by testing under the 
actual conditions encountered in field use, the various 
ways that failures occur and associated data such 
as the overall constant failure rate and when the onset 
of the wear-out period can be expected. Each faulty 
part should be carefully examined and the failure 
mechanism determined, for only by this means will 
it be clear whether the failure ocourred because of 
high stresses, mechanical or electrical, resulting from 
its mode of use, or because the device failed to give 
its promised performance. 

If life testing is used to obtain this information it 
is most important that the mechanical and electrical 
stresses encountered by the mechanism simulate very 
closely those which would be encountered in field 
use; if not, failures may be obtained which, because 
they would not occur in normal service, will unduly 
bias the subsequent test-result analysis, or vice versa. 

Furthermore, although for most practical purposes 
it is necessary to accelerate life testing, it must not 
be assumed that this can be taken to the point of 
continuously cycling an e.m. device through its 
sequence of normal operation. For example, a ratio 
of 1 : 1 or even 2 : 1 should be arranged for the rest 
to operating times of sliding contacts such as a 
contact wiper rotating over banks of fixed contacts. 

2.2. Failure Data and Basic System Design 

When discussing reliability there are a number of 
terms used which are virtually self explanatory: mean 
life, mean-time-between-failures, mean-time-to-fail-
ure, and mean-time-to-first-failure. Which are the 
relevant terms for any particular system depends 
largely on the system's operating conditions, e.g. high 
reliability, short life, or high reliability, long life, and 
ease of access by maintenance staff. It is, therefore, 
important for the systems engineer to decide which 
are applicable at an early stage, the decision being 
based on the knowledge that either the system will 
not be maintained or it will be maintained by fault 
repair, and on the overall life requirements. 

2.3. Maintenance Organization 

Electromechanical devices are designed to function 
correctly as long as their mechanical adjustments 
remain within prescribed limits. While it is possible 
with electronic equipment to apply marginal testing 
to reveal component drift, it is very difficult and in 
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many cases impossible to detect, except by visual 
inspection, that mechanical adjustments are reaching 
their permitted limits. With the exception of a few 
fully-sealed e.m. devices such as miniature relays, 
which are easily replaced when faulty, it is possible 
to bring many e.m. devices back into use by applying 
appropriate re-adjustments. 

These factors, together with those considered in 
the preceding section, indicate clearly that for a 
system employing e.m. devices the maintenance 
organization set up will play a large part in estab-
lishing the overall reliability. 

No hard and fast maintenance organization can be 
laid down which is applicable to all types of systems; 
each maintenance method adopted must take account 
of the particular problems and conditions associated 
with the equipment to be maintained. However, the 
following basic factors will materially affect the 
resulting system reliability. 

(a) The training and experience of maintenance 
personnel. 

(b) Conditions under which maintenance is carried 
out. 

(c) The types and availability of test equipment 
and tools, and their calibration. 

(d) Methods of recording maintenance work per-
formed. 

When few e.m. devices are used in a complex and 
large installation, they tend to be left to the tender 
mercies of anyone who happens to show any interest. 
Electromechanical devices may look relatively simple 
and easy to 'adjust' so that they are apparently 
operating correctly, but if long, frequent and reliable 
operation is required they must be treated with 
considerable respect: the adjustments, and cleaning 
and lubricating instructions must be strictly adhered 
to. This calls for adequate training, whether it be 
for the maintenance of comparatively simple devices 
such as relays or for 200-outlet 2-motion selectors 
with their many closely related adjustments, and for 
test equipment and tools to be supplied which are 
appropriate for the work to be carried out. 

If concrete information about the reliability of the 
devices is to be obtained, strict control must be 
exercised over the recording of all maintenance work. 
Such paper work is not wasted: it will pinpoint 
weaknesses in the e.m. devices, or in their method of 
use, and will also yield data important in the selection 
of e.m. devices for future requirements. 

While, as stated above, each maintenance organiza-
tion must be virtually tailor-made for each system 
the following principles are offered for consideration; 
they have been applied very effectively to maintaining 
telephone switching-equipment reliability. 
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Readjustments of the moving parts of an e.m. device 
must disturb the relative positioning of the various 
mating surfaces; as soon as a device is returned to 
service a number of operations will be required 
before the surfaces bed down once more. It is found 
that a device is more liable to failure in the period 
of time immediately following a check and subsequent 
readjustment of a few simple adjustments. 

Furthermore, due to the variation of telephone 
traffic with time, the switching equipment is connected 
in such a manner that some equipment carries more 
traffic than other similar equipment, while common-
control equipment is usually very heavily worked. 

These two factors are incompatible with a system 
of regular routine equipment overhauls. Basically, 
what is required is a procedure which gives attention 
to individual items as and when the need arises, and 
from these considerations the fault-history-card pro-
cedure was evolved. With this method each item or 
shelf of small items has a fault-history card on which 
all faults are recorded, the faults being classified as 
predictable or chance: predictable faults are those 
due to wear and tear, and are those which mainly 
govern the need for overhaul, while chance faults, 
such as a broken spring or dirty contact of an other-
wise correctly adjusted spring-set, rarely have any 
bearing on the need for overhaul. 

Following a predictable fault the mechanism is 
given a careful inspection to determine wear and tear, 
and the inspecting officer decides whether or not to 
overhaul. A chance fault calls for the minimum 
attention consistent with restoring the mechanism to 
service. Lubrication of the mechanism is, however, 
required at regular intervals and must be carried out 
with the least possible disturbance of parts. When 
lubrication is being carried out a decision must be 
made with respect to the accumulated dust and dirt 
in the mechanism—whether the disturbance created 
during its removal will cause more trouble than the 
long-term effect of leaving it in the mechanism. 

Table 1 

Rate of overhaul per 1000 items per year 

Item 
2-motion Uni-
selectors selectors 

Average 
operations 
per year 

Group and final selectors. 4 

A-digit selectors (common 44 
equipment). 

1st code selectors. 8 

Subscriber's uniselectors. 

Director uniselectors (common 
equipment). 

3 

31 

22 000 

265 000 

33 500 

2 700 

420 000 
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The rate of overhaul of various types of e.m. 
switching mechanisms in telephone exchanges where 
this maintenance procedure has been in use for periods 
of up to nine years are given in Table 1. It should 
be noted that the basic mechanisms for a group, 
final, 1st code, or A-digit selector are the same, but 
the uniselector used in the director is a heavy-duty 
uniselector and cannot be directly compared with the 
subscriber's uniselector in the table. 

As far as relays are concerned the above principles 
still apply, but it has been found by experience that, 
following a predictable fault on a relay, it is worth 
while to give all associated relays in the relay-set a 
general examination, particularly checking that spring 
follow, or block lift, is satisfactory. 

2.4. Electromechanical Switching Devices 

Electromechanical switching devices can be split 
broadly into two classes: those which can be used 
to choose a specific set of contacts from a considerable 
number of possible selections, e.g. uniselectors and 
2-motion selectors; and those which, when operated, 
will always establish the same set of contacts or which, 
when released, may also always establish an alterna-
tive set of contacts, e.g. relays. The above general 
considerations apply equally to both categories. 

3. Selectors or Rotary Switches 

Selectors may be divided roughly into two classes: 
2-motion selectors, in which a contact can be selected 
from a large number of contacts arranged in a matrix 
by operating the moving contact wiper along the appro-
priate coordinates of the matrix; and uniselectors, the 
function of which is to select one contact from several 
contacts arranged in a plane by simple rotation of 
the moving contact wiper. With both classes of device, 
multiple contacts can be established by arranging for 
several moving contact wipers to be moved together 
in parallel planes and for different sets of fixed con-
tacts to be also arranged in parallel planes. 

Before considering either class it should be pointed 
out that these mechanisms, particularly the uniselec-
tor type, can be electrically driven by a variety of 
control circuits. It is therefore important, if reliable 
operation over the full life of a device is to be obtained, 
that the control circuits used are those recommended 
by the manufacturer. 

3.1. Two-motion Selectors 

It is unlikely that semiconductor equipment 
designers will be particularly concerned with 2-motion 
selectors, which are widely used throughout the tele-
communications field for switching telephone and 
telegraph traffic. Nevertheless, for completeness and 
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for comparative purposes the following information 
is provided. 
The selector mechanism can be arranged for either 

the vertical or rotary mechanisms, or both, to be 
self-driven or driven by controlled pulses. To ensure 
reliable and consistent operation it is necessary for 
the energizing pulses to be of at least 30 ms each, 
with a break between pulses of at least 12 ms. If the 
driving action of the selector is to be stopped by 
recognition of a marking condition applied to one 
of the selector outputs it must be appreciated that the 
recognition period will be less than the 12 ms—it 
may be as short as 7 ms. 

When a bank-outlet marking system is used to drive 
and stop the selector as it rotates around the bank, 
the moving wiper connected to the detecting circuit 
may be making and breaking electrical circuits. The 
current must be kept as low as possible, otherwise 
severe erosion of the bank contacts can occur, not 
only at the leading and trailing edges of the fixed 
bank contact but also along the track across the 
fixed contact due to wiper bounce and small particles 
deposited on the contact from the atmosphere. 
Whenever possible the circuit to be established through 
the sliding contacts of the mechanism should be 
switched through by relay contacts only after the 
wipers have come to rest on the required outlet. 

In general, both the wipers and associated bank 
contacts of 2-motion selectors are of base metal : brass 
or nickel-silver bank contacts with nickel-silver 
wipers. As might be expected, these can lead to 
difficulties if low-voltage circuits are to be switched 
or if low-resistance connexions are required. Precious 
metal contacts can be used, but for the bank contacts 
this would be very expensive and plating might not 
last long; the wipers can be provided with precious 
metal tips. The problems associated with sliding 
contacts are very complex and it is a highly specialized 
subject. For those occasions when it is necessary to 
use a 2-motion e.m. switching device it is probably 
safest to use the manufacturers recommendations 
regarding its wiper-to-bank characteristics, but it is 
recommended that with base-metal contacts a mini-
mum current of 5 mA should flow through the bank 
contact and wiper, since below this value the wiper 
to bank contact resistance may be unstable. 

A 2-motion switching mechanism as used for 
telephone traffic switching would be expected to 
perform at least 100 000 operations without failure or 
need for major readjustments. No excessive wear 
of any part, excluding wipers, would be expected 
under 1 x 106 operations. Referring back to the 
figures in Table 1 it will be seen that for group, final, 
A-digit and 1st code selectors the average number of 
operations per overhaul ranges from 4x 106 to 
6 x 106. 
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3.2. Uniselectors 

Uniselectors can be divided into two groups: those 
driven by a ratchet and pawl actuated by an electro-
magnet, and those driven by a small electric motor. 
Both types consist of three main sub-assemblies: the 
bank, the wiper assembly and the driving mechanism. 

The wipers and banks are normally of nickel-silver 
but the banks can be plated with a noble metal if 
they are required for low-voltage applications. The 
wipers are arranged so that contact is established on 
both sides of each bank contact, giving improved 
contacting. Even so, at between 5 and 25 mA there 
may be up to 12 ohms maximum resistance from 
brush feed to bank contact, although in 99.9 per cent 
of the cases it will be less than 0.02 ohms. Below 
5 mA the resistance will be unstable, and less than 
5 mA is not recommended for base-metal contacts 
and wipers. There is also some wiper bounce which 
must be considered for some circuit arrangements, 
e.g. the non-bridging wipers of a motor uniselector 
bounce continuously while the wiper assembly is in 
motion, and bouncing can continue for up to 20 ms 
after wiper rotation has stopped—the bridging wipers 
are generally free from bounce as they move smoothly 
from contact to contact. 

As already mentioned, the correct control circuits 
for these mechanisms are essential for reliable func-
tioning. In general, for the ratchet-and-pawl mechan-
ism using remotely-controlled driving pulses to the 
magnet, the pulses should be at least 30 ms long and 
the break between pulses at least 10 ms; this will 
give a speed of rotation of approximately 25 contacts/ 
second. Under self-drive control, when the magnet 
is wired in series with the uniselector interrupter con-
tacts, the wipers will rotate step by step at, typically, 
60 contacts/second or 75 revolutions/minute. At this 
speed the wipers are stationary on each bank contact 
for approximately 10 ms. 

For the motor-driven uniselector, one level, or arc, 
of bank contacts is used to determine the bank outlets 
at which the wipers will come to rest. A high-speed 
relay is used to control the cutting of the motor drive 
when the marked outlet is reached. As the speed .of 
the motor-driven uniselector is between 170 and 230 
contacts/second and the wiper system is locked in the 
required position with a mechanical latch, it is 
important that the locking is controlled by a correctly 
designed circuit using the high-speed relay developed 
for this purpose—the wiper, which must be a bridging 
one to limit bounce, sweeps over a contact in approxi-
mately 4 ms and only a small proportion of this time 
is available for the relay to function. 

Assuming that lubrication is carried out as specified, 
the Post Office light-duty uniselector, including the 
wipers, would be expected to perform at least 1 x 106 
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half revolutions without failure or excessive mechan-
ical wear; for a heavy-duty uniselector the figure 
would be 4 x 106 half revolutions, and for a miniature 
uniselector the figure would be 3x 106 revolutions. 
These are, respectively, the equivalent of 25 x 106 
steps, 100 x 106 steps and 108 x 106 steps. 

The Post Office motor-driven uniselector, excluding 
the wipers, would be expected to perform 4 x 106 half 
revolutions without failure or excessive wear, and the 
speed of rotation would still be expected to lie in the 
range 170 to 230 contacts/second. The wipers and 
feeder brushes would be expected to perform at least 
1 x 106 half revolutions. 

For the ratchet-and-pawl type uniselectors it is 
essential that the interrupter contacts are fitted with 
spark quenches; normally CR quenches are used, as 
discussed later. The motor uniselector requires both 
the motor coils and the latch coil to be quenched; 
as the quenches used can influence the performance 
of the latching arrangement it is important to use the 
recommended values of C and R for the CR quenches. 

4. Relays 

Today there is a great variety of electromechanical 
relays available, covering a wide field of application. 
Some of them are highly specialized, but for many 
purposes a comparatively simple device is satisfactory: 
an electromagnet, an armature device for actuating 
the contact springs, and a contact spring-set. Many 
relays are manufactured so that a considerable 
choice of contacting arrangements is available for 
association with the basic electromagnet and armature 
assembly, but there is a much more limited choice of 
contact material. 

From the point of view of the circuit designer it is 
principally the reliability of the mechanical portion 
and of the contacts themselves that is most important, 
with the emphasis on the latter. In view of the complex 
nature of the problems associated. with electrical 
contacts they are discussed in a separate section 
below and some indication is given of methods by 
which some of the difficulties can be overcome and 
contact reliability improved. 

Probably the best known relay in Great Britain is 
the Post Office 3000 type. This has been proved over 
many years of service under widely differing condi-
tions. It can be provided for general-purpose 
switching, it can be fitted with appropriate slugs to 
provide slow-operating or slow-releasing features, it 
can be provided with special residual-screw arrange-
ments to allow closely-controlled current operating 
characteristics. This relay is but one of many and 
each type presents its own problems if the best pos-
sible life with reliable contacting is to be achieved. 
It is not possible to do more here than to indicate one 
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or two of the common difficulties and improvements 
to overcome them. 

Although the mechanically-operated parts of a 
relay are few, there are several points at which wear 
can occur which will eventually cause contact failures. 
For example, many relays use a pin and stud arrange-
ment for the link between the armature and the spring-
set. Naturally, after long use wear occurs, leading 
to lack of spring follow when the relay is operated. 
This in turn leads to lack of contact pressure and, 
hence, in time to failure of the contacts. 

In an effort to overcome this problem with the 
3000 type relay the pin and stud arrangement was 
changed for a comb arrangement, the relay being 
known as the Post Office type 10 relay. This arrange-
ment has given an increased mechanical life, of at 
least 100 x 106 operations, but, unfortunately, the 
contact bounce characteristics are in general inferior 
to those of their 3000 type equivalents due to the lack 
of the frictional forces present with the older arrange-
ment which quickly damp out contact-spring oscilla-
tions. Furthermore, there is a tendency for armature 
rebound on release that, under certain light-load 
conditions, can lead to complete reoperation before 
the armature finally releases. The type 10 relay is 
therefore, limited to relays without slugs or timing 
requirements. It is used when the number of opera-
tions per year is expected to exceed 500 000, e.g. as 
storage relays in common control equipment. 

Another redesign of special 3000 type relays used 
for pulsing applications has produced the Post Office 
type 19 relay. It is also a comb-operated relay in 
which a reverse-action type of spring-set operation 
has been used—this has greatly reduced contact 
bounce. It will give a much longer life than the 
particular 3000 type relays it will replace, and the 
time required for maintenance will be considerably 
reduced. 

In the above, contact bounce has been referred to. 
It should be pointed out that contact bounce is often 
taken as synonymous with contact chatter but they 
are, in fact, two distinct characteristics. Contact 
bounce refers to one or more reopenings of contacts 
immediately after closure, usually following rebound 
of the armature or actuating device. Chatter is a 
more sustained and more rapid opening and closing 
of contacts caused by variations in the coil current 
and flux, or by mechanical vibration or both. Both 
bounce and chatter are equivalent to a substantially 
increased number of contact actuations, with the 
contacts opening and closing under abnormally 
severe conditions, as discussed later. 

Every type of relay will have its own particular 
field of use, and to endeavour to give figures to 
indicate here the reliability that can be obtained with 
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each is impossible. However, the following will give 
some indication of what may be expected under nor-
mal circuit conditions. A large group of inter-con-
nected 3000 type relays were arranged via their own 
contacts so that the failure of any one contact to be 
correctly established at the appropriate point in the 
circuit operation would bring the test to a halt and 
ring an alarm. It was found that with over 550 
separate contacts involved, and with quenches pro-
vided where necessary, the number of contact opera-
tions per fault ranged from approximately 60 x 106 
to 100 x 106, depending on the contact unit consi-
dered, i.e. make or break action in clean or dirty 
atmosphere. The major cause of contact failure was 
loss of block lift, due to both mechanical wear of the 
actuating mechanism and electrical wear of the 
contact points. 

Before considering the difficulties associated with 
electrical contacts, it must be emphasized that the 
figures given by manufacturers for reliability of a 
specific relay will normally refer to a particular 
circuit application, and if the parameters are changed, 
apparently only slightly, a considerably different level 
of reliability may result. 

5. Electrical Contacts 

The physical characteristics of the contacts in any 
circuit should ensure that the load can be controlled 
reliably and economically throughout the working 
life of the equipment. Electrical loads on contacts can 
vary widely and, although there is some restriction 
to the variety of contacts available, switching devices 
usually cater for a range of load conditions; some 
devices offer a choice of contact materials to extend 
the loading capacities. 

Ideally, a complete specification of the contact 
rating of a switching device should cover not only 
voltage, current and power, but also other factors 
such as the characteristics of suitable loads, the 
estimated life of the contacts under various load 
conditions, and, as far as they are known, any 
limitations due to operating features of the device 
itself. In practice, current load ratings are usually 
quoted in a generalized and abbreviated form, making 
it difficult to predict the performance accurately 
where there is a wide variation in circuit applications. 

Ratings are often quoted without reference to the 
corresponding life which may be expected from the 
contacts and, conversely, contact-life figures are 
often given in isolation although a particular maximum 
load is probably implied. Load ratings for opening 
contacts are almost invariably quoted with reference 
to non-inductive loads. A maximum permissible 
current may be specified for a particular voltage or, 
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alternatively, a permissible wattage loading may be 
given. Usually a note is added to the non-inductive 
or resistive load ratings recommending a suitable 
quench to be used for inductive loads: this gets round 
the problem of the great variety of factors involved. 
It must not, however, be assumed that with a suitably 
quenched inductive load the contact life will be that 
given for the non-inductive load—contact life is 
generally appreciably reduced. 

In all types of e.m. switching devices the closing 
and opening of electrical circuits is involved, and there 
is a very wide variation of the contacting conditions. 
The contact points may touch momentarily or they 
may be semi-permanent; contact may be established 
under very light or very heavy pressures; the contact 
points may move in a direction normal to their 
surface to make and break the circuit, or they may 
slide over each other for short or long periods of time. 
Their study, therefore, involves aspects of mechan-
ical contacting, microgeometry of surfaces, hardness, 
plastic and elastic deformation, friction, cold welding 
and sliding. 

The contact area can be considered as nominally 
flat with a topography such that the actual areas in 
contact are very small compared with the total area; 
this leads to plastic and elastic deformation. Electri-
cal erosion of the contact points takes place as a 
result of the sequence of opening and closing the 
contact points. In general, two physical processes 
are involved: (i) electrical discharges between the 
contact points, and (ii) formation and rupture of 
metallic bridges between the contact points. 

Knowledge of many of the theoretical aspects of 
contact switching phenomena is still far from com-
plete, but there is a fair degree of agreement over some 
practical aspects. One of the points often overlooked 
by design engineers is the importance of the pheno-
mena associated with closing contacts: one naturally 
tends to think more often than not in terms of opening 
contacts interrupting appreciable currents through 
inductive circuit components. Admittedly, action 
taken to deal with the consequences of opening 
contacts often eliminates closure effects, but it is, 
nevertheless, as well to consider the two conditions 
separately. 

Investigations of closing contacts show that as the 
contact points come very close together the electrical 
field may be sufficient to cause a cold metallic dis-
charge to bridge the gap, prematurely completing the 
line circuit. This metallic bridge is usually ruptured 
by the consequent premature line current before 
contact closure is complete—hence the name 'pre-
closure' for the effect. In practice, there may be time 
for a number of bridgings and ruptures to occur, each 
causing contact damage. Naturally, the greater the 
contact potential and the larger the capacitance of 
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Table 2 

Comparison of the four principal contact materials 

Metal 

Max. circuit 
current in amps 
(non-inductive 
load at 50 V) 

Melting 
point 
°C 

Boiling 
point 
°C 

Remarks 

Silver (Ag) 

Platinum (Pt) 1.0 

Palladium (Pd) 1.0 

Tungsten (W) 3.0 

0.3 961 1950 General purpose material for low-current light-duty work. Rela-
tively cheap. High electrical and thermal conductivity. Its low 
m.p. and b.p. make it prone to damage and errosion if rated 
current and voltage exceeded, especially when frequency of 
operations is high. 

1769 3910 Hard. Has high m.p. and b.p. and better minimum arc-current 
limits than Ag. Better for heavier loads and higher frequency 
of operations. 

1552 2540 Better than silver for hardness, m.p. and b.p., and minimum arc-
current limits. Is not as good as Pt but is much cheaper. 

3400 5400 Very hard; has high m.p. and b.p., and very good minimum arc-
current and voltage limits. Suitable for heavier loads and high 
frequency of operations. Requires heavy contact pressure and 
rubbing action to break surface film. 

the wiring connected to the battery-connected con-
tact point, the worse the effects; any contact bounce 
or chatter present will further aggravate the situation. 

For opening contacts the most severe form of 
contact damage arises from breaking currents above 
the minimum arc-current (see Sect. 6.5). Normally, 
the circuit current should be kept well below the 
minimum arc-current value; as this value refers to a 
circuit with a non-inductive load, a much greater 
margin must be given between the circuit current and 
minimum arc-current value when the load is inductive. 
In general terms, as the contacts open, contact is 
maintained at an extremely small area and the current 
density becomes very high. The temperature is 
raised above the metal's melting point, producing a 
molten metal bridge which is finally ruptured either 
mechanically or by boiling. The mode of electrical 
breakdown which follows the bridge rupture is highly 
complex, but for practical purposes it should be 
remembered that it can result in many sparks and 
arcs—often hundreds—being formed during each 
opening, with surge-current and voltage peaks which 
may exceed 10 amperes and 1000 or more volts, 
respectively. 

In this country four main types of relay contact 
material are used: silver, platinum, palladium and 
tungsten. Some of their more important charac-
teristics from a contacting point of view are given 
in Table 2. Atmospheric environments obviously will 
affect the performance of these materials, and should 
not be overlooked. To a lesser extent the contact-
point shape, the contact spring and the method of 
actuation will also affect the reliability of the device, 
but are probably outside the sphere of electronic 
equipment designers. However, it should be pointed 
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out that clean, smooth, contacts are less liable to 
sparking and arcing than those with irregular and 
roughened surfaces—thus, once damage to contacts 
has started it tends to accelerate with use. 

6. Quenching of Electrical Contacts 

Due to the nature of contact switching phenomena 
the selection of suitable quenches is very largely an 
empirical process. One of the difficulties encountered 
in literature on the subject is the general terminology 
describing contact switching, arcing and sparking, 
and the principal terms used are discussed in the 
following sections. 

6.1. Quench 

A quench is a component, or components, used to 
dissipate energy that might damage contacts or cause 
other difficulties during switching, and is taken to 
include devices for the suppression of surges and 
interference. 

6.2. Spark 

A spark is a discharge current of a transient nature 
across the air-gap between contacts, caused by a 
high voltage developed across the load controlled 
by the contact. The spark current is relatively small 
but nevertheless causes heating and erosion of the 
contact material. Conduction across the gap is by 
ionization of the air and vaporization of the contact 
metal. It can normally be assumed that spark break-
down will not occur unless the gap voltage exceeds 
300 volts, the approximate minimum breakdown 
voltage of air. Spark extinction occurs when the gap 
voltage is insufficient to maintain the discharge 
current. 
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6.3. Arcing 

An arc is a relatively large discharge current across 
the air-gap between contacts. For the duration of 
the arc the voltage stabilizes at approximately 
15-20 volts. Heating of the contact material is greater 
than with sparking, and conduction in the gap is 
largely due to vaporized metal. 

6.4. Glow 

A characteristic violet-blue glow, sometimes termed 
a glow spark or discharge, may occur at contacts 
interrupting an inductive load circuit. Glow discharge 
in air requires a minimum maintaining voltage of 
approximately 300 volts. 

6.5. Minimum Arc-Current 

Each contact metal has, for a given applied voltage, 
a characteristic value of current which if exceeded 
will cause arcing to occur when contacts of that 
material open an electrical circuit. This value, termed 
the minimum arc-current, should not normally be 
exceeded at the working voltage. 

A quench will usually be provided specifically to 
avoid contact damage, or surge-voltage breakdowns, 
or interference, but generally it will be of benefit for 
all three because of the close relationship between 
them. The basic aim will be to limit the voltage 
across opening contacts to less than 300 volts, the 
minimum spark breakdown voltage of air, and this 
will prevent all discharges except those due to re-clo-
sure effects at very minute contact openings. For some 
methods of connecting the quench this 300 volts 
will include a standing contact potential, such as the 
battery voltage. 

A variety of quenches is available. The more usual 
ones are the capacitor plus series-resistor (CR) 
quench, the non-linear resistor (NL) quench, shunt-
resistor quench, and the metal-rectifier or diode 
quench, the first two being the more popular. 

6.6. Capacitor-Resistor Quench 

The CR quench provides, in effect, a bypass for 
momentary continuation of the circuit current after 
it has been interrupted at the opening contact. The 
quenching action is essentially due to the capacitor: 
as far as opening contacts are concerned the resistor 
is not only unnecessary but, in fact, reduces the 
voltage-limiting action of the capacitor; a resistor is, 
however, essential on contact closure to limit the 
instantaneous current due to the capacitor charging 
or discharging via the contacts—otherwise welding 
might occur. The values of C and R for the quench 
may considerably influence the release time of an 
armature actuated by the load coil: the release time 
may be reduced or increased, or the armature be 
re-operated to a reverse oscillatory surge. 
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The factors involved in contact switching are very 
complex, and circuit analysis to determine the com-
ponent C and R values still requires somewhat 
arbitrary assumptions. In practice, the C and R 
values are generally not too critical and may be 
determined by the following simple rules, but when 
conditions are particularly complex it is as well to 
carry out comparative tests using a range of C and 
R values based on those determined by the simple 
rules. 

For inductive loads, provided the contact opening 
speed is not abnormally slow and is reasonably free 
from chatter, the current value in amps disconnected 
at the contacts may be taken as the minimum value 
of C in microfarads for satisfactory quenching, while 
twice this value is recommended to allow a margin 
for variation of working conditions. The correspond-
ing value of R can generally be taken as approxi-
mately equal to the resistance of the load coil. 

The CR quench may be connected across the coil 
or across the contact. Theoretically, the method 
chosen should not affect its performance, but in 
practice there are a number of reasons for connecting 
it across the contacts, and also for it to be arranged 
so that, on restoration of the circuit to its unoperated 
condition, a capacitor discharge path is provided. 

For non-inductive loads the value of R will be 
less than for equivalent inductive loads, but too small 
a value will increase the risk of damage from capa-
citor discharge currents on closure of contacts. 

6.7. Non-Linear Resistor Quench 

The non-linear resistor has a marked non-linearity 
of voltage/current characteristic. They are formed 
from silicon-carbide, which has a rapidly decreasing 
resistance with increase of voltage and is therefore 
very suitable for suppression of surge voltages. In 
general, the NL resistor quench is less efficient than 
the CR quench—it will give approximately half the 
working life for a contact under comparable working 
conditions. Nevertheless, for general-purpose, light-
load applications it usually extends contact life to 
that of the life of those parts subject to mechanical 
wear. NL resistor quenches will extend armature-
release time and cannot be used where critical timing 
is required, but there is no possibility of a reverse 
surge as with CR quenches. 

At the normal working voltage the NL resistor will 
pass a leak current, and it is, therefore, usually 
connected across the load coil, where its small size 
makes direct connexion across the coil very easy. 
However, because of their negative temperature 
coefficient, their use in places with high ambient 
temperatures should be avoided. 
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6.8. Shunt-Resistor Quench 

The shunt-resistor quench is simple, stable and 
reliable, with a performance that can be accurately 
predicted. However, when the associated coil is 
energized the shunt-resistor quench also passes a 
relatively high current, the resistor current increases 
the load current for the contact, and the armature 
release time is considerably increased by the slugging 
effect of the resistor. This last disadvantage can be 
turned to good effect when a closely-controlled 
delayed contact opening is required, thereby pre-
cluding the use of other quenching techniques, since 
the armature release time can be fairly accurately 
calculated. 

6.9. Metal-Rectifier or Diode Quench 

A metal-rectifier or semiconductor diode quench is 
simple and robust, giving a performance comparable 
with that of the shunt-resistor quench, but without 
the additional load current for the contact. Armature 
release time is, however, considerably increased. The 
range of metal-rectifier and diode characteristics is 
wide and the actual device to be used in any situation 
must be carefully chosen. Diodes are generally more 
easy to use, and their characteristics do not vary as 
those of metal rectifiers do with age and with condi-
tions of use. 

7. Circuit Design Considerations 

It will be apparent from the above that careful 
attention must be paid to the suitability of each e.m. 
switching device so that the advantages of using a 
specific device are not offset by some other considera-
tion. The following examples illustrate the difficulties. 

High-speed relays have platinum contacts, speedy 
actuation and small pulse distortion. It would thus 
appear that these contacts may be used to pulse 
onerous loads. In fact, under these conditions contact 
damage is likely as the moving contacts are light and 
subject to bounce, particularly on restoration. The 
resultant damage and metal transfer may form 
spikes and, as the gaps are small, the contacts may 
be short-circuited. 

Similarly, a load well within the capabilities of an 
opening relay contact may cause severe damage when 
disconnected by a moving wiper. Contact erosion 
may also be increased by wiper bounce and the 
presence of abrasive particles. As damage to a bank 
contact will require expensive replacement of a 
complete bank assembly, a critical check should be 
made of any element in which it is proposed to dis-
connect load currents, of any magnitude whatsoever, 
by movement of a wiper. Where heavily-worked 
equipment or heavy electrical loads are involved, this 
method of control should be avoided; for all other 
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applications a quench should be provided unless the 
number of operations is very small. 

The distribution of common pulses generated by 
relays should be carefully watched: the loading of 
the relays can be inadvertently increased beyond the 
point at which the insertion of intermediate distri-
bution relays is necessary to prevent contact damage. 

When the voltage of a battery-connected contact 
exceeds 50 volts some restriction should be placed 
on the number of bank multiples connected in parallel 
to the contact to ensure that pre-closure effects are 
reduced to a minimum. 

Circuit logic should be arranged so that there are 
no ineffective operations of loaded contacts; if these 
cannot be avoided it must be borne in mind when 
assessing the number of operations of the contacts 
to establish their expected life. 

Slow actuation of contacts leads to increased con-
tact damage as well as increasing the risk of contact 
chatter. Apart from providing a spark quench, keep 
the contact load current small, and, if it is necessary 
to switch a heavy load, insert a quick-acting device 
controlled by the slowly-actuated contacts. Do not 
overlook the possibility that a device thought to be 
reasonably quick in operation has been made slow-
acting unintentionally by some feature of associated 
circuit elements in related parts of the general circuit 
logic. 

While quenches will more often than not be fitted 
to e.m. switching devices to improve contact life and 
reliability, where such devices are associated with 
electronic equipment there will be many points at 
which the use of quenches must be considered if 
protection is to be given from excessive surge voltages. 
This also applies to interference which is likely to 
affect amplifiers, electronic toggle devices, sensitive 
pulse-detecting circuits, etc. 

In many organizations the circuit designer may not 
be the person responsible for the selection of the 
specific e.m. device to be used. It is, therefore, essen-
tial for the circuit designer to estimate the expected 
number of operations required of any electrical 
contacts associated with the e.m. device and to 
indicate the expected loading conditions. 

The actual choice of contact material will be limited 
for any particular device, but Table 3 gives examples 
of some standard Post Office devices and the choice of 
contact material available. 

While all precautions may be taken during circuit 
and equipment design stages it is still likely that 
unsuitable choices have been made both from a 
mechanical and an electrical point of view. Mechan-
ical wear and tear will only begin to show up after 
a period of time and, as stressed in Section 2.3, this 
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Table 3 

Device application and contact materials available 

Device Circuit application and design details Contact materials available 

Relay, type 10 

Relay, type 12 

Relay, type 17 

Relay, type 19 

Relay, type 3000 

Relay, high-speed 

Uniselector, type 2 

Uniselector, type 4 

Long mechanical life. Local pulse distribution, 
etc. 

Subscribers' line circuits; lightly loaded and 
lightly worked. 

Switching heavy loads at mains voltage (250 V). 

Long mechanical life. Specifically designed for 
responding to line pulse signals. 

General purpose with a wide range of applica-
tions; light and heavy loads; lightly and 
heavily worked. 

Critical circuit elements; only one contact 
point; small contact rubbing action. 

Interrupter contacts. 

Interrupter contacts: small rubbing action. 

Ag: general purpose material; current maximum 0.3 A. 
Pt: heavily-worked circuits; heavy loads; current 
maximum 1 A. 

Ag: general purpose material. 

Ag-Ni: extends load current ranges 2.5 A d.c., 
5.0 A a.c. 

Ag: general purpose material. 
Pt: heavy electrical loads, such as selector magnets. 

Ag: general purpose material, current maximum 0.3 A. 
Pd: increased reliability; heavier loads with current 
maximum 1 A. 

Pt: increased reliability. 

W: general purpose material; heavy duty. 
Pt: increased reliability and less onerous applications. 

Pt: to increase reliability. 

is when the maintenance organization chosen 
is most important. Any errors with the electrical 
aspects, and particularly with the choice of contact 
arrangements and materials, can usually be found 
earlier on by a careful visual check of switching 
contacts. When making this check, which cannot 
replace careful assessment during the design stage, it 
is well to bear in mind the following points. 

(a) Damage is not directly related to the size of 
the visible discharge between contacts. Pronounced 
blue-glow discharge may cause relatively slight damage 
while a hardly noticeable white-hot arc may cause 
severe damage. 

Table 4 

Identification of common forms of contact damage 

Form of contact damage Probable cause 

Severe erosion and burning. 

Severe erosion without burning. 

Welding 

Spike and crater tending to 
interlock. 

Spike, whisker or rod of con-
tact material short-circuit-
ing contacts (more likely 
with Pt). 

Excessive current. 

Excessive number of opera-
tions. 

Capacitive loads. 
Incorrect CR quench. 
Line discharges. 
Low-resistance loads. 
Slugged load-coils. 
(Each of these conditions is 

appreciably worsened by 
contact bounce.) 

Contact chatter, usually dur-
ing slow release. 

Repetition rate of contact 
operation and/or load too 
onerous for the switching 
device. 
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(b) Welding of contacts usually occurs without 
visible sparking or arcing. 

(c) Contacts can suffer severe short-term erosion 
from oscillatory discharges in the ultra-violet light 
or r.f. range. 

(d) Contact damage can often occur in a random 
manner, depending on complex physical factors. 

(e) By careful examination of contact surfaces it 
is possible to detect at an early stage the formation 
of spikes and craters liable to cause interlocking faults. 

Certain general forms of contact damage are 
usually associated with particular switching conditions 
and recognition of these may aid investigations. Some 
of the more common forms of damage are set out in 
Table 4. 
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The Reliability of Electronic Systems 

By 
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Originally presented at a Symposium on ' Engineering for Reliability 
in the Design of Semiconductor Equipment' held at Hatfield College 
of Technology on 13th-14th May 1965 under the aegis of the I.E.E. 
and the LE.R.E. 

Summary: Starting from the agreed definition of reliability the use of 
probability theory enables the design engineer to predict the reliability 
of a complex system as a function of the reliability of its component parts. 
The characteristics of series and parallel grouping are given, together with 
some applications of hammock networks. The exponential survival law is 
derived, and the conditions under which it may be applied are discussed. 
The use of redundancy to improve reliability is introduced, and ex-

amples are given of the effect of various schemes upon the reliability of a 
small electronic system, with and without maintenance. Some possible 
forms of passive redundancy are described, including block redundancy 
with majority voting, and quadded logic. 

1. Introduction 

The increased use of electronic equipment in 
critical situations where failure can cause loss of life, 
damage to expensive plant or equipment, or involve 
very costly replacement procedures, has directed much 
attention to the problem of the reliability of electronic 
apparatus. Typical of these situations are the elec-
tronic navigational and control systems of civil air-
craft, electronic data-handling systems for air traffic 
control, on-line process controllers and satellite 
communications. 

In all of these systems, cost and reliability are both 
design parameters, but their relative importance 
depends upon the application. In the case of satellite 
communications, or underwater telephone repeaters, 
there is no direct hazard to life and the main con-
sideration is an economic one: to provide the required 
communication channels of prescribed performance 
for a minimum total cost over 20 years or so. In both 
of these examples the cost of replacing faulty equip-
ment is very high due to the physical difficulty of 
launching another satellite, or locating and recovering 
a faulty repeater from the ocean bed. The actual cost 
of the faulty equipment is relatively insignificant. On 
top of this is the additional cost caused by loss of 
earnings while the channels are out of service. 

Thus in both of these applications, high reliability 
is necessary to provide an economically competitive 
system. In other cases a minimum reliability may be 
demanded by the user, or a licensing authority. An 
example of this is the use of automatic blind landing 
equipment in civil aircraft. Here the Air Registration 
Board has laid down the maximum probability of a 
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serious incident during the automatic phase of the 
landing, and the designers' task is then to satisfy this 
standard of reliability under the constraints of cost, 
size, weight, etc. 

In most of the applications mentioned above, some 
degree of redundancy is required to achieve an ade-
quate level of reliability, but it is nevertheless useful to 
start the design by considering a non-redundant or 
basic system. This is one in which no attempt has been 
made to duplicate any components or sub-systems, 
and for the purposes of computation we assume that 
any component fault will cause a system failure. The 
designer needs first of all to assess the reliability of the 
basic system before investigating how this may be 
improved by various means. 

The reliability of a system is generally defined as the 
probability that it will operate within defined per-
formance limits for a specified time under specified 
environmental conditions. Thus the reliabilities of 
various components of a system may be combined 
to give an overall performance figure in accordance 
with probability theory. 

2. The Poisson Distribution and the Exponential 
Law 

In the basic system, where a fault in any element 
will cause a system failure, the elements are said to be 
functionally in series, and the probability of the system 
working decreases as the number of components rises. 

In terms of reliability, such a system is always less 
reliable than its least reliable part. If the reliability of 
each part is known, the system reliability can be 
computed by the product rule, so that if the reli-
abilities of the parts are RI, R2, R3, etc. the system 
reliability is R = Ri.R2.R3.R4 etc., and for an 
assembly of n equally reliable parts of reliability R1 
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the system reliability is 

R = R1" 

However, the data available to the designer are 
generally not in the form of reliability figures but of 
the failure rates of various types of component, or for 
sub-systems, perhaps its reciprocal, the mean time 
between failures. These figures can be converted into 
reliability figures by using the Poisson probability 
distribution,7 which gives the probability of a certain 
number of events occurring in terms of the number of 
events which are expected to occur as a result of 
previous experience. This is the situation in an elec-
tronic system, the event being the failure of a compo-
nent during a certain period of test or operation. As a 
result of previous tests, or from data accumulated in 
the field, the average number of failures will be known, 
and the Poisson distribution may then be used to 
compute the probability that 0, 1, 2, etc. components 
will fail. For reliability studies we are generally 
concerned only with the probability of zero failures, 
i.e. fault-free operation. 

If the probability of failure of any one of the n 
similar components of a system during a prescribed 
interval is p1, the expected number of failures is 
a = npf. 

Thus the Poisson series: 

a2e-a a3e-a 
+ -F ame-a + e-a + ae-a + —2! +  

3! m! 

contains term by term the probabilities: 

Po = e = probability of 0 failures 

Pi = ae = probability of 1 failure 
a 2e -a 

P2 —  2! — probability of 2 failures 

pm — 
m! 

The series must terminate at m = n, since this 
embraces all the possible number of failures, and must 
sum to 1. We are generally concerned only with the 
first term, since this gives the reliability of the unit, 
that is the probability that it will function without 
failure. We thus arrive at the Exponential Survival 
Law giving the reliability R in terms of the expected 
number of failures a as 

R = 

If the data are in the form of a failure rate, or 
failure probability per component per hour p, and the 
test lasts for T hours, the expected number of failures 
per hour is pn, and during the entire test is 

a = pnT. 

Thus the reliability of R = e- pnT. 
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ame" 
= probability of m failures 

It is sometimes convenient to express this in terms 
of the mean time between failures (m.t.b.f.) of the 
unit. Since we expect pn failures per hour, the m.t.b.f. 
is the reciprocal of this, M = 1/pn, and we have 

R e-Tlef 

Figure 1 shows a graph of reliability in terms of the 
ratio x = TIM It is clear from this that in order to 
achieve a high degree of reliability the operating 
period must be much less than the mean time between 
failures. 

1-0 

08 

0.6 

0.1 

0.2 

o 0.2 04 0.6 08 1.0 1.2 
OPERATING PERIOD x _ 

M.T. B.F. 

Fig. 1. Exponential failure law. 

1.4 1.6 

The value of x is then small, say less than 1/10, 
and the first two terms of the exponential series afford 
a good approximation to the sum of the series. 

The reliability may then be written as 

R = 1—x 

= 1—TIM 

This may be seen intuitively since TIM is the prob-
ability of a failure occurring during the interval T. 

In the more general case of a system with various 
classes of components, for example n1 each having a 
failure rate pi, n2 each having a failure rate p2, etc., 
the total number of failures per hour is now 

N = p ith 

and the m.t.b.f. becomes 

1  1  = = 
N Epini 

It may be necessary to subdivide one class of com-
ponent into several sub-classes, each with its appro-
priate failure rate, if the operating conditions of the 
various sub-classes are significantly different. For ex-
ample transistors used near their maximum electrical 
and thermal ratings may have a considerably greater 
failure rate than those used in low-power logic 
circuits. 
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If we consider the case of a satellite containing say 
1000 transistors, with a failure rate of 0.02% per 
1000 hours, or 2x 10-7 per hour, the total failure 
rate for the system is 

103 x 2 x 10-7 = 2 x 10-4 per hour 

Thus the m.t.b.f. is 1 — 5000 hours, if 
2 x 10-4 

failure in other components are neglected. The 
reliability over 8000 hours, or nearly a year is thus 

R = exp — 81::°0) 
5000 

= 0-202 

Thus there is only a 20.2% probability that the 
system will operate successfully for a year. We may 
expect some reduction in the transistor failure rate 
assumed above if particularly reliable transistors 
are used well within their ratings, but if the other 
components are included in the calculation (perhaps 
5000-8000 in all), the m.t.b.f. cannot be increased very 
much. 

Since we would require a reliability of better than 
80% over five years to make the satellite profitable, it is 
clear that this particular non-redundant system is not 
likely to be adequate. 

3. Variation of Failure Rate with Time 
The above calculations are based upon a failure 

rate which does not vary with time. This is a reason-
able assumption for most electronic components, 
which do not have any clearly-defined wear-out 
mechanism, and life-tests on semiconductor devices 
generally show a roughly constant failure rate. 
However, there are exceptions to this; if for example 
a batch of transistors having a small leak in the 
sealing can were used, these could fail due to excessive 
collector leakage current after a relatively short 
working life, and the failure rate for this batch would 
then have a pronounced peak. 

Fault records have been collected by the author's 
Department over several years for a medium-sized 
digital computer used regularly to assist air traffic 
controllers, and the distribution of times between 
failures is in good agreement with that expected on the 
basis of a constant failure rate for the components. 
Since the majority of failures are in semiconductor 
diodes or transistors, it has been concluded that an 
assumption of a constant failure rate over a period 
of years is a reasonable basis for predicting reliability. 
These results were obtained under almost ideal 
environmental conditions, with good cooling and no 
vibration, but if semiconductors are used at high 
temperatures their failure rate will be higher and not 
necessarily constant. 

A further assumption in the above calculations is 
that failures are independent, that is that no failure 
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of one component is likely to increase the chance of 
failure of another. The desirable goal can be partly 
achieved by careful design, but it generally requires 
some redundant components to guard against, for 
example a failure, or an excessive voltage on a power 
supply line. This kind of fault may overstress a large 
number of transistors and reduce their working life 
considerably. 

4. Series and Parallel Systems 

Two sub-systems A and B can be combined func-
tionally in series or parallel. The series arrangement 
has been discussed above, and gives a combined 
reliability R which is the product of the two sub-
system reliabilities, that is, R = RA. R. The parallel 
arrangement can improve reliability if the system 
can be arranged to deliver the correct output when 
either A, or B, or both are working. Thus it can only 
fail when both A and B fail. Hence if U is the combined 
unreliability, i.e. the probability that the system will not 
work, this is the product of the separate unreliabilities 
UA and UB, i.e. 

U = UA. UB 

We now use the rule that the probabilities for any one 
event must always add to unity, so that 

U +R = 1 

UA I- RA = 1 

UBA- RB = 1 

Therefore U = 1— R = (1— RA)(1 — RB) 

Thus R = 1 — ( 1 — RA)(1 — R„) = RA RB — RARB. 

= RAUB RBUA RARB 

If the two units are identical, we have 

R = 2RA— RA2 

If the system uses three identical units in parallel 

R = 1—(l —RA)3 

= 3RA— 3RA2 + RA3 

More complicated systems can be analysed in a 
similar manner.7 

5. The Reliability of Duplicate Systems 

Returning to the satellite containing 1000 transistors, 
we may now investigate the advantages of various 
schemes of duplication. For a preliminary analysis, 
we may neglect the problem of switching to the 
standby channel when the main channel has failed, 
and the loss in service during the switching. We also 
assume that the system has no maintenance. 

For a complete duplicate system, the combined 
reliability for the postulated 8000 hour period is given 
by R = 2R1— R12 , where R1 = 0.202 = reliability of 
basic system 
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Fig. 2. Schemes of redundancy. 

Thus R = 0.363 

This is a modest improvement in reliability for a 
100% increase in cost, weight and size. 

If we now split the system into two halves, and 
duplicate the halves separately, as shown in Fig. 2, 
the system reliability is enhanced. 

Here R 2 = N./RI = 0-449. 

The reliability of the duplicate first half is thus 

R' = 2R2 — R22 

= 0.697 

The reliability of the complete system is thus 
R = (R')2 = 0.486, since both halves are functionally 
in series. 

Continuing the subdivision process, we can im-
prove the reliability by using smaller units, provided 
that the interconnection points cause no difficulty. 
Using four duplicated units, the overall reliability 
is 0.759, and using 8 units it rises to 0.931 for the 
8000 hour period. Clearly the logical conclusion would 
be to arrange for each component to have its own 
duplicate available for use at all times, without compli-
cations such as switching. This can only be achieved 
under very restricted circumstances, but a computa-
tion based upon this assumption is useful as it gives an 
upper bound to the possible advantages of duplication. 
The simplest computation in this case is obtained from 
a consideration of failure probabilities. 

In the duplicate component system, the chance of 
failure per component in 8000 hours is 8000 x 2 x 10' 
= 1.6 x 

Thus the chance that both components of a pair will 
fail is ( 1-6 x 10-3)2 = 2.56 x 10 6. 

Since there are 1000 component-pairs ni series, the 
probability of system failure is 

U = 103 x 2.56 x 10' = 2-56 x 10-3 

The reliability is thus 1 — U = 0.9974. 

An important feature of redundant systems is 
shown in this calculation—the probability of failure 
is no longer proportional to the duration of the operat-
ing period. Here we have first-order redundancy, 
that is only one spare for each working component, and 
the failure probability is proportional to the square 
of the operating period. 

Thus if the period considered is increased to 80 000 
hours, the chance of failure per pair of components is 
2.56 x 10', and per system is 2.56 x 10' = 0.256, 
an increase of 100 times. 

The reliability is now R = e-(3.256 = 0.774. 

As pointed out above, it is impossible to achieve 
this degree of improvement in practical circuits, 
but the general benefit of reducing the size of the 
blocks in the block redundancy scheme can be 
obtained, and it is frequently possible to sub-divide a 
system to a very considerable degree before incurring 
very heavy penalties in the form of constraints on 
circuit design.4.5•6 

The two extreme cases of duplicate systems and 
duplicate components are compared in Fig. 3 with a 
basic system resembling in its component numbers a 
medium sized digital computer. The slope of the reli-
ability-time curve is twice as large for the redundant 
systems as it is for the basic system. 
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Fig. 3. Reliability of large system without maintenance. 
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6. Redundant Systems with Maintenance 

The maximum benefit is obtained from a redundant 
system if periodic checking and repair is possible. 
This prevents the accumulation of single faults, which 
do not cause a system failure, but which involve a loss 
of redundancy in their part of the circuit. For systems 
which are accessible for maintenance the reliability 
is mainly a function of the ratio of time between 
failures to time taken to repair a fault. Thus any 
engineering feature which contributes to rapid fault 
location and repair also contributes to overall reli-
ability. It is usual to apply the terms 'availability' 
or `up-time ratio' in this case, as the probability now 
required is not that of the system failing to develop 
a fault, but of being in working order at any given 
time. As time increases, this tends to the value6 

—  mean time between failures  
P  
W mean time between failures + mean repair time 

= 1 — —1 LY. 1 —1 for k large 
1 + k 

m.t.b.f.  
where k — 

mean repair time 

Thus for a duplicate system in which no information 
is lost while changing from a faulty to a working 
standby system, the combined availability would be 

( \ 2 

PwD = 

This result depends upon using the same main-
tenance procedures on the duplicate and on the 
single systems; if there is no increase in the staff 
concerned it may take longer to find and repair a 
fault in the duplicate system and the corresponding 
change must be made to the value of k. 

As an example of this, a system without repair 
facilities having a m.t.b.f. of 100 hours and a fault 
repair time of 1 hour has a reliability over a 100-hour 
period of only 0.368. However, if maintenance is 
permitted, the ultimate availability will be 0.99. A 
duplicate system with maintenance, allowing a repair 
time of 2 hours, will have an availability of 0.9996, so 
that the down-time in 100 hours will be reduced from 
1 hour to just over 2 minutes, on average. 

7. Comparison of Active and Passive Redundancy 

The basic strategy of designing redundant systems 
depends upon the extent to which errors can be toler-
ated. If a small break in service is permissible, of 
duration t, then provided that some fault detecting 
system can be devised which either tests the system at 
intervals of not more than t, or can deduce in a time 
less than t from the normal traffic that a fault has 
occurred, a simple standby arrangement is adequate. 
In this one or more identical systems are kept as 
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standby plant, and automatically switched into 
circuit when a fault is detected. 

If, however, only very rare and very short intervals 
of down time are permitted, an automatic error-
correcting system, such as a triple redundancy 
scheme with majority voting may be used. In this any 
one channel may fail and the system will produce the 
correct output if the other two channels are working. 
The probability of a sustained fault, which requires a 
failure of two of the three channels is of the same order 
as that for the standby scheme. Thus, since it requires 
50% more apparatus, it will be used only when the 
short breaks in service during changeover period can-
not be tolerated. This would be the case with, for 
example, automatic blind landing apparatus for air-
craft, or the safety circuits of a nuclear reactor, 
whereas in underwater telephone apparatus or parts 
of an electronic telephone exchange some short 
interruption could be tolerated, and the simpler 
duplicate stand-by scheme is acceptable. 

As with other forms of redundancy, the effectiveness 
can be increased by dividing the basic system into a 
number of smaller blocks. 

It is customary to distinguish between the above 
two forms of redundancy by the terms `active' and 
'passive'. Active schemes involve some change-over 
switching, as in the standby scheme above, whereas 
passive schemes have the spare channels always 
connected and no switching or interruption to service 
is required in order to permit the remaining healthy 
parts of the apparatus to take control when one part 
fails. 

8. Passive Redundancy Schemes 

The previous calculations show that applying 
redundancy at component level could produce a 
spectacular increase in reliability. Unfortunately 
circuit constraints usually prevent this degree of 
improvement, particularly with three-terminal devices 
such as transistors.8'9 

2 2 2x2 BRIDGE 

DOUBLE BRIDGE 3x3 

Fig. 4. Simple hammock networks. 

Where only one kind of discontinuous operation 
is required, for example closing a switch, a duplicate 
switch in parallel with the first provides a complete 
standby, and is thus a fully effective redundancy 
scheme. If, however, the switch is sometimes re-
quired to be open, and is liable to an occasional fault 
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Fig. S. Forms of redundancy. 

causing it to remain closed, a parallel arrangement is 
less reliable, and a series connection would be better. 
In most cases, of course, the switch is required to be 
in both positions at different times, and both shunt and 
series redundancy is required to increase the reliability 
in both positions. Thus for a complete redundancy 
network we require at least four switches in place of 
one, as shown in Fig. 4. 

Greater reliability can be obtained by using more 
switches. The theory of such 'hammock' networks has 
been investigated by Moore and Shannon' and 
others in relation to relay switching systems. The 
optimum shape, or ratio of length to breadth of such 
a network depends upon the ratio of the probabilities 
of failure in the nominally closed and the nominally 
open position of the switches, and the improvement 
over a single switch afforded by the redundancy 
increases with the increasing reliability of each 
switch. 

The same hammock networks can be used for 
devices such as semiconductor diodes, which should 
ideally have zero or infinite impedance, and simple 
2 x 2 networks with fault indicators have been used in 
power supply and logic circuits where extreme reliability 
is required. Similar circuits for transistor logic applica-
tions have been proposed by Sorensen' but they involve 
a considerable penalty in power gain, since each tran-
sistor is replaced in the hammock network by four similar 
transistors which require four times the base current. 
The fact that the input and output ports of a transistor 
amplifier have one common terminal also complicates 
circuit design. If all other components in the circuit 
are replicated in a similar manner, the resulting 
restrictions on circuit design are generally unaccept-
able. 

The hammock network is not particularly useful 
for most of the components in an electric circuit 
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EXAMPLE OF QUADDED LOGIC 

which have to maintain some prescribed value of 
impedance. A 3 x 3 network, for example, consisting 
of 9 similar components, may in the worst case suffer 
an impedance change of + 36% or — 26 % when only 
one of the components fails. This alteration could 
easily be tolerated in decoupling components, but 
not in resistors which determine the gain, or perhaps 
the bias point of an amplifier. Clearly, in most cases 
hammock networks would be a very uneconomical 
form of redundancy. 

9. Redundant Digital Systems 

An easier scheme to implement is the block re-
dundancy arrangement, in which circuit blocks are 
replicated, and followed by some voting or decision 
circuit. In digital systems the simplest scheme 
involves an odd number of identical blocks, followed 
by a majority decision unit. In order to avoid limiting 
the reliability of the system to the reliability of all 
voting circuits in series, it is also necessary to replicate 
the voting circuits. Thus the simplest scheme' 
involves triple logic circuits followed by triple voting 
circuits as shown in Fig. 5. 

Making some simplifying assumptions about com-
ponent reliability, one can show that the optimum 
design is that in which the size of the logic block is 
equal to the size of the voting circuit. Since the basic 
system has no voting elements, an optimum triplicate 
scheme thus requires six times as many components 
as the basic system. If the ratio of reliability to cost 
must be optimized, rather larger logic blocks are 
better. 

Again, in order to obtain maximum availability 
in a maintainable system, it is important to test the 
system frequently and remove single faults before 
they can cause a system failure. 
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A less costly system 'quadded logic' has been 
proposed by Tryon' in which the logic and voting 
functions are performed by the same elements. Each 
element is replaced by four similar elements, with 
twice as many inputs. By using suitable cross-con-
nections between elements, single errors can be 
corrected in the following stages. This scheme is 
simpler in that only logical elements are needed 
without voting, but it is difficult to isolate individual 
channels for test purposes. 

10. Analogue or Linear Systems 

In analogue systems the same general pattern of 
replication can be used. If it is known that the three 
channels of a triplicate redundancy scheme are 
'fail-safe', in that they cannot generate an excessive 
signal, but produce zero under fault conditions, it is 
merely necessary to choose the largest signal. If this 
is not so, more complicated procedures such as com-
paring each signal with the average of the other two 
are required. Many test procedures are easy to apply, 
for example all amplifiers can be continuously moni-
tored by comparing an attenuated output signal with 
the input signal, or by measuring the level of a pilot 
signal outside the working frequency band, which is 
added to the input signal. Since most of these moni-
toring and detection methods are more complicated 
than the digital voting circuits, there will be fewer of 
them in an optimum design, and they will monitor 
larger units of the system. 

11. Conclusion 

Much of the above discussion is generally applicable 
to many engineering systems in addition to those 
which incorporate semi-conductor devices. However, 
the calculations based upon a failure rate which is 
constant with time do not apply to any component 
which exhibits 'wear-out' symptoms within the operat-
ing period, and in consequence a more complicated 
distribution of component lives (for example a 
Wiebull distribution) must be assumed. In most 
semiconductor circuits, on the other hand there is 
no sign of any wear-out mechanism, and an assump-
tion of a constant failure rate gives reliability predic-
tions which are in good agreement with observations. 

The design of redundant systems is becoming of 
increasing interest to the user of semiconductors, 
despite their inherent reliability, since electronic 
systems are constantly growing in size and complexity, 
and are taking over more critical tasks where any 
failure may be very expensive. Some of the redundancy 
schemes may appear somewhat extravagant in isola-
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tion, but since the electronic apparatus frequently 
incurs only a small fraction of the total cost of a 
project (for example, in a nuclear power station or a 
satellite communication system) doubling or trebling 
this does not increase the total cost prohibitively. 

In future systems assembled from micro-electronic 
structures, the cost penalty may be much smaller, 
since the cost of material forms a very small fraction 
of the total cost of a micro-circuit. Thus it costs very 
little more to make four diodes than it does to make 
one diode; the main penalty lies in the extra number 
of assemblies needed. With this cost structure, 
redundancy becomes a more attractive proposition, 
and certainly cheaper to implement than in apparatus 
using conventional components. As each form of 
micro-circuit involves certain restrictions on compo-
nent values and the number of interconnections, the 
most effective redundancy scheme will depend upon 
the particular fabrication techniques available, and in 
future the development of redundancy schemes must 
be closely related to the development of micro-circuit 
technology. 
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A Discussion of Factors Affecting the Performance 

of Microwave Systems in Certain Plasma Channels 

By 

T. KALISZEWSKI, M.A., B.S.t 

Summary: Principal factors affecting the performance of microwave 
systems in composite and transient plasma channels are reviewed. Only 
the macroscopic aspects of the channel characterization are considered. 
These include such effects as absorption, refraction, dispersion and 

depolarization; also nonlinear and random effects. An effort is made 
to assess their importance to communication with and tracking of rocket-
borne systems. It is concluded that channels incorporating, for example, 
the re-entry plasma sheath or the rocket exhaust are inaccessible at the 
present time to a detailed characterization. Further research, especially 
of experimental nature and extending beyond the traditional study of 
absorption loss, is indicated. 

1. Introduction 

The reliability of the communication links between 
a ground terminal and a rocket in flight depends 
primarily on the interaction between the transmission 
and the propagation channel. There are at least two 
critical periods in each space mission during which 
this interaction can assume serious proportions: 
during the powered phase of the flight and on re-entry 
into the earth's atmosphere. During these periods, 
transient plasmas are generated which frequently 
cause transmission 'blackouts', thus interrupting vital 
tracking functions and the flow of telemetry data. 
Moreover, even at times of apparent transparency of 
the plasma component, the quality of transmission 
can be impaired due to the dispersive and/or turbulent 
character of the channel. 

To reduce or to eliminate interference originating 
with such plasmas, it is essential that we understand 
their origin and properties and the nature of their 
interaction with the electromagnetic transmission. 
Without such an understanding no rational planning 
of new or evaluation of operational systems is pos-
sible. Ideally, this understanding would imply our 
ability to characterize the channel at both the micro-
scopic and macroscopic levels. This is, however, a 
formidable task rarely attempted or accomplished 
even for a specific and fully documented mission. It 
is inevitable, then, that pending future development 
of this subject these two characterizations must be 
undertaken separately. 

In this paper it is proposed to review the principal 
macroscopic factors which affect the performance of, 
especially, microwave systems in plasma channels. 
It is hoped that this review will encourage the study 
of plasma channel characterization by spotlighting 
factors other than the traditionally studied absorption 

t Adcom Inc., Cambridge, Massachusetts, U.S.A. 
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loss, and by indicating directions in which the future 
research in this area should proceed. 

2. Characterization of Linear Plasma Channels 

It is a customary practice when discussing plasma 
channels to emphasize their linear, non-linear and 
random characteristics separately. This practice, 
though quite arbitrary, serves the useful purpose of 
facilitating a discussion of what is otherwise a com-
plex subject. For the same reason it is convenient also 
to model a plasma channel in terms of a generalized, 
dissipative dielectric medium with which we can 
associate a number of familiar parameters and effects 
and which is amenable to analytical manipulations. 
Thus, we can characterize a plasma channel by its 
conductivity or loss tangent, by its dielectric permit-
tivity, propagation constant, etc. Subsequently, we 
can inquire about the channel's 'observables' such as 
the absorption, refraction or dispersion. 

It is not our purpose here to delineate the criteria 
on which this modelling of plasma channels is based. 
We will note, however, the definition of a linear 
plasma channel as being one whose properties are 
unaffected by the presence of an external, electro-
magnetic field. Otherwise, we assume, rightly or not, 
that the plasma channels discussed here are suscep-
tible to modelling and are, in fact, similar in many 
ways to the ionosphere. 

In the interest of brevity the 'fundamentals' of 
plasma channels (parameters, definitions, etc.), which 
are dealt with at length elsewhere i .2•3 will not be 
discussed and attention will be concentrated on those 
observable factors which are of the most immediate 
relevance to communication problems. 

2.1. Transmission Loss 

The cumulative absorption of an electromagnetic 
wave in plasma constitutes an important characteristic 
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of the channel which, under certain conditions, may 
be equated with the transmission loss. In general, 
however, its isolation is not a simple matter not only 
because of reflections from the plasma boundaries 
or refraction, but also because of many other factors 
such as antenna pattern, mismatch or depolarization 
contributing to the observed, overall loss. For 
example, the signal drop-outs observed at X-band 
frequencies during the retro-rocket firing on a vehicle 
in the Saturn class, are of the order of 60 decibels 
above the calculated free space value.' How much 
of that loss can be identified as an absorption loss 
is by no means clear. This question could, however, 
be partly resolved, by comparing the losses observed 
at two or more frequencies. The absorption loss A 
is approximately inversely proportional to the square 
of the carrier frequency co, Le.' 

A •-•' 46x 10-5 2 V 2 f N (o) cg decibels ...(1) 
co -Ey 

co 

where N(C) is the electron density, y is the collision 
frequency and the constant is evaluated in m.k.s. 
units; an isotropic plasma is assumed. 

To isolate the flame effects it is necessary, then, to 
calculate scrupulously transmission loss due to all 
other factors leaving only the absorption, reflection 
and/or antenna effects to be considered. We can 
further aid in this process of elimination by monitor-
ing the power of the on-board transmitters and by 
estimating the reflection losses. Here, again, we will 
depend on the information concerning the configura-
tion and the properties of the plasma, without which 
such estimates are impossible. Given this information, 
further care must be exercised in computing the 
reflection losses under conditions where the linearity 
of the medium cannot be taken for granted and where 
also the far-field approximations may be questionable. 

2.2. Refractive Effects 

Propagation of electromagnetic waves in plasma 
channels is accompanied by a number of effects 
jointly referred to as the refraction effects. There 
are two observable manifestations of these effects of 
utmost interest to communication and especially to 
radio tracking of vehicles travelling in or enveloped 
by a plasma. Since the radio signals traversing a 
plasma medium are 'bent' and their transit time 
changed, errors will result in the determination of 
the range and elevation angles. In many practical 
situations the determination of these errors is com-
plicated by the composite nature (plasma and atmos-
phere) of the radio channel and by the indeterminate 
character of the boundaries and distributions. Fur-
ther complications arise because plasma, unlike the 
earth's atmosphere, is a dispersive medium. 

118 

2.2.1. Range errors and phase retardation 

The transit time of an electromagnetic wave 
between two terminals in a plasma depends on the 
phase velocity and the actual propagation path. The 
latter, due to refraction, is generally greater than the 
geometric distance and the difference constitutes the 
range error. It can be shown that in a stratified 
medium this error will be given by 

AR = f WC) cosec 0 (IC - Ro  (2) 
to 

where WO is the real part of a complex index of 
refraction n, O is the local elevation angle along the 
path and Ro is the geometric distance. In a lossless 
medium (y = 0), relation (2) can be written, approxi-
mately, 

àR f cosec 0 dC - 1.6 x 1. 1 03 --i- x 
co 

co 

x f N(C) cosec 0 ciC - R0 

co 

= AR, + ARp metres 

- .(3) 

(3a) 

Here AR, represents a geometric range error and AR, 
is the true refraction or velocity error. We can deter-
mine both of these, provided that we can trace the 
radio ray through the medium. 

The phase difference introduced by plasma can be 
calculated likewise: 

AO = 
c 

co 

,-' 5.3 x 10-6 ( 2c° 2) f N(C)dC radians ...(4) 
o.) + v 

co 

In contrast to the frequency dependence of absorption, 
the phase change introduced by plasma is inversely 
proportional to the carrier frequency. 

2.2.2. Elevation angle errors 

An elevation angle error is, by definition, equal to 
the difference between the apparent and true elevation. 
In general, its determination requires that the ray 
tracing techniques be used unless the medium shows 
certain regularity which makes it then accessible to 
purely analytical treatment. For example, it can be 
shown that in a spherically stratified medium, the 
total bending angle /3, is given by 

a2 

dµ „ 
fi = - f — cot u 

Y 
Pt 

(5) 
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where 121, p2 correspond to the index of refraction 
along the path. 

Knowing fi and also the apparent elevation angles 
at the terminal points, the angle error can be deter-
mined,t i.e. 

Pi — — cos /3 — sin /3 tan 01 

e=fi—tan 1 112 
sin /3 — cos fi tan 01 + — tan 02 

P2 

...(6) 

Incidentally, a zero bending angle does not imply 
zero angle error. For example, in the frequently 
employed model of a homogeneous plasma sheath, 
bounded by a vacuum on the incident and transmitted 
side, the bending angle /3 is zero but the angular 
elevation error can be shown to be, 

e = = f(N)  (7) 

where X, H are the total horizontal and vertical 
separation of the terminals, 01 is the apparent 
(incident) angle of elevation and the error e is a 
function of sheath electron density. 

2.3. Dispersion Effects 

In discussing the range error in the preceding 
sub-section we have ignored one important property 
of the plasma medium, namely its dispersive character. 
For this reason it is more appropriate, when dis-
cussing the transit time or range errors, to use the 
notions of the group velocity and group index of 
refraction; these are related to the phase velocity 
and the non-dispersive index of refraction as follows6: 

IL 
, c dg 

— = + co 
da) 

1 
v =-
1' 1 co dg 

c dco 

Consequently, the range error of (3) must include 
also a 'dispersion error', i.e. 

AR' = f p'() cosec O d — R0 

co 

(8) 

(9) 

= AR + co f —dg cosec 0 dC  (10) 
dco 

{ce 

The dispersion effect in a plasma channel also con-
stitutes one of the factors limiting its effective fre-
quency bandwidth. Staras7 has pointed out in this 
connection that unless the differential group delay 
AT is less than (Af)-1, serious distortions must be 
expected; here Af is of the order of the r.f. bandwidth 

t This expression is attributed to K. A. Norton of the National 
Bureau of Standards, Boulder, Colo. 
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and 

AT = 1  (f) 47r2ceo m f modc   3 
co 

Another approach to the problem of dispersion and 
its effects on pulse distortion is exemplified by the 
work of Marquedant et al.8; their results will be 
summarized later. 

2.4. Polarization Effects 

Another consideration of great importance to 
communication in plasma channels is the polarization 
of the transmitted signal. In space applications this 
consideration is, of course, especially important even 
apart from the plasma-wave interaction on account 
of the vehicle's motion. However, we are interested 
here only in the effects originating in the channel. 
There are at least two physical reasons why a signal 
transmitted in a plasma channel may experience 
depolarization. One is the magnetic field, natural 
or artificially imposed on the channel as, for instance, 
when 'magnetic windows' are created to facilitate 
communication on re-entry.9 Inhomogeneities, too, 
can cause depolarization; normally, waves scattered 
from inhomogeneities specularly preserve their polar-
ization. One must reckon, however, with a diffuse 
component of scattering which, as a rule, will be 
depolarized. 

The effect of the Earth's magnetic field at microwave 
frequencies can, for all practical purposes, be dis-
counted. Thus, unless an external field is present the 
medium can be assumed to be isotropic and effects 
such as the magneto-ionic splitting, Faraday effects, 
etc., can be ignored. Should, however, the medium 
be purposely rendered anisotropic, an appropriate 
analysis will have to be invoked. The general question 
of propagation in magneto-active plasma channels, 
and especially the polarization effects, are adequately 
discussed elsewhere.1.2.3 

3. Some Non-linear Effects in Plasma 

The assumption of linearity for practical plasma 
is a convenience which may be occasionally correct. 
To ascertain the validity of this assumption, it is 
necessary to examine both the properties of the 
plasma and the strength of externally generated 
electromagnetic fields. The appearance of non-linear 
effects can have serious consequences for the relia-
bility and quality of radio transmission. In certain 
extreme cases, the utilization of the link may become 
impossible unless measures are taken to suppress 
these effects below the limit of observability. There 
are several ways in which this can be done, most 
simply by reducing the transmitted power. A criterion 
useful in assessing the observability of non-linear 
effects is the so-called 'plasma field','° defined as 
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follows: 

E 4 Ep= 4.2 x 10-1°,/GT(co2+ v2) volt/cm 
 (12) 

where T = electron temperature in the absence of 
external field, 

G = fractional energy loss factor, 

co, y are signal and collision frequencies, respec-
tively. 

An incident signal field much less than Ep is referred 
to as a 'weak' field and its effects on plasma can be 
ignored. On the other hand, fields such that E. > E„ 
will, as a rule, give rise to non-linear effects of which 
there are several manifestations. 

It is well known that 'strong' waves propagating in 
plasma can modify its properties, such as, for instance, 
the index of refraction. This modification can be 
effected in several ways, either through the change in 
collision frequency or in the rate coefficients (recom-
bination, etc.). The resulting changes in absorption 
can be quite drastic and so can be other manifesta-
tions of non-linear effects. We are familiar with the 
self- and cross-modulation in the ionosphere and 
there is good reason to believe that similar effects 
can be expected in, for instance, the re-entry plasma. 11 
It is rather common practice to use collinear antennas 
which simultaneously illuminate a common volume of 
plasma. In such applications the cross-modulation 
effect can be effectively reduced by separating the 
radiating elements or, as we have already observed, 
by reducing the radiated powers. Further minimiza-
tion of the non-linear effects can be achieved by taking 
recognition of the finite electron energy relaxation 
time. This constant determines the lowest permissible 
pulse width below which serious distortion must be 
expected. For practical purposes, this constant is 
approximately equal to 

1 

= -Gvo seconds  (13) 

For example, in a typical re-entry plasma 
G r_-• 1.2 x 10-3 and vo = iø seconds-1, and the re-
laxation constant r will be of the order of one micro-
second. 

Further complications must be expected in magneto-
active plasmas, such as would be created through 
deliberate imposition of magnetic field.9. 12 

4. Antenna Performance in Plasma 

Experience shows that the performance of the 
antennas used in applications such as re-entry com-
munication cannot be considered apart from the 
plasma into which they radiate and in which they are 
embedded. The usual criteria of antenna performance 
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such as the impedance, gain and bandwidth must be 
re-examined inasmuch as the proximity of a dissi-
pative and dispersive medium may lead to their 
drastic modification. Recent studies of this subject 
demonstrate the real possibilities of antenna break-
down, pattern redistribution and impedance mismatch 
in environments comparable to that encountered in 
aerospace applications. 

A complete assessment of all the factors contribut-
ing to the degradation of antenna performance in 
plasma is not quite possible at this time. Certain 
available results point, however, to simple measures 
which can be taken to minimize such degradation. 
These include careful selection of the carrier fre-
quencies, average and peak powers and the design 
of suitable antennas. 

4.1. Admittance of a Slot Antenna 

Because of aerodynamic considerations a flush-
mounted array of slots is a logical choice for the 
radiating structures in many aerospace applications. 
It is undoubtedly for this reason that the performance 
of this type of antenna is receiving increased attention. 
For obvious reasons, the analytical studies are 
restricted to structures and plasmas which are 
stationary, isotropic and most often, also homo-
geneous. An example of such studies is a recent 
work by Galejs 13 who considers a rectangular, wave-
guide backed slot covered by a thin homogeneous 
plasma layer. Other examples are annular slots, 
either waveguide or cavity backed, covered by layers 
having also density stratifications." 
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Fig. 1. Normalized conductance and susceptance of a wave-
guide radiating into plasma layer. (Adapted from Ref. 13.) 
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Fig. 2. Slot admittance with increasing plasma loss." 

For a rectangular slot, Galejs cites the following 
results: 

(1) For a particular set of parameters (tan S, ep) 
the admittance of the slot shows little depen-
dence on the thickness of the plasma layer, 
except in the region of h/2 < 0.5 where the 
conductance G increases slightly. 

(2) Increase in the plasma density of the layer 
causes the conductance to decrease and make 
the susceptance more inductive (Fig. 1). 

Increase in the collision frequency (i.e. loss 
tangent) causes the conductance to increase 
and also affects the susceptance (Fig. 2). 

Here the increase or decrease in conductance or 
susceptance is meant to be relative to their free-space 
values. 

The effect of plasma stratification on the admittance 
of an annular slot is shown in Fig. 3. The important 
feature of this study by Galejs 14 is the behaviour of 
the radiation conductance G, in the vicinity of the 
plasma frequencies corresponding to the densities of 
the assumed two-layer model of a re-entry sheath. It 
is obvious that for the minimum mismatch operation 
above the highest plasma frequency is desirable. 

4.2. Radiation Pattern Distortion 

A decrease of the radiation conductance in the 
vicinity of the plasma resonance implies a corre-

(3) 
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sponding decrease in antenna efficiency. Another 
effect which leads to similar consequences is the 
distortion of the antenna radiation pattern, or 
redistribution of its radiated power. This effect was 
studied under laboratory conditions by Bachynski 
et al. 15 who have found at both X and Q-band a 
tendency to lower the directivity and to increase 
antenna side-lobe level. An example of their finding 
at X-band is shown in Fig. 4. Unfortunately, the 
plasma density available in that experiment was not 
high enough to show what happens to the pattern 
close to and at the plasma resonance. The trend, 
however, is clear: an originally highly directive 
pattern flattens out and develops additional side-
lobes. It is obvious that under those conditions the 
frequently observed discrepancies between the calcu-
lated and measured values of the signal strength can 
be attributed to either the plasma absorption or to 
the effect of pattern distortion. 

4.3. Effect of Ambient Ionization on Antenna 
Breakdown 

An antenna operating in plasma at a 'safe' fre-
quency can initiate a breakdown condition even at 
power levels which would be inadequate for that 
purpose in a neutral gas. The effect of the ambient 
ionization is, as shown by Whitmer and MacDonald,' 
to lower drastically the required breakdown field as 
the ionization approaches the critical density. Thus, 
the frequently repeated conclusion that it is necessary 
to transmit at a frequency above the plasma frequency 
may have to be modified to read 'well above' if the 
consequences of a breakdown are to be avoided. 
How much above will depend, of course, on the 
ambient electron density and on the breakdown 
field in a neutral gas at the given frequency. For 
air MacDonald" has computed a number of curves 
for both c.w. and pulsed fields as a function of pulse 
width, frequency and pressure; these are summarized 
in Figs. 5 and 6. 

A special consideration attending the use of pulsed 
transmission merits a further comment. It is evident 
from Fig. 6 that the value of the breakdown field 
depends greatly on the pulse width and this dependence 
is likely to be even more important in a pre-ionized 
medium. Hence the selection of the pulse width and 
of the peak power for a given application must 
reflect this as well as the frequency limitation of the 

medium. 

4.4. Some Noise Considerations 

Performance of a communication system, its 
reliability and efficiency depends to a large extent on 
the total noise level at the input to the antenna 
terminals. With the advent of low-noise receivers and 
amplifiers, the principal sources of this noise at 
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where 

microwave frequencies are the atmosphere, the earth 
and other discrete celestial sources, hot surfaces in 
the vicinity of antenna (rocket nozzles, etc.) and 
plasma. The relative importance of these sources in 
contributing to the total noise level depends, of 
course, on application. For example, on re-entry, the 
principal source of noise at frequencies below the 
plasma frequencies are the hot, ablating surfaces of 
the vehicle; at frequencies above the plasma frequen-
cies the contributions from sources such as the 
atmosphere or earth predominate. Finally, close to 
the plasma frequency, noise from plasma exceeds all 
other contributions. This is shown graphically in 
Fig. 7, where the effective temperature of an antenna 
in a typical re-entry environment (N = 4 x 10" elec-
trons/m3; y = 1.12 x 109 s; T,, = 5000°K; T = 
500°K; Tex = 390°K; = 2.5) is shown." 

5. Transmission of Digital Signals 

In Section 2.3 we have discussed the effects of 
dispersion in plasma channels on the effective band-
width, range and elevation errors. A different 
approach to the same problem is exemplified by the 
work of Marquedant et al.8 who have attempted to 
assess the effect of dispersion on the transmission of 
digital signals. Since the dispersion is likely to result 
in the distortion of individual pulses an intersymbol 
interference, unless controlled or minimized by the 
choice of a suitable modulation scheme, must be 
expected. Hence, the overall effect of dispersion on 
digital communication will be to reduce the latter's 
reliability. 

A classical approach to the transmission problem 
is to define a suitable transfer function for the channel. 
Such a function was derived in the study cited here 
for a narrow, half-wavelength rectangular radiation 
slot covered by a lossless plasma sheath of thickness L. 
On the assumption of transparency (co > 2cop) this 
expression was shown to be 

2 

G(0)) (1 — exp [j (— — I) 2  L] ...(14) 
coo 2coo c 

bo OJ 

o — 1) 4 
1 

V 8 

and e is the real part of the plasma's equivalent 
dielectric constant and coo is the carrier angular 
frequency. 

Subsequent computations of the radiated field, 
excited by a rectangular r.f. pulse of width T, disclose 
distortions which, in general, depend on the plasma 
density, transmission path length, frequency and width 
of the pulse. A parameter found useful in conveying 
this dependence, is the so-called Elliott's number, a, 
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a = 8 (5° NÍE/1.0 (1 + (-5--(1)  (15) 
Tcop 2 

A large value of a (a 1) indicates serious pulse dis-
tortion. An example, cited by Marquedant et al.8 
indicates this to be the case in a typical re-entry 
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plasma sheath, where L = 0-25 metres and T = 
10-9 seconds. An even more serious distortion can 
be expected at frequencies close to the plasma 
frequency. 

In a related study, Marquedant et al. compute the 
error probabilities for a number of modulation 
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18 

schemes used in a plasma channel which is subject 
to perturbations by a Gaussian noise and also by the 
maximum dispersive distortion (a = 1). A summary 
of these conclusions is reproduced in Fig. 8. 

6. Random Effects 

All of the preceding discussion of plasma channels 
rests on the assumption that the channels are essen-
tially static, i.e. time invariant or, at the most, varying 
in a predictable manner. This assumption, like so 
many others, constitutes a simplification dictated 
by the need for tractability. In reality, both natural 
and man-generated channels are random in that the 
parameters which describe them exhibit random 
fluctuations about their average values. The existence 
of these fluctuations together with spatial inhomo-
geneities in plasma gives rise to a number of effects 
which still further limit the performance of com-
munication systems. Thus, one must reckon with 
fluctuations in both the phase and amplitude of a 
transmitted signal, with multipath and Doppler 
effects; also with random errors in the determination 
of parameters such as range and elevation angle. 

To characterize a randomly inhomogeneous plasma 
channel one would like to know, among other things, 
the frequency spectrum of the fluctuations, their 
correlation (or lack of it) in space, scale of inhomo-
geneities, etc. This type of information can rarely, if 

124 

at all, be obtained from consideration of first prin-
ciples, since both the origin and the mechanisms 
responsible for randomization of plasma are obscure 
or, at the most, controversial. However, a good deal 
of information can be gathered from empirical data 
and from their confrontation with simple models. 
Examples of this can be found in the literature on 
ionospheric and tropospheric radio communication; 
there is a good reason to believe that this experience 
is both relevant and mandatory to the characteriza-
tion of plasma channels discussed here. 

6.1. Phase Fluctuations 

Phase fluctuations caused by the random inhomo-
geneities in plasma channels are of special interest 
to tracking systems which make use of the principle 
of phase interference. The mean square value of the 
phase difference in an interferometer is related to 
the mean square of phase fluctuation at either of the 
terminals as follows, 

= 2(1 — P)Ae  (16) 

Here, p is a correlation function characterizing the 
dependence of the fluctuations of phases 49, and 02. 
As it can be readily shown, eqn. (16) is related to 
the mean square of angular fluctuations, i.e. 

À )2 
2 2(1— p),»?  (17) 

(2nd 

where d is the length of the baseline. 

The evaluation of eqn. (17) is predicated on our 
knowledge of the exact value, or functional depen-

dence of p and AO?. For a lossless plasma (y = 0), 
Booker 19 relates the latter quantity to the variation 
in the elevation density along the path, 

= 2n2re,12 f AN2 dz  (18) 

where re is the classical radius of electron (re = 
2.8 x 10' 5 metre), and is referred to as the scale 
of inhomogeneities and is defined, simply, as a 
distance for which the correlation between the density 

fluctuations is equal to (e-1 ). For ,à4,î < 1 this 
parameter can also be identified with the correlation 
distance, to be used in the computation of p in 
eqn. (17). 

6.2. Amplitude Fluctuations 

A signal transmitted through a random plasma 
channel will also show fluctuations of its amplitude, 
even if the medium is lossless. It can be shown' that 
in the case of so-called 'weak' scattering (no multiple 
reflection, strong specular component) the mean 
square fractional deviation of amplitude is equal to 
the mean square value of the phase variation, i.e. 
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(à/I 2   

—A ) = < 1 (19) 

Implied also in the above relation are two additional 
assumptions: firstly, the source of illumination is 
supposed to be removed far from the inhomogeneities, 
and secondly, the observation of fluctuations takes 
place at distances greater than the Fresnel zone 
distance zF where 

(27rW2 
ZF = (20) 

The assumption of the far zone and thus of a plane 
wave illumination cannot be maintained in cases 
where the source is close to or embedded in plasma. 
The required modifications of (19) for cases in which 
the above assumptions do not obtain, can be effected2° 
by multiplying it with (zerf/zF)2 where 

zz' 
zefr —  

z+z' 
(21) 

and z, z' are the distances from the inhomogeneities 
to the source and observer, respectively, and z < zF. 

An important conclusion to be drawn from this 
modified expression is that no or only very small 
amplitude fluctuations can be expected in situations 
in which either z and z' is small. 

6.3. Correlation Bandwidth 

One of the features characterizing a wave trans-
mitted through (or scattered by) the randomly 
inhomogeneous medium is its angular spectrum. 
It can be shown21 that if the scale of inhomogeneities 

(;) is large compared with the wavelength, this scat-
tering will be confined to a conical beam having a 
width of 

00 c-_• 27r0  (22) 

and whose axial direction coincides with the direction 
of incidence. 

Since this beam width is a function of frequency, 
there must be a finite bandwidth over which the signals 
confined by the cone will still remain correlated. 
We can determine' this bandwidth by comparing the 
phases of the outermost signals having frequencies fl 
and 12 and restricting their difference at the observa-
tion point to one radian, i.e. 

2n 2ir 
 (23) 

where 

Li z (1 + 91)  (24a) 
2! 

j = 1, 2  (24b) 

and z is the (axial) distance of the irregularities from 
the observer. 
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Now, since 

and 

we can also write, 

or also 

À •  
0. = .  27r 0 

2 2 = 2 1+ A2  (25) 

47ra 
- 

4nel, 
àf 

ZC 

(26) 

(27) 

Application of (27) to a large thrust rocket exhaust 
plasma channel at 400 Mc/s yields correlation band-
widths of the order of 10 Mc/s. Crucial to this 
estimate is, of course, the value of the scale size 
which was assumed to be equal to the transverse 
dimension of the plume at 150 000 ft. 22 

6.4. Analytical Characterization of the Transmitted 
Signals 

For signal processing purposes it is desirable to 
represent the signal transmitted through random 
inhomogeneities in a reasonably simple analytical 
form. Such representations can rarely be derived 
from a consideration of the first principles (turbulence, 
etc.). However, useful information can be obtained 
from simple channel models such as, for instance, 
drifting irregular diffraction screen23 or cloud of 
randomly disposed and agitated irregularities (fre-
quently referred to as `blobs').24 Furthermore, an 
examination of a particular signal can yield clues as 
to its statistical properties and assist in the verification 
and/or construction of a model which will approxi-
mate the properties of a real channel. 

The statistical character of the signals transmitted 
through random plasma channels determines the kind 
of information which must be searched for. Thus, 
one is interested in knowing the amplitude proba-
bility density function of the signal, its autocorrelation 
function and (frequency) power density spectrum. 
Frequently, information about the angular power 
density spectrum and the spatial autocorrelation 
function is also desirable since, as we have seen, it 
plays an important role in the assessment of the 
channel's bandwidth and other effects as well. 

As an illustration of the results which can be 
obtained from such modelling, let us consider trans-
mission of a monochromatic signal from a source 
(say, an artificial satellite of the earth) above the 
ionosphere. In addition to a large specular compo-
nent, this signal will exhibit also fluctuations in both 
its phase and amplitude, a testimony to the fact that 
the ionosphere is a random channel. An analysis 
shows' that the amplitude probability density 
function of this signal is given by 
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W (A) —   1 
2A  exp ( n±A2)_0 (2E0A) (28) 

where E0 = amplitude of the specular component, 

Eî = mean square of the random amplitudes, 

A = amplitude of the combined signal, 

Io is a zero-order Bessel function of imaginary 
argument. 

For E0 = 0, eqn. (28) reduces to the familiar form of 
the Rayleigh distribution. 

To obtain the amplitude autocorrelation function 
of the signal it is necessary to know its frequency 
power spectrum. For example, if we assume the drift 
velocity of the 'blobs' ensemble to be zero and the 
distribution of the random component of velocity 
to be Gaussian, the autocorrelation p(r) for 

E0 > (E ED+ 

is given approximately by 

where 
2 2 

Vo = Vs 

Similar expressions can, of course, be obtained for a 
much more general case when both the drift and 
random velocities are included. Similarly, a spatial 
amplitude correlation function can be obtained when 
the angular power spectrum of the transmitted wave 
is known. Suppose again that the spectrum is 
Gaussian, i.e. 

,i2W7- 90exP "eó) 

where 

p(r) = exp 8n2T2 
22 Vo 

  2  (29) 

and 

0(2) = 02 

Wo = W(0) d 0 

(30) 

o 
With eqn. (30) and on the assumption that the scatter 
amplitude components predominate (E0 < (E1)+) the 
spatial amplitude correlation function is given by 

4n2ee) 
 (31) p(e) = exp (— 22 

As we have pointed out earlier, P(o) = e-1 defines 
the scale of inhomogeneities 

2  eo — 2.700  (32) 

The above relations have been repeatedly confronted 
with the experimental data and, within the restrictions 
used in their derivations, found remarkably consistent 
and accurate. We should not construe, however, this 
observation to mean that similarly simple relations 
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will be valid for other plasma channels. The chances 
are that they will not, but the approach and the tools 
used in this example are applicable no matter what the 
properties of an individual channel may be. (See, 
for example, Ref. 25.) 

7. Conclusion 

In this review an endeavour has been made to 
identify and to interpret some of the factors which 
affect microwave communication in plasma channels 
normally encountered in aerospace applications. No 
claim is being made as to the completeness of this 
review; however, enough details have been included 
to illuminate the intrinsic complexity of such channels 
and to indicate the scope of the required characteriza-
tion. It is hoped that the impression of the telecom-
munication problems emerging from this review will 
have a stimulating effect on the future course of their 
investigations. It is quite clear that despite vigorous 
research a completely analytical characterization of 
real plasma channel is not possible at the present time. 
There are a number of parameters and effects which 
can only be ascertained empirically. This conclusion 
leads us to believe that an experimental programme, 
conceived along the experience charted here, merits 
more attention than it has received thus far. Needless 
to say, many of the present-day studies concerned 
with the attenuation by rocket exhaust, for instance, 
could profit from including in their programmes 
effects other than absorption which are of paramount 
importance to communication. There can be little 
doubt that such experiments would contribute to the 
solution of specific communication problems and also 
promote better understanding of plasma channels, in 
general. There are impressive precedents for this 
approach amply documented in the annals of 
ionospheric and tropospheric radio communication. 
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ERROR DETECTION 

The early detection of errors in data, for example 
during input and transmission, is possible when the data 
are provided with check characters which form an integral 
part of the data. These check characters should be formed 
from the original data in such a way that as many errors 
as possible are detectable. The conditions under which 
all commonly occurring types of errors, such as single-
character errors and 'interchange errors', can be detected 
with certainty are given in a Dutch paper and it is shown 
that the residual-error probability, which is inevitable in 
any checking method, can in this way be made very low 
(e.g. about 10-5: with one check character and less than 
10-7 with two). The use of suitable principles for the 
formation of the check characters allows this process to 
be carried out very simply in practice by an electronic 
system. Data verification units working on this principle 
are described, which serve not only to determine the 
check character but also to carry out the actual checking 
of the data, by means of a zero check. This gives optimum 
checking with one or two check characters using very 
simple equipment. 

'Data checking during input and transmission by means of 
one or two check characters', G. Renelt and J. Schrifeder, 
Philips Technical Review, 26, No. 4/5/6, pp. 156-63, 1965. 
(In English.) 

RANGE GATED M.T.I. 

Studies are made in a Swedish paper of a coherent 
moving target indication system with range gating, two 
slightly different alternative systems having been studied. 
System 1 has no device for pulse lengthening and Doppler 
filtering is introduced immediately after the range gating. 
System 2 has pulse lengthening after the range gating and 
the Doppler filtering takes place after the pulse lengthening. 

The studies revealed that in System 1 the signal/noise 
ratio in one of the range channels is determined principally 
by the limitation of bandwidth immediately prior to the 
non-linear detection. The influence of a large bandwidth 
prior to the range gating is of little significance. The 
optimal length of gate is approximately 0.9 of the pulse 
length ti„ when the pulses are regarded as rectangular. 

System 2 gives a signal/noise ratio which is dependent 
on the frequency of the Doppler shift. The mean signal/ 
noise ratio in the range channel is at most as large as the 
signal/noise ratio before the lengthening of the pulse. 

'Detectability of signal in noise when using range gated m.t.i. 
radar', A. Tórby, Ericsson Technics, 21, No. 2,1965 pp. 241-68. 
(In English.) 
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NETWORK ANALYSIS BY COMPUTER 

In an Australian paper methods of analysing passive and 
active linear networks are assessed for application in 
automatic computation. A versatile digital computer 
program is described, in which the elements of a three-
terminal two-port network are specified by element value 
and terminating nodes, and nodal elimination techniques 
are employed to compute the overall performance. 
Applications to networks with up to 20 independent nodes 
are illustrated, together with some discussion on com-
putational error. 

'Digital computer analysis of three-terminal two-port net-
works', J. V. Fall, Proceedings of the Institution of Radio and 
Electronics Engineers Australia, 26, No. 5, pp. 167-73, May 1965. 

PSYCHOPHYSIOLOGICAL CONSIDERATIONS 
IN STEREOPHONY 

The author of a Czech paper describes the results of 
psychophysiological and physical tests made to determine 
the influence of the microphone position and the distance 
of the sound source upon true localization, as well as the 
localization dependance upon the parameters in pseudo-
stereophony. The tests enabled a check to be made on 
the acoustical pressure course of microphones in relation 
to sound location and a comparison of the qualitative 
effects in pseudo-stereophony with those in three-channel 
stereophonic systems. The optimal recording conditions 
in three-channel stereophonic systems were verified by 
disturbing the recorded word with noise and spoken 
word. Conclusions of the psychophysiological evaluation 
were drawn from 89 000 tests. 

'The determination of acoustical conditions for sound 
recording in three channel stereophonic systems', F. Kolmer, 
Slaboproue Obzor, 26, No. 6, pp. 321-30, June 1965. 

ANALOGUE-DIGITAL CONVERSION 

Following a brief description of known principles for 
analogue-digital conversion, a new principle, the so-called 
division method, is outlined in a German paper. It is 
shown that the successive division of an analogue quantity 
by a natural number and subsequent subtraction of the 
remainder produced in each division, yields an analogue-
digital conversion. The theoretical outline is complemented 
by a brief discussion of the practical realization of such 
converters, and some experimental results are given. 

'A new method of analogue-digital conversion', P. Leuthold, 
Archiv der Elektrischen Übertragung, 19, No. 9, pp. 453-58, 
September 1965. 
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