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I am most appreciative of the honour given me by 
our members in electing me President of the Institution. 
I am even more conscious of that honour when con-
sidering the list of my distinguished predecessors in 
this office, all of whom are well known in the world of 
electronics. 

The standards set by my predecessors make my 
difficulty this evening something akin to sadism since 
a new President is required to justify himself from the 
very moment of his election. I am all in favour of the 
proposal of Colonel Raby that the President of the 
Institution should be allowed to give an account of his 
stewardship at the end of his term of office, rather 
than at the beginning. 

The argument in favour of the present procedure is, 
of course, to enable members to hear and read some-
thing of the views of their new President. Even this 
approach, however, made my heart sink for my 
predecessors have covered almost every facet of 
electronics—research; development; the achievements 
of the profession; the role of the engineer; the 
increasing need for specialization—all these aspects, 
and many others, have been covered and, as well, their 
forecasts for the future have frequently been proved 
brilliantly prophetic. 

It is when the full awareness of all this sinks home 
that the incoming President begins to wonder wildly 
what he can possibly do to escape this task which will 
undoubtedly reveal his inadequacy. It may even result 

* Managing Director, The Decca Navigator Co. Ltd.; Director 
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in his establishing a highly unfortunate record—that 
of being elected President and being asked to resign 
all in the same evening! 

However, as Doctor Johnson pointed out, we can 
be sure that when a man knows he is about to be 
hanged, it concentrates his mind wonderfully. And 
in my own case, that concentration has taken the form 
of a decision to break completely with the usual 
substance of Presidential Addresses. Instead I wish 
to discuss a subject which is, I believe, of paramount 
importance to our profession and to the growth of 
our industry. That subject is 'The engineer in state 
and private enterprise'. 

How State and Private Enterprise Differ 

You may recall that almost four hundred years ago, 
Francis Bacon said, in an essay: 

'He that hath wife and children hath given 
hostages to fortune, for they are impediments to 
great enterprises'. 

I think today one could paraphrase Bacon to the 
extent that: 

'He who relies on governmental support hath 
given a hostage to fortune for it may well prove 
an impediment to a great enterprise'. 

Now in so paraphrasing, I have no intention of 
denigrating in any way the assistance we have all had 
—some to a greater, some to a lesser extent—from 
Government. And I am well aware that a number of 
accomplishments could not have been achieved with-
out such help. 
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Let me also make it clear that the development of 
the radio and electronic engineering profession and 
industry owes much to the engineering contribution 
of the Armed Services, Government Research 
Establishments and various Ministries. Such cor-
porations as the Post Office, Cable and Wireless, the 
B.B.C., etc., have also given invaluable help to 
industry, although in principle their efforts are pri-
marily to help their own business. 

I also acknowledge, of course, the great part 
played by many Universities in co-operating with 
industry—not necessarily, however, involving Govern-
ment machinery. 

Because of the different approaches of governmental 
and commercial enterprises to their particular business 
there is an incompatibility which can be, and often is, 
detrimental to the advancement of a project. How-
ever sympathetic or enthusiastic a government 
department may be for a project, it is, for instance, 
less concerned with the time factor than is private 
enterprise. This is because the very structure of the 
civil service business quite rightly starts by ensuring 
that public funds are properly spent and used to the 
best advantage. All too frequently this pre-requisite 
breeds a caution which often becomes so exaggerated 
that by the time the project has been surveyed from 
every possible aspect by a series of committees, the 
chance may well have been lost. Success in private 
enterprise can only be achieved by not only securing 
value for money, but also meeting competition by 
minimal delay in decision taking. 

The essence of survival in an increasingly com-
petitive world, and surely few worlds can be more 
competitive than that of electronics, is the assessment 
of an opportunity, the decision to grasp it and the 
drive to push it forward to its logical conclusion. This, 
of course, is much easier said than done and par-
ticularly in the face of opposition from those to whom 
any element of risk is anathema. But it is abundantly 
true, as you all know, that there are very few stone 
certainties in business; some element of risk is one of 
the facts of life and, indeed, the old saw `No accumula-
tion without speculation' is not too far off the mark. 
Equally, however, there is at times a very fine dividing 
line between what I might term the reasonable risk 
and the outright gamble, and I suppose that it is the 
recognition of this which distinguishes the true 
captains of industry. 

At the risk of sounding parochial I must, in this 
context, illustrate my point by referring to the Decca 
Company and, in particular, to Sir Edward Lewis, the 
chairman. He has written a book called 'No C.I.C.' t 

t C.I.C. = Capital Issues Committee—set up by the British 
Treasury in the 'fifties to regulate company expansion. 
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which, although its main purpose was to show how the 
steady increase of government restrictions in the post-
war years would have prevented a company like 
Decca from surviving and growing, the book is also 
a wonderful account of the determination of one man 
not to let a business he had started fail, even when 
the odds against him seemed insurmountable. 

If we examine such enterprise on a credit and debit 
basis we will see that it brings with it many more 
benefits than those which may be immediately 
apparent. For not only does its exercise permit the 
company concerned to operate on an unrestricted basis 
in an ambience in which, as I have said, time is often 
of the essence, but from this there is engendered a 
spirit of what, for want of a better term, I might 
describe as 'press on', which permeates the entire 
organization. In the laboratories and the workshops 
and the factories there is scope for initiative and free 
thought, for inventiveness and for the pursuit of the 
best possible end by the best possible means. 

By contrast, the cushioning effect of reliance on 
governmental support can—human nature being what 
it is—stultify initiative and enterprise. Understand-
ably, delays in obtaining state support are very often 
protracted and engender apathy in engineers to the 
detriment of the final project. 

All of us have had experience of really good 
concepts, which have been disregarded, slowed down 
or allowed to atrophy. For example, consider the 
dollar expenditure that could have been saved and the 
revenue that might have been earned from exports by 
proceeding with the TSR 2. Certainly if it had been 
possible to have handled it as a free enterprise project 
it would not have been abandoned when success was 
virtually within grasp. 

The Electronics Industry and 

Private Enterprise 

Starting with wireless and developing into radio and 
electronics, the industry with which we are all 
associated was developed as a free enterprise. In the 
book `A 20th Century Professional Institution'2 there 
is also evidence of the enterprise of our founder 
members in pressing the then President of the Board 
of Education to recognize radio engineering as a 
discipline which should be taught in technical colleges 
and universities. But even in 1937 Government 
departments were still doubtful as to whether radio 
was a sufficiently important subject to warrant special 
faculties and departments in our educational system! 

Electronics continues to offer vast scope for 
creating wealth. Indeed, the application of electronics 
to every other field of human endeavour is almost 
beyond comprehension. If we in Britain are to get 
our fair share of this huge potential, we must be given 
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every opportunity and seize every chance quickly and 
resolutely. Perhaps we may make mistakes, but there 
is considerable truth in another old saying: 'The man 
who never made a mistake never made anything'. 

My view is that the engineer must be given freedom 
to develop his talents. I say this not simply to secure 
commercial glorification of an industry. As individuals 
we must first ensure the wellbeing of our country, and 
this can only be done if there is freedom to seize 
opportunities. If we are even to maintain, let alone 
improve our standard of living, we must secure a 
transfusion of funds from export; our ingenuity, our 
know-how, our manufacturing expertise must be 
harnessed to that end. 

Britain—and I need hardly remind you that I speak 
as an American and can therefore be absolved of any 
chauvinism in what I am about to say—Britain has 
led the world in inventiveness in electronics, as in so 
many other spheres. It is, in fact, a salutary exercise 
for any non-British electronics engineer such as 
myself to survey the span of developments in this 
field and to see how many of them originated in, or 
from, this country. We do not obtain, from such 
inventiveness, anything like the measure of return 
which is our due; too often, it seems to me, others are 
allowed to cash in—literally—on these ideas either 
because they haven't been pushed hard enough by 
those who produced them, or because the govern-
mental support for which they sought has taken much 
too long to obtain. 

There are, of course, many projects which no 
company, unaided, can implement without governmen - 
tal help. But Government and industry together must 
hammer out some modus operandi whereby we can 
short-circuit the delays which are seemingly inherent 
in attaining such support. Even if we can at least 
obtain a firm negative quickly it will enable us to 
turn our attention and endeavour to other more 
productive causes. Vacillation and procrastination 
are not only thieves of time, initiative and enthusiasm, 
but are export 'killers'. 

Enthusiasm and Enthusiasts 

Which brings me to another of the essential off-
shoots of the free enterprise philosophy. Enthusiasm. 
Now I realize that in an increasingly cynical world, 
enthusiasm is almost a dirty word. It is, today, 
generally used in the pejorative sense. To be branded 
as an enthusiast means so often to be categorized as a 
sort of latter-day social pariah. To the extent even 
that when one produces a dialectically unanswerable 
argument it may be dismissed with a light laugh and 
the seemingly definitive statement: 'Well, of course, 
he's an enthusiast'—as if that statement were a 
substitute for logic! 
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I do not know of any major achievement in man's 
history that was accomplished without the enthusiasm 
of individuals for a particular cause. By contrast, 
there are many, many examples of the enthusiast 
having to fight for his cause—through thickets of 
obstructionists; denigrators; cold-water pourers and 
the like. It is also seen that, when he had proved his 
point the hard way, the noise of those same erstwhile 
detractors leaping on the band wagon was almost 
deafening. Even worse, however, is the list of 
enthusiasts whom history has proved to have been 
right but who failed, despite every effort, to prevail 
against the forces of apathy or indifference. 

Enthusiasm is the basic quality which has enabled 
man to conquer so many enemies; surmount so many 
barriers; expand so many horizons. From it has come 
the ability to reach the stars and, in that regard, I 
think that all of us can take some measure of pride in 
the part which electronics have played in landing 
men on the moon. Who could possibly have thought 
that less than seventy years after Marconi transmitted 
those first, faltering signals across the Atlantic, 
countless millions of people on earth would be 
watching, and listening to, astronauts on another 
planet ? 

And in the achievement of that end, could anyone 
possibly discount the part which enthusiasm played in 
over-riding all the myriad objections to its attempted 
accomplishment? Those of us concerned with the 
Institution's 1961 Convention on 'Radio Techniques 
and Space Research' recall only too well the cold 
charity we received from Government and other 
sources in organizing our programme. The Institution 
was described to me as 'a bunch of enthusiasts'! 

A Case History: 
The Decca Navigator Story 

One of the most outstanding examples that I have 
met of enthusiasm was the fundamental work of my 
colleague, W. J. O'Brien in his basic work of develop-
ing what is now known as the Decca Navigator 
System. Basically, O'Brien invented in 1937—and I 
would like to repeat 1937—a system for measuring 
the speed of aircraft flying between two synchronized 
radio transmitters. There is no need for me to repeat 
tonight the technical data as this was given by Mr. 
O'Brien in his paper at the Institution's first post war 
Convention—in May 1947—for which he was 
awarded the senior Premium of the Institution.3 
On the day war was declared O'Brien started a 

write up of a position-fixing system based on his 
earlier work, and sent it to me in London as he 
thought it would help Britain. I very much believed 
in the idea and submitted a detailed proposal to the 
Air Ministry in October 1939. It was assessed by 
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Robert Watson-Watt—who certainly gave a very 
quick decision—which was that the system just 
wouldn't work! There was at that time, of course, a 
number of promising navigational aids in process of 
being developed and one of them, the Gee system, 
attracted Watson-Watt because it used pulses as does 
radar. 

This turn-down meant that we were unlikely to get 
sufficient official support for even a transmitting 
licence. It was also very difficult for me to get out to 
America—but this is another story. Suffice to say I 
did manage it and with Bill O'Brien started an 
experimental laboratory in Los Angeles. We produced 
two low-powered transmitters which we set up on a 
farm nearby and one receiver which was installed in 
a motor car. We were able to demonstrate the 
existence of the hyperbolic lines and the very high 
sensitivity of the receiver indicator to any deviation 
from one of them. 

After showing the equipment to a representative of 
the British Embassy, I returned to England in Sep-
tember 1941, and armed with proof that the system 
would work I again tried to interest the Air Ministry 
and the Navy. 

It was perhaps not coincidence that the Royal Navy, 
which undoubtedly was the pioneer of the original 
wireless effort in Great Britain, gave us our first 
official encouragement. I cannot express adequate 
appreciation for the help then given by the old 
Admiralty Signals Establishment. In July 1942, our 
set-up in Britain was joined by Bill O'Brien who 
originally came over from America to spend three 
months helping us, but who has stayed with our 
Company ever since. 

The next developments have been graphically 
described by Sir Edward Lewis:' 

'In September transmitters were set up in Anglesey, 
a receiver installed in a Dutch trawler, and the first 
full-scale trial took place, the target being a lighthouse 
off the Isle of Man at about 50 miles range. Navigating 
solely with the aid of this new and revolutionary 
Decca equipment, the trawler moved accurately to 
its destination in a heavy swell and strong currents. 
The Air Ministry representatives commented that the 
system was too accurate for them. The Post Office 
representatives stated that they had something in the 
development stage still better. Fortunately the 
Admiralty decided that we must press on with further 
development work with all possible speed, and that 
we did. Six months later, in the Spring of 1943, the 
Admiralty carried out further trials with H.M.S. 
Saltburn up to a range of 200 miles off the west coast 
of Scotland. These trials were again entirely successful. 

'Finally, after a full-scale invasion exercise in 
January 1944, the Decca Navigator had proved so 
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successful that the vital decision was made by the 
Admiralty to use the system in critical operations 
connected with the landings of the British Army in 
Normandy. Special transmitting gear had to be 
designed and manufactured and new receivers made 
and tested. Time was short, but the stations were set 
up and the ship installations produced on time. 
When "D" Day arrived the Decca Navigator was 
there, first guiding the leaders of the minesweeping 
flotillas, and then guiding the first landing craft 
through the narrow mineswept lanes to their exact 
locations on the Normandy beaches with the pheno-
menal accuracy of some twenty yards. D. H. Toller-
Bond at A.S.E., Haslemere, had worked closely with 
us and had been responsible for setting up the stations 
for "D" Day. It was an exciting time, for as soon as 
we picked up the continuous transmissions we knew 
that the invasion was under way.' 

Obviously, within the limitations of this Presidential 
Address I have not gone into technical detail, nor paid 
sufficient tribute to the very closely knit team which 
O'Brien and I set up to develop the Decca Navigator 
System. I have already been invited by the Institution 
to give a separate discourse on the history of this 
venture and I hope to accept the invitation at a later 
date. For the present, I will confine myself to referring 
to two other papers which have been published in the 
Institution's Journal.4.5 I repeat that this whole 
concept, which in the end played such a great part in 
the invasion of Europe and ending the European war, 
was only successful because of the determination and 
enthusiasm of individuals, coupled with private 
enterprise which managed to overcome official 
discouragement. 

This very personal instance—not the only one I 
have experienced, is the reason for my putting forward 
this thesis which urges the need for the enthusiastic 
engineer to be given freedom to exploit his natural 
talents. Discovery cannot be made by order or 
regulation, nor can the engineer's ingenuity be 
trammelled by limitation of opportunity. 

The Fallacy of Mergers 

I deeply regret that my generation has also seen the 
birth of another phenomena likely to hamstring the 
enthusiastic engineer or indeed, deter the recruitment 
of young people into our profession. I describe this 
phenomena as `Gadarene Swine-manship'. This 
manifests itself in a seemingly almost frenetic com-
pulsion—not to dash over a cliff as did those un-
fortunate animals—but to huddle together in a larger 
and larger conglomerates in a positive fury of 
gregariousness. And, by a curious paradox, the more 
entities such conglomerates absorb, the more amor-
phous they become. 
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However satisfying such amalgamations may be 
in terms of high finance, I cannot believe that they 
always lead to greater efficiency or to the ultimate 
good of the entire industry. It really saddens me to 
see such famous names as de Havilland and Vickers 
disappearing like so many Excaliburs in a sea of 
take-over bids. What is even more serious is that the 
competitive spirit may also be submerged in the welter 
of mergers. The cynical maxim: 'If you can't beat 
them, join them' brings us, like most cynicism, to a 
dead end, for it leaves unanswered the highly pertinent 
question: 'What happens after you HAVE joined 
them?' 

Elimination of competition creates fertile ground 
for the procreation of time delay, decision making 
committees, rejection of the enthusiast, and all the 
dangers inherent in governmental control. There is, 
moreover, an added danger; that of discouraging, if 
not suppressing, the acorn of an enthusiastic idea 
because mammon is too big to worry about cultivating 
the oaks of the future. 

And yet, was it not the acorn of broadcasting and 
simple wireless receivers made by small competitive 
firms which led to the international oak forest of the 
twentieth century electronics industry? Have we 
already forgotten the pioneer work of the British 
Broadcasting Company, the danger of monopoly 
when it became the British Broadcasting Corporation, 
and the public demand for and political recognition 
of the Independent Television Authority? What was 
deemed to be in the public interest is surely applicable 
to giving the qualified engineer wide and competitive 
scope in which to prove his ability and ideas. 

Obviously there are areas of engineering develop-
ment or research where a combination of effort can 
be, and is, to the overall good, and I will be referring 
in a moment to the means by which this can be 
further improved. I hope, however, that I have 
indicated the problems which will arise if there is a 
continuous process of mergers and 'take-overs'. It 
will result in feather-bedding which may stifle 
initiative and enthusiasm, and the pride in belonging 
to a close knit-team, as against being merely one of a 
vast throng which is a breeding ground for private 
pique and a human rat race. 

The profession of .radio and electronic engineering 
has grown and thereby thrived on inventiveness, 
initiative and enthusiasm. Like liberty, the price of 
these, it seems to me, is unceasing vigilance. We must 
ensure that we preserve the ambience, the milieu, in 
which these qualities may continue to flourish, for 
with them we can achieve almost anything, and with-
out them very little of real progressive worth. 

Some Solutions to the Problems 
Having recognized the problems facing electronic 
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engineers in State service and in private enterprise, I 
would like to adopt engineering practice by suggesting 
solutions to the problem. First, that we must continue 
to persuade Government actively to support any 
engineering venture which either helps the defence 
services or is of benefit to the nation as a whole, but 
which is of a financial magnitude which cannot fairly 
be borne entirely by industry. 

Secondly, that we should ourselves be aware of the 
future requirements of such Corporations as broad-
casting, Post Office, etc., so that industry can meet 
their needs. 

Other than these two basic facts, there must be 
encouragement for competition in private industry so 
that the incentive is there to develop new ideas and 
to encourage the enthusiast. In other words, within 
private industry there should be the type of organiza-
tion that can foster the acorn to which I have already 
referred. 

Last—perhaps it should have been put first—is the 
need to understand and help the requirements of 
industry at large and the public—in other words, the 
consumer. In the end it is always public demand that 
wins and private enterprise must be left free to meet 
public demand. 

The Role of N.E.C. 

Now all of these requisites that I have mentioned 
have, in fact, found expression in the formation of the 
National Electronics Council. Since the Institution 
has given so much support to N.E.C., and it is more-
over headed by one of our most illustrious Past 
Presidents, I hope I may be forgiven in saying that 
my admiration of N.E.C. is only disturbed by my 
own feeling that N.E.C. itself is in danger of being 
hamstrung. 

I would first remind you that N.E.C. was not the 
creation of Government or Corporation. It was the 
expressed desire of private enterprise to meet with 
Government and Universities to discuss common 
problems in the electronics field. Very wisely, the 
scope of N.E.C. has been widened to incorporate 
major users of electronic equipment and even extends 
to helping industry and Government in the problems 
of recruitment to the engineering profession. 

But is this enough? Here we have an independent 
organization, assisted by Government and supported 
by all the representatives of industry, universities, etc., 
that I have already mentioned. It is never in possession 
of the complete picture of electronics economics and 
development because there are numerous other 
councils or committees, all Government originated, 
which are supposed to have some concern with the 
wellbeing of industry and therefore of the engineers 
employed in it. 
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The National Electronics Council, under the 
Chairmanship of Lord Mountbatten, has been the 
broker to arrange a 'marriage' between Government, 
universities and industry on such things as selective 
dissemination of information, colour television, 
computer usage etc. Is it, however, a complete 
'marriage'? Or will it not be so until it also gathers 
within its counsel all the things which will help— 
such as education, manpower, economic viability, 
exports, etc. Surely all of these things must come 
within the framework of N.E.C. so that there is 
continuity within both Government and industry on 
policy matters which affect the same interests sitting 
around the same table to argue out problems which 
not only affect the wellbeing of the electronics 
industry, but the wellbeing of Great Britain. 

I can only hope that with the power of N.E.C. and 
all the other Government Committees concerned with 
electronics, we shall make better progress. Electronics 
is a young and very specialized business; neither in 
Government nor in the conglomerations to which I 
have referred should we put back the clock by regard-
ing electronics as a tiny little off-shoot of some other 
major interest. Electronics is a major faculty, a major 
industry, and a vital necessity to the country's 
economy. It is imperative that we do not dampen 
the enthusiasm which is the specialization of the radio 
and electronic engineer. 

The Engineer and his Contribution 

I believe that the Chartered Engineer recognizes his 
ability to contribute to the wellbeing of the community. 
His contribution is, however, hindered by economic 
resources which are so easily found in war but 
apparently so hard to find in peace. If therefore, we 
engineers are to live up to our Charter to advance 
science for the benefit of mankind, we must wrestle 

with the problem of peace-time economics. Otherwise 
we shall remain in our present apathetic state with an 
inability to encourage initiative and end by being only 
assemblers of the ideas of other nations. 

It is perhaps in this spirit more than any other that 
I believe we must not be afraid to evaluate the problem 
of the engineer in Government and the engineer in 
private enterprise. Without the manufactured 
products of the engineer, without the produce of the 
farmer, or other indigenous effort, there cannot be 
the profit by which Government obtains its necessary 
revenue. I argue, therefore, that Government must 
do more to encourage engineers to reap reward for 
their efforts in private industry and thereby provide 
the basis of a happy marriage between the nationalized 
or neo-nationalized effort and the enthusiasm of the 
private sector. Only in this spirit can we accomplish 
as much in peace as we do in war. 

It is my constant hope that together, irrespective of 
race, colour or creed, engineers will find a way to 
give every man full opportunity to use his abilities for 
the benefit of all people. 
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Extendable Cybernetic Machine 
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an 

The possibility of using sinusoidal signals in the memory circuits of a 
cybernetic associating-machine is examined. Possible methods and the 
associated difficulties are discussed, and the future possibilities of such 
machines are considered. 

List of Principal Symbols 

Sa, Sb stimulus signals 
Sa, Sb effect signals 
R(S„, Sb) recorded signals 
P(A) probability of occurrence of A 
P A(B) probability of occurrence of B, given A 
P(A & B) probability of joint occurrence of A and B 

number of inputs 
frequency a 
angular frequency 2/rf, 
sinusoidal voltage, amplitude V 
constant 
input signal 
output signal 
forward gain 

feedback gain 
delay time. 

1. Introduction 

When examined closely, much of the work on 
trainable learning machines' is seen to belong to a 
single class. This might be called the 'adjustable-
weight, majority logic' approach. Such systems are 
not well adapted to operation under changing con-
ditions once the training period is over.2 

The machines envisaged in the present research use 
a different approach, based on a simulation of 
Pavlovian conditioning by association. 

2. Basic Requirements 
The initial basic requirements of the associatory 

learning machines envisaged here are: 

(1) Some means of detecting coincidences between 
the occurrences of a number of input stimuli. 
The machines should preferably be capable of 
extension to operation with large numbers of 
inputs. 

t Department of Electrical Engineering, The University of 
Aston in Birmingham, Birmingham 4. 
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(2) Means of recording these coincidences. The 
means adopted should ensure that there cannot 
be confusion between the recordings correspond-
ing to coincidences between different pairs of 
stimuli. 

(3) Means of making use of any recorded coinci-
dence if any of the input stimuli occur in the 
future. 

(4) A machine should operate on a probabilistic 
basis. It is not required that, once stimulus 
signals S. and Sb have coincided, stimulus S„ 
should always inevitably produce effect sb 
corresponding to stimulus Sb. Rather it is 
required that the probability of production of 
effect sb by stimulus S. should increase with the 
past frequency of occurrence of the coincidence 
(S„, Sb). 

(5) An additional desirable factor would be that 
older recordings should decay slowly, so that 
they are of less importance than are more recent 
recordings. In effect, such a process would help 
to avoid overloading of the memory. It is not 
essential to incorporate such a 'forgetting' 
process into initial work, though the eventual 
need must be kept in mind. 

(6) In a similar way, it might be required later to 
introduce an inhibitory process. 

It should be noted that freedom from error after 
training is not taken as a requirement. In the bio-
logical case, the occurrence of occasional small errors 
of operation appears to be an essential feature of the 
continuous re-training which is required in order to 
cater for slow changes of environment.3 

3. Detailed Statement of Requirements 

In an associatory learning machine, if input signals 
S,„ and Sb occur simultaneously, then a record R(S„,Sb) 
must be made. This record must be kept available so 
that if signal Sa occurs alone at a future time, then the 
effect Sb of signal Sb can be produced even though 
signal Sb is not actually occurring. 

The recorded signal should be characteristic only of 
the associated input signals. For example, if the input 
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signals are S., Sb, S„ Sa...S„ then it must be true 
that the recorded signals 

R(S„,... Sb) R(Sx,... Si,) 

where Sx,... S, are any signals other than So . Sb. 
It should be noted that this relationship must be ful-
filled even if, to take a simple two-member example 
x = a but y & b. In this case again, we must have: 

R(S„, Sb) (R(S,„ Sy). 

Thus any particular recorded coincidence R(S,,.. . Sb) 
must be exclusive to a particular set of signals So Sb 
and must never correspond to any other set, including 
any set which differs from the original set by only one 
member. 

It is an additional requirement that each and every 
subset coincidence should be separately detected and 
recorded, since each of these provides information 
which might be required by the machine at some 
future time. Indeed in the case of an organism, subset 
coincidence might be of vital future interest. Con-
sequently it is necessary to arrange that 

R(Sa, Sb, S„ = R(S,„ Sb)+ R(50, S) +... 
+R(S,„ Sz)+R(Sb, Sz)+ 
+ R(Sb, SO+ ... R(Sb, Sz) + 
+ R(Sz, S) +. R(S„ Sz) + 
+ + R(Sy, Se). 

It is sufficient to ensure that associations are re-
corded in pairs. This will include associations in 
threes, fours, etc., provided that there is a high 
probability that each and every pair association is 
always recorded. One effect of this requirement is 
that the device is then capable of pattern completion 
or of operating on incomplete patterns of input 
stimulation. 

An example will help to illustrate the requirements 
and difficulties. Suppose that there are four possible 
input signals Sa, Sb, Sc, Sa, and that the following 
associations occur: 

R(S„, Sb), Se), R(S.,, Sc, Se). 
Now if all subset pairs are separately recorded, then 

R(S,„ Sz, Se) = R(S, Sc)+R(S„, Se)+ R(S„ Se). 

If this condition is met, then at some point in the 
future input signal Sa appearing without input signal 
Sc will be capable of producing association Sa, so 
that wrong information is stored. Signal S. should 
not produce signal Sa unless signal Sc is also present. 
Thus it is necessary to ensure that 

R(S„, Sb, So . . .) R(59, Sb)+ R(S„, S) +. 

It should be noted, however, that if this require-
ment is rigidly enforced then the machine will in-
herently only be capable of a minimal amount of 
pattern-completion. 

10 

It can be seen that there appear to be conflicting 
requirements: 

(1) All subset pairs should be separately recorded, 
since every pair can provide useful information 
for pattern-completion. 

(2) Subset pairs should not be separately recorded, 
since it is possible for a pair to provide incorrect 
information. 

In the animal, it is possible that the conflict is 
resolved by the three features of probability, inhibition 
and forgetting which were mentioned in the previous 
section. 

Since the best method to resolve the conflict in an 
associatory learning machine is not known at this 
stage, it is desirable that all three features should be 
capable where necessary of separate introduction, 
modification and elimination at a later date. Com-
parative tests can then be carried out. 

4. Conditional Probability 

It is necessary to consider cases such as: 
A ****** 

B  ********************* 

S  

where the * indicates occurrence. It is sometimes 
suggested that, since at time T 

PA(B) * PB(A), 

then these two probabilities should be recorded 
separately. No doubt from a simple and purely 
mathematical point of view this is correct, but such a 
view ignores the physiological phenomenon of 
'forgetting', which seems to be a vital action in animal 
systems. If the point T is far enough removed in 
time from point S, the early association between A 
and B would be almost completely forgotten by any 
animal system. We have no information on the exact 
law of forgetting, but it is tempting to postulate an 
exponential decay of memory traces. 

Now at point S, PA(B) = PB(A) 

but at point T, P A(B) < PB(A). 

Thus any scheme involving the use of such conditional 
probabilities necessitates the provision of separate 
storage facilities for PA(B) and PB(A), and it gives a 
unidirectional form of storage. 

To avoid such a preferential form of memory, and 
to give an improved economy of storage, it is suggested 
that the memory system ought simply to store 
P(A & B). Then at point S above, P(A & B) = 1 

but at point T above, P(A & B) = 6/21, 
i.e. P(A & B) has decayed because of non-occurrence 
of the coincidence. Thus it is proposed that storage 
facilities are provided not for conditional (or uni-
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directional) probabilities, but rather for joint (or bi-
directional) probabilities. 

If there are N inputs A, B,C,...N, then the 
conditional or unidirectional probabilities are 

PA(B), PA(C), PA(D), • • • P A(N), 
PB(A), PB(C), PB(D), PB(N), 

PM), etc. 

There are therefore MN — 1) unidirectional proba-
bilities to be stored. 

However, the bidirectional probabilities are 

P(A & B), P(A & C), P(A & & N), 

P(B & C), P(B & & N), 

P(C & D), ... etc. 

There are therefore MN —1)/2 of these bidirectional 
probabilities for which storage provision must be 
made. The storage capacity ratio between bidirectional 
and unidirectional methods is therefore one-half. 

5. Learning and Forgetting Curves 

If it is assumed that the quantity to be stored is 
P(A & B), then it is possible to draw learning and 
forgetting curves for different circumstances by 
plotting the value of P(A & B) against time. This is 
done in Fig. 1. It is assumed here that the stimulus B 
is repeated continuously while stimulus A appears as 
a short train of stimuli. The shape of the resulting 
probability curve depends on the instant of occurrence 
and the length of pulse train A. Transfer from a 
learning curve to a forgetting curve takes place at the 
end of the A pulse train. 

It should be noted that the relationship between the 
probabilities PA(B) and P(A & B) is given by 

P(A & B).  
PA(B) — p(A) 

Now the quantity P(A) is always fractional or equal 
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Fig. 2. Probability relationships for a particular case. 

to unity, so it follows that 

PA(B) P(A & B). 

The curves of Fig. 2 illustrate the relationships for 
a practical case. 

It will be desirable to introduce such probability 
relationships into the operation of the machines 
envisaged here. While it is not absolutely necessary 
to incorporate these arrangements at the commence-
ment of the work, the methods adopted must not 
prevent such incorporation at a later stage. 

6. Use of Sinusoidal Recording 
In early attempts to produce an associatory learning 

machine, the writer made use of the properties of 
non-linear electrical circuits. For example, if two 
sinusoidal voltages having different angular fre-
quencies are added together and applied to a squaring 
element such as a Hall crysta1,4 then only one of the 
output terms has a low angular frequency. This term 
can easily be separated out by filtering. The fact that 
such filtering is necessary if the low-frequency term 
is to be separated out might make it unnecessary to 
use expensive squaring devices such as Hall plates 
and make it possible instead to use any simple non-
linearity which will introduce cross-modulation. 

Now consider a number of sinusoidal oscillators 
each producing a different angular frequency co„, 

2 whenever it is energized by the occurrence of an 
input. If the outputs at frequencies co. and col, of 
any two oscillators are applied simultaneously to a 
non-linear modulator, then a modulator output 
containing the angular frequencies 2coa, 2co co -I- co -- • b 
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Fig. 3. Block diagram of association-recording machine. 

and wa—cob is obtained. The latter, low-frequency 
term can be filtered out from the rest. 

6.1. Possible Association-recording Machine 

The basis of a possible association-recording 
machine based on the use of this simple non-linear 
modulator principle is shown in Fig. 3. If, for ex-
ample, oscillators a and b are energized simultaneously, 
producing signals at angular frequencies of coa and 
wb, then a signal of frequency co.— cob is recorded on 
the magnetic tape loop. The signal wa— cob can then 
be picked up from the tape via the replay arrange-
ments at any time in the future to indicate that the 
two oscillators a and b have been simultaneously 
energized at some time in the past. 

Before considering further how the recorded 
information might be used, it will be as well to con-
sider obvious difficulties with the system described. 
There are two main problems: 

(1) The recorded information can be ambiguous if 
the frequencies We. wz are not carefully chosen. For 
example, if coe—cob = coy— wx, then there is no way 
of distinguishing between recorded signals indicating 
an association of c with b and those indicating an 
association of x with y. In order to avoid such 
ambiguity, a careful choice of oscillator frequencies 
is necessary, and this choice is not easy if a large 
number of inputs has to be handled. 

(2) In the system as shown in the diagram, it is 
necessary to record newly-acquired information on 
to the magnetic medium directly over older recorded 
information, without first erasing the latter. This 
procedure introduces problems of partial erasure of 
older information and of loss of information due to 
tape saturation, and it is therefore not a desirable 
mode of operation. 

In order to avoid the first difficulty, it is necessary 
to construct tables of numbers having exclusive 
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differences (or possibly exclusive sums). To illustrate 
the problem, a simple difference table, ignoring har-
monic effects, is given below. 

f Differences 
10 
11 1 
13 2 3 
17 4 6 7 
22 5 9 11 12 
30 8 13 17 19 
40 10 18 23 27 
54 14 24 32 37 
69 15 29 

The above difference table has been constructed by 
inserting at the beginning of each line of differences 
the first difference integer which has not previously 
been used in the table. Inevitably, eventually one 
encounters a number which has previously appeared 
and which is not therefore available. The final entry 
(29) in the above table is such a case, 29 having been 
used two lines previously. 

In the above example, there are only eight integral 
values of f which can be used from the 44 equally 
spaced frequency channels nominally available. 
There are different ways of constructing such tables. 
For example, the second line of differences could 
have started with 3 instead of 2, giving: 
f Differences 
10 
11 1 
14 3 4 
19 5 8 9 
25 6 11 14 15 
32 7 13 18 21 22 
42 10 17 23 28 31 32 
44 2 12 19 25 30 33 34 
Here the difference 2 has been introduced near to 

the end of the table. Eight channels are now available 

20 
29 30 
41 43 44 
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OUTPUT 

from only 34 instead of the 44 channels required by 
the previous table. 

It is of interest to consider the effective channel 
utilization in the cases considered. The utilization 
can be defined as 

number of usable channels  
channel utilization — 

number of available channels 

Then for the first case considered above: 

No. of channels 1 3 7 
Usable channels 1 3 6 
Utilization % 100 100 86 

while for the second case above: 

No. of channels 1 4 9 
Usable channels 1 3 6 
Utilization % 100 75 66 

Consider yet another possible difference table: 

2 
3 
4 
6 
8 

11 

For this case: 

No. of channels 
Usable channels 
Utilization % 

12 20 30 44 
10 15 21 28 
83 75 70 63 

15 22 32 34 
10 15 21 28 
66 68 66 82 

difference column in order to equalize the spacing of 
the channels as far as possible. If the original 
frequencies f could always be equal in value to the 
logarithms of prime numbers, then they would always 
have exclusive sums. Unfortunately however, such 
frequencies would be non-integral. In addition, the 
channel spacing would decrease as the numbers 
increased. These facts make the log (prime) approach 
of little value even though published tables of such 
numbers exist.' 

The absolute values of frequencies f would of course 
be of little importance, since the table of differences is 
the real basis of construction. In order to use other 
frequencies, the whole table can be multiplied by a 
constant, or a constant can be added to the f column. 

It should perhaps be mentioned that a fairly com-
plex modulation method is required for direct utiliza-
tion of the simple difference tables given above. 

5 7. Continuous Re-recording 

7 9 The recording of newly-acquired information over 
10 13 15 previously-recorded information introduces difficulties 
14 18 21 23 as mentioned earlier. In order to avoid such problems, 
19 25 29 32 34 the more complex arrangement shown in Fig. 4 was 

considered and tried. 

2 5 9 15 
1 3 6 10 

50 60 66 66 

23 
15 
65 

34 
21 
39 

6.2. Discussion of Difference Tables 

The difference tables given have been constructed 
empirically, and such a process could be programmed 
on to a digital computer. However, it was felt that 
such a fundamental problem of channel selection 
should be avoided at this stage of the work. One 
requirement is the eventual extension of the number 
of available channels at least to twenty and preferably 
beyond, while limiting the necessary total number of 
channels. It would also be desirable if possible to 
limit the rapid increase of the values in the first 

INPUT LINEAR I.  
FNRNM-LIN. ADDER  

RECORD 
AMP 

REPLAY 
AMP. 

f RECORD REPLAY 

Fig. 4. Basis of more complex association-recorder. 
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Here, the information recorded on the tape is 
picked up by a replay head. In addition to being taken 
to the output for external use, the replayed information 
is added linearly to new inputs and the sum is recorded. 
An erase head ensures that the tape is magnetically 
'clean' before it reaches the recording head. With 
this system, the entire information about the past 
action of the machine is stored on the short length of 
tape between the record and replay heads. Such an 
arrangement can be thought of as being analogous to 
the neural recirculating loops believed to form part of 
the short-term memory system in animals. 

7.1. Electronic Recirculating Storage 

Consider a positive feedback system having an 
input signal VI, a forward transfer function 
A exp (—sT), and output signal 110, and a positive 
feedback function B. For such a system, the real 
frequency response is given by 

„NI 1+ A2(1+ N)B2N _ 2A0 +N)/3" cos coNT Vo = 
1+ A2.132 — 2AB cos co T 

—  

Here, because of the finite bandwidth of any practical 
system, it has been assumed that terms of the expan-
sion above exp (—(N— 1)sT) can be ignored. 

In the special case where A = 1 and B = 1, the 
relationship simplifies to 

11,0 _ 1sin coNTI2 

iV1 sin oT/2 
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-10 

Fig. 5. Response of limited-bandwidth recirculating loop. 

To illustrate this relationship, a curve showing the 
function for the special case where N = 10 is plotted 
in Fig. 5. 

Unavoidable non-linearities cause signal degrada-
tion in a closed-loop recirculating system. Saturation 
must cause eventual distortion of stored signals if the 
overall loop gain exceeds unity. If the loop gain is 
less than unity, then the recirculating information is 
subject to decay. Although the decay is a desirable 
feature, if it is not to be excessively rapid, then it is 
necessary to maintain the value of the loop gain only 
very slightly less than unity. 

Additional difficulties can be introduced by the fact 
that, as shown above, the response of a sinusoidal 
recirculating scheme is not at all constant with 
frequency. 

7.2. The Effect of Noise 

In a recirculating system of the type discussed 
above, it is of interest to consider the ratio: 

r.m.s. output noise 
— (1 — il2B2)-+ 

r.m.s. input noise 

This ratio is plotted against the value of AB in Fig. 6. 

It can be seen from this curve that if the loop gain 
AB approaches unity, then the r.m.s. noise is increased 
excessively by the positive feedback. Since the loop 
gain is required to be only very slightly less than unity 
in this system, the method of direct application of 
positive feedback to a linear system cannot be regarded 
as a desirable way of remembering occurrences. 

8. Practical Work with Sinusoidal 
Re-recording 

Preliminary investigation of the possibilities of the 
continuous re-recording method was carried out using 
two different forms of commercial magnetic recorder. 
One was a magnetic disk recorder which was intended 
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originally as an early 'portable' dictation machine. 
An additional recording head was fitted to one of 
these machines, together with additional electronic 
amplification. This machine had limitations in that 
the driving motor was clockwork and the amplifiers 
were battery operated; nevertheless, with this machine 
preliminary experience of the difficulties encountered 
with the continuous re-recording method was obtained. 

Some further work was carried out using a low-cost 
commercial magnetic tape deck and amplifiers. With 
this equipment, which was operated from an a.c. 
supply, the severe problem which can be caused by 
interference from external fields was encountered. 
Even small amounts of interference can be greatly 
enhanced in a linear recirculating scheme such as 
this. 

The experience gained with these early systems has 
had a large influence on the form of machines now 
being investigated by the writer. 

9. Conclusions on Continuous Re-recording 

The experience gained with attempts to use the 
method of continuous re-recording of linearly added 
sine waves produced the following conclusions. 

(1) It is impracticable simply to recirculate informa-
tion in sinusoidal form using magnetic recording, since 
the unavoidable distortion is cumulative. However, 
the sine waves could possibly be reshaped by the 
insertion of filters into the loop. This possibility has 
not yet been fully investigated. 

(2) Great care is necessary with a recirculating 
scheme to avoid the cumulative effects of stray induced 
voltages. Once again, there are possibilities of 
minimizing such effects by use of filters in the loop. 

(3) It would be necessary to develop some form of 
fast-acting automatic loop gain control to hold the 
loop gain very slightly less than unity. There is the 
possibility here of using a master pilot tone in an 
automatic gain control system. 
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Fig. 6. Variation of noise with loop gain. 
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(4) The selection of frequencies for the primary 
sources is not easy, and this limits the possible amount 
of storage in any one system. 
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ASTRA—A Cybernetic Machine 

The first part of a programme of research in cybernetics 
has just been completed in the Cybernetics Laboratory 
at the University of Aston. The research is concerned 
with methods of constructing cybernetic machines which 
can learn in a similar way to that adopted by animals and 
humans. The Russian scientist Pavlov demonstrated 
that, in the animal nervous system, one external stimulus 
could be associated with another. Much, if not all, of 
human and animal learning activity can be explained on 
the basis of this simple associatory activity. 
The object of the research programme at Aston is the 

construction of machines which learn by association and 
overcome the limitations of earlier machines by introduc-
ing methods of association which can be extended for use 
with large numbers of input `nerve cells'. :The prototype 
machine now completed, known as ASTRA, has 100 inputs 
from its `nerve cells' and ten outputs to its `muscles'. The 
nerve cells can take the form, for example, of touch sensors, 
of artificial retinas for visual sensing, or of artificial ears for 
sound sensing. The muscles can take the form of, for 
example, electrically operated actuators. Such peripheral 
devices are under investigation by students in the Cyber-
netics Laboratory at Aston. 
The successful operation of the prototype machine 

ASTRA Mk. 3 is now to be followed, finance permitting, 
by the construction of a more extensive machine capable 
of handling the inputs from several thousands of nerve 
cells and of controlling the outputs to several hundreds of 
muscles. At the same time as this new ASTRA Mk. 4 machine 
is being constructed, it is intended to continue investiga-
tions into the operation of the present Asr•A Mk. 3 
machine. 

Features which can be added in varying degrees to 
these machines are those of probabilistic memory, of 
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inhibition, and of forgetting. These features all appear 
in animal and human nervous activity, and one aim of 
the present work has been to ensure that the engineering 
methods adopted do not prevent the easy introduction 
of the additional features experimentally at a later stage. 

Eventually, this sort of work is expected to reveal 
possible methods by which a given sound or word is 
recognized by animals or by humans. The word 'five', 
for example, can be recognized even when it is spoken 
in different accents or when it is degraded in various 
ways, such as by transmission over the telephone. It is 
known that severe degradation of a verbal signal does not 
reduce its intelligibility excessively, but it is not known 
why this should be so. 

Investigation of such a problem using animals and 
humans as subjects is difficult, because by their very 
nature such subjects are adaptable, and they can learn 
to operate in difficult circumstances. With the machines 
envisaged, it will be possible to eliminate this facility for 
adaptation whenever required, so that repeatable experi-
ments can be performed. 

Because of the introduction of probability, these 
machines will not necessarily be infallible in action. It 
appears to be one basic principle of biology that 'to err 
is human'. Only by making occasional mistakes is it 
possible for an organism or for a machine to learn and 
to re-learn from experience. 

New techniques of engineering are expected to appear 
as natural by-products of the research. Examples are 
speech-operated machine tools and speech-operated type-
writers. Investigation has also started into the possibilities 
and difficulties with mobile learning machines of the 
'housemaid' type. 
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INSTITUTION NOTICES 

New Year Honours 

The Council of the Institution has congratulated 
the following members whose names appear in Her 
Majesty's New Year Honours List: 

To be Companion of the Most Honourable Order 
of the Bath (C.B.): 

Henry Edward Drew (Fellow) 
(Mr. Drew is Director General of Quality 
Assurance, Ministry of Technology; he is a past 
member of the Council of the Institution and was 
chairman from 1960 to 1964 of the Membership 
Committee, to which he was first appointed in 
1946.) 

To be an Officer of the Most Excellent Order of the 
British Empire (0.B.E.): 

Leonard Frederick Mathews (Fellow) 
(Mr. Mathews is Director and General Manager 
(Midlands) of Associated Television Network 
Ltd.; he was for several years examiner for Tele-
vision in Part 5 of the Graduateship Examination. 

To be a member of the Most Excellent Order of the 
British Empire (M.B.E.): 

Thomas Elwin AlIon (Member) 
(Mr. Allon is Engineer-in-Charge of the B.B.C. 
Monitoring Station at Caversham.) 

Management and Economics in the Electronics 
Industry 

The provisional programme of the international 
symposium on management and economics in the 
electronics industry to be held in the University of 
Edinburgh from 17th to 20th March 1970 has now 
been published. 

Keynote addresses will be given in the main 
sessions at the symposium on: marketing, A. L. 
Humphreys, managing director, International Com-
puters Ltd.; management of innovation, S. Shima, 
managing director, Sony Corporation, Japan; man-
agement services, A. Chargueraud, president, Diebold 
Europe SA, France; manpower and training, F. 
Metcalfe, chief education and training officer, 
E.I.T.B.; the role of governments, Lord Beeching; 
economics and scale of manufacture, C. H. Villiers, 
managing director, Industrial Reorganisation Cor-
poration. Some ninety papers will be presented in 
three parallel sessions at the symposium in addition 
to the keynote addresses, and will include contribu-
tions from France, Israel, Norway, Switzerland and 
the U.S.A. The final sessión will be on management/ 
unions/shop floor relationships. 

The symposium is being organized by the Institu-
tion of Electrical Engineers in association with the 
Institution of Electronic and Radio Engineers, the 
Institute of Physics and the Physical Society and the 
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Institute of Mathematics and its Applications; 
thirteen other professional and government organ-
izations and learned societies are supporting the 
symposium. 

Further details of the symposium and registration 
forms are now available from the Manager, Conference 
Department, I.E.E., Savoy Place, London, W.C.2. 

Conference on Laboratory Automation— 
Preliminary Announcement 

The Institution, with the association of other 
institutions and societies, is planning a Conference on 
Laboratory Automation, to be held in London on 
10th-12th November 1970. The subject will embrace 
the two main themes of Automatic Analysis and 
Computer Controlled Experiments and the definition 
of a 'laboratory' is being deliberately interpreted 
widely to include research and development in any 
science or technology, as well as routine measurements 
of an analytical character, for instance. Production 
and process control and measurement are excluded. 

Further details of the Conference, including a 
'Call for Papers' will be published shortly. Mean-
while offers of papers falling within the scope indicated 
may be submitted, preferably accompanied by a 
synopsis, to the Conference Registrar, I.E.R.E., 
9 Bedford Square, London, W.C.1. 

Change of Date of Meeting 

The London meeting of the Management Tech-
niques Group announced for 1 1 th February at which 
a lecture on 'Management Effectiveness for Engineers' 
is to be given by M. H. Makepeace, has been post-
poned. The meeting will now take place on Tuesday, 
10th March, at 6 p.m. in the I.E.R.E. Lecture Room 
at 9 Bedford Square, London, W.C.1. 

Director's Visit to India and Middle East 

The Director of the Institution, Mr. Graham D. 
Clifford, C.M.G., is visiting the Institution's offices in 
Bangalore and the various Zones of the Indian Divi-
sion—Delhi, Calcutta, Bombay and Madras—during 
February. Details of his itinerary are being sent to 
members in India. Mr. Clifford will break his journey 
to India in Bahrain where he has been invited to 
address the Bahrain Group of Professional Engineers. 

Postponement of Symposium 

Due to circumstances beyond the control of the 
Organizing Committee, the symposium on 'The 
Canadian Aspects of Satellite Communication,' 
scheduled to be held in Montreal in May, 1970 has 
been postponed. The new date, expected to be within 
the next few months, will be announced as soon as 
possible. An outline of the Quebec Section's plans 
was given in the September, 1969 issue of the Journal. 
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Conference on Automatic Test Systems 

University of Birmingham — 14th to 17th April, 1970 

This Conference is being organized by the I.E.R.E. with the association of the Institutions of Mechanical, 
Electrical and Production Engineers, the Royal Aeronautical Society and the Institute of Electrical 
and Electronics Engineers, and it is under the aegis of the United Kingdom Automation Council. 

A provisional programme is given below but it must be stressed that this may be subject to additions 
and amendments. The final programme will be published shortly before the Conference. 

PROVISIONAL PROGRAMME 

Tuesday, 14th April. 

Introduction by the Chairman of the Organizing Committee, BRIGADIER R. KNOWLES, C.B.E. 

DETERMINATION OF REQUIREMENTS AND PLANNING A TEST SYSTEM 

'Automatic Test Equipment—Gilt Edge or Gamble?' SQDN. LEADER D. R. HITCHINS, Ministry of Defence. 

'A Philosophy for A.T.E. Procurement,' SQDN. LEADER C. G. H. FRANK, Central Servicing Development 
Establishment, R.A.F. 

'Specifying the Interface Between Design and Test Organizations,' COMMANDER M. W. YOUNG, Admiralty Surface 
Weapons Establishment. 

'Management Planning for Multi-System Automatic Testing—A Means of Improving the Engineering Support 
for the Army,' LIEUT. COLONEL R. W. A. LONSDALE, R.E.M.E., School of Electronic Engineering, Arborfield. 

'The Impact of Automatic Testing on Product Design and on the Production Testing Organization,' R. KITCHEN, 
The Marconi Company, Chelmsford. 

'Automatic Production Testing of Electronic Equipments—A Realistic Approach,' S. T. WILSON, The Plessey 
Company Limited, Ilford. 

'The Interdependence of "Built In," "On Board" and "Ground Based" Test Facilities for Aircraft,' 
A. S. DELAHUNTY and A. G. HAYES, British Aircraft Corporation, Warton, Lancashire. 

'Automatic Testing—Quality Assurance Aspects,' A. E. HAWLEY, A.Q.A.D., Ministry of Technology. 

'Configuration Management of Software,' F. LIGUROI, Emerson Electric Company, St. Louis, Missouri, U.S.A. 

Wednesday, 15th April. 

CHOICE OF SYSTEM AND DESIGN CONSIDERATIONS 

'A General Purpose Computer Interface for Automatic Test Equipment,' A. C. BURLEY, Hawker Siddeley 
Dynamics, Hatfield, Herts. 

'A Computer Controlled Digital Equipment Test System,' C. CLARKE, The Marconi Company, Chelmsford. 

'Melvin, or, Why buy racks of conventional test equipment when you've got a Computer in the Loop?' 
D. MACTAGGART, Canadian Marconi Company, Montreal. 

'A Multi-User Laboratory Computer Facility,' DR. F. FALLSIDE, R. D. JACKSON, C. P. PRICE, P. D. RICE and 
J. M. THOMPSON, Engineering Laboratory, University of Cambridge. 

'Synthesis of Test Patterns for Logic Networks,' Miss J. BLYTHIN and K. J. CROOK, International Computers 
Limited, Stevenage, Hertfordshire. 

'The Use of F.R.A.M. to achieve Burn-In in G.W. Electronic Equipment,' K. E. HEAD and P. A. W. JONES, Sperry 
Gyroscope, Bracknell. 

HARDWARE, INTERFACES AND APPLICATIONS 

'The Man-Machine Interface in Automated Measurement,' K. BREWSTER, Elliott Automation Limited, Rochester. 

'Interface Problems in the Automatic Test of a Doppler Radar (AN/APN-172) using the VAST (AN/USM-247) 
System,' R. J. BAcANsKAs, M. N. GRANIERI, T. J. CARMODY and F. X. GRIBBON, P.R.D. Electronics Inc., Long 
Island, N.Y., U.S.A. 

'A Multi-Station Electromechanical Automatic Test System,' P. J. REYNER, Ether Engineering Limited, Watford. 

'Development and Application of a University Facility for Automatic Testing and Dynamic Analysis,' PROFESSOR 
J. L. DOUCE, University of Warwick. 
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CONFERENCE ON AUTOMATIC TEST SYSTEMS 

'Test Equipment Engineering at Texas Instruments Limited,' P. LINGLEY, M. GARDNER, J. W. ADAMS, G. KERMEZ 
and W. G. PETERS, Texas Instruments, Bedford. 

'Measurement of Turbojet Engine Performance under Simulated Flight Conditions,' K. F. A. WALLES, National 
Gas Turbine Establishment, Pyestock, Farnborough, Hampshire. 

Thursday, 16th April. 
SOFTWARE PROGRAMMING AND LANGUAGE 

'Data Structures for Generalized Automatic Test Systems,' J. A. O'BRIEN, Advanced System Engineering Laboratory, 
Raytheon Company, Sudbury, Massachusetts, U.S.A. 

'The Management of Test Data Validation with Integral Computer Controlled A.T.E.' J. A. HILL and L. C. PAINTER, 
Elliott Flight Automation, Rochester, Kent. 

'Program Preparation for Automatic Test Equipment,' A. M. GREENSPAN, R.C.A. Corporation, Burlington, U.S.A. 

'Computer Generated Diagnosing Procedures for Logic Circuits,' A. H. BOYCE, Marconi Research Laboratories, 
Great Baddow. 

The Effective Use of Computers in Automatic Test Systems,' R. J. PATRICK, Elliott Flight Automation, Rochester, 
Kent. 

'The Use of Atlas by an Equipment Manufacturer,' J. W. ANSTEAD and M. T. CHALLENGER, Smiths Industries 
Ltd., Bishops Cleeve, Gloucestershire. 

'An Automatic Test System for Software Checkout of Naval Tactical Data Systems,' T. B. BRERETON and 
W. J. LUKOWSKI, Fleet Computer Programming Center, Pacific, San Diego, California. 

MANAGEMENT OF A.T.S. AND USER ORGANIZATION ASPECTS. 

EFFECTS ON EQUIPMENT DESIGN. FEEDBACK OF TEST DATA 

'Management Aspects and User Organizational Problems,' D. J. BLOOMER, Hawker Siddeley Dynamics, Hatfield, 
Herts. 

'Operator Participation and Man/Machine Interfaces,' R. CROSHER, Honeywell Limited, Hemel Hempstead, Herts. 

'Production Acceptance Testing and Automation,' T. K. WHITE, Henry Wiggin and Co. Ltd., Hereford. 

'The Impact of A.T.E. on Equipment Design,' A. G. Sumo, Smiths Industries Ltd., Bishops Cleeve, Gloucestershire. 

'A Programmable Digital System for Testing Automatic Gearboxes,' K. W. P. DRYSDALE, Advance Industrial 
Electronics, Bishops Stortford, Herts. 

'Automatic Measurement of Television Waveforms,' G. A. MCKENZIE and R. VIVIAN, Independent Tek vision 
Authority, London, S. W.3. 

'A Comprehensive Automatic Dynamic Response System for Testing Semiconductors, L.S.I. and Modules,' 
G. C. WARBURTON, E-H Research Laboratories U.K. Limited, West Drayton, Middle.iex. 

Friday, 17th April. 
FUTURE TRENDS 

'Designing for Automatic Testing: the Concept and General Approach,' W. R. OGDEN and C. R. THOMAS, Ferranti 
Limited, Edinburgh. 

'Direct Frequency Response Determination Exploiting the Deterministic Characteristics of Pseudo-Random 
Binary Sequences,' J. D. LAMB, University of Wales Institute of Science and Technology. 

'Frequency Domain Approach to Automatic Testing of Control Systems,' PROFESSOR D. R. Tow1LL and P. A. PAYNE, 
University of Wales Institute of Science and Technology. 

'Failure Prediction for Preventive Maintenance,' R. F. BARRY, R.C.A., Burlington, Massachusetts, U.S.A. 

'A Cost Effective Airborne Test System for the Seventies,' R. C. ROGERS, Honeywell Limited, Brentford, Middlesex. 

'Automatic Test Equipment in the Assembly Shop of the Future,' C. H. COLLINGWOOD, Hawker Siddeley Dynamics, 
Hatfield, Herts. 

Registration Forms and Further Information 

Registration Forms which include details of charges etc. are now available from The Conference 
Registrar, Institution of Electronic and Radio Engineers, 8-9 Bedford Square, London W.C.1. 
(Telephone 01-580 8443, ext. 3.). A form requesting information etc. is given at the end of this issue. 
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U.D.C. 621.372.43 

A Contribution to Element Reduction in 
Transformerless Driving- point Impedance Synthesis 

By 

JIRI GREGOR, 

Doc.Ing., C.Sc.i 

A theorem formulating the necessary and sufficient conditions for the 
decomposition of a real positive function into a sum of real positive 
functions is presented. It is shown that every such decomposition depends 
on an arbitrary real positive function and on a positive number only. The 
appropriate choice of this function gives decompositions with desired 
properties. 

This theorem enables us to treat the known methods of transformerless 
synthesis, which do not use bridge networks, as special cases of a more 
general approach. Resistance extraction, Bott and Duffin's method and 
Miyata's method are shown as special cases. It is possible to compare 
these methods and derive some new procedures. 

The discussion and examples show that a reduction of the number of 
elements required in the synthesis procedure can be obtained. This 
reduction is due to the fact that the decomposition can be done without 
common poles between the two summands in some cases; in this way it 
is possible to avoid the exponential growth of the number of required 
elements which is found in other methods of transformerless driving-
point impedance synthesis. 

1. Series Connexion of Networks 

It is well known that the necessary and sufficient 
conditions for a rational function F of the complex 
variable 

s = er-Fjo) where a, co are real, j2 = — 1, 

to be a driving-point impedance of linear, passive, 
time-invariant, continuous and finite network are 
that F should be analytic in the open right half-plane 
and 

Re F(s) > 0 for every Re s > 

(See for instance, Weinberg,' p. 144.) 

Functions with these properties will be called Brune's 
functions and we shall write Fee The class of 
functions denoted by forms a subset of the set gf of 
positive real functions. 

The majority of the known methods of driving-
point impedance synthesis use the decomposition of a 
given Brune's function into a sum of two (or more) 
Brune's functions. Such decomposition into a sum of 
the lossless part' (with poles on the imaginary axis only) 
and the remainder, which is often called a minimum 
reactive or minimum susceptive function if we hold it 
as an impedance or admittance, forms the first step 
of the synthesis procedure. It is the decomposition of 
this remainder which claims our attention. Several 
such decompositions are known. Resistance extraction 

t Formerly at the Technical University of Prague, Czecho-
slovakia; now with the 'University of Khartoum, Faculty of 
Engineering and Architecture, P.O.B. 487, Khartoum, Sudan. 

Ev f(z) = 
1111—M 

where M and N respectively stands for the sum of 
even and odd powers and the suffixes denote the 
numerator (1) and denominator (2). 

The following theorem, which has been proved else-
where' (see also the Appendix) can therefore be 
derived. 

could be mentioned here as the simplest example. 
Bott and Duffin's method uses, in fact, the same basic 
idea, as well as Miyata's, Unbehauen's and many 
other methods (see Weinberg,' pp. 455-484). Some 
of them require a smaller number of elements in 
comparison with Bott and Duffin's method, but we 
have no unified approach which enables us to explain 
such distinctions. Theorem 1 and its consequences 
offer an approach to this problem. 

Let us denote the sub-class of the set of Brune's 
functions analytic in the closed right half-plane 
(including the point co) by e*. In a similar manner 
e* means the set of positive real functions which are 
analytic in the closed right half-plane (Re s 0) 
including the point co. 

Hereafter, the following notation will be used 

Ev f(z) = 

If 

f(z) = P(z) 
Q(z)' 

where P, Q are polynomials, then 
M, M2—N1 N 2 
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Theorem 1. Let fe then for every function 
9 e ./* the functions g, h satisfying the equations 

Mg(s) = f(s) Ev 9(s)- r(s) 

h(s) = f(s)- g(s)  (I) 

both belong to the class g*. Here 

M ≥ max Re (p(s), 
s=iw 

P 

r(s) = E 
=I k= I 

1 Ev 9(C) ‘, k 

Bik(S) = 27rj s+ +Pi) "' 

qj 
E [Bik(s)+(-1)kCik(s)] f`k—n(-0 

r + 

Cjk(s) 
f Ev cp() = (c fl .)k _ 

I 
2njj s +C  (2) 
r - 

j is a gr tuple pole of (p and the circles F± : K ± jI/3=ej 
have sufficiently small radii and are positively 
oriented. Conversely, if f e d*, then for every pair of 
functions g, h, satisfying the conditions f = g + h and 
g, h e e*, there exists a function (p e ge* and a real 
number M, satisfying ( 1). 

Although we hall use Theorem 1 in the formulated 
form, it has to be pointed out that it remains true 
under more general assumptions: f, g, h e 9P*. 

The function r in (1) has the following properties: 

(i) r is an odd function, i.e. r(s)+r(- s) = 0; 

(ii) each pole of the function Ev cp(s)is a pole of the 
same order of the function r and r has no other poles. 

The first property can be easily proved, as 

Cjk( - s) = (- 1)k 13 ik(s) 

and 

Cjk(s) = (- 1)k-lBjk(-s). 

The second one is a simple consequence of Cauchy's 
integral formula. We can now conclude: 

Corollary: Suppose f, g, h e e*. The equation 
f = g+h holds if and only if there exists a function 
9 e ./* and a real number 

M ≥ max Re 9(s) 
5 ja= 

such that 

M Ev g(s) = Ev f(s) Ev 9(s) 

Ev h(s)= (I Ev 9(s)) Evf(s).  (3) 

This means: Every decomposition of a minimum 
reactive or minimum susceptive Brune's function into 
a sum of two Brune's functions depends only on the 
choice of a function 9 e d* and a real number M 
(we are supposing here that the uniqueness of the 
above-mentioned extraction of the Brune's function 

20 

with poles on the imaginary axis only—the reactance 
function—is obvious). In other words, every method 
of the series-parallel transformerless impedance 
synthesis can be characterized by the adequate choice 
of a special Brune's function 9 and a positive number 
M. 

Let us deal with some special cases: 

I. Let 

f E .1* and min Re í(s) = p# O. 
s=iw 

Under these assumptions there exists a function 
satisfying the condition Ev 9(s)= 1/Evf(s) 

for almost every s. The maximum of its real part 
on the imaginary axis is evidently equal to µ-1. If 
we use Theorem 1, with M = µ-1, we get Ev g(s) = 
= g(s), which gives the well-known resistance 

extraction. We get essentially the same result with 
the function cp satisfying the following condition: 

Ev 9(5) = 1 - 
Ev f(s) 

2. Let f e e*, 9(s) = al(a+s), a > O. 

Then 

a 2 
max Re í(s) = 1 and Ev 9(s) - a2 - s 2• 
s= jco 

After some calculations using the above-mentioned 
properties of the function r we get 

 (4) g(s) = a af(s)- sf(a), h(s) saf(a)- sf(s) 
a 2 — s 2 a 2 — S2 

g,h e e*, g+h=f. 

Now let the number a satisfy the condition f(a)+ 
f(- a) = O. This means: There exists a positive 
number 2 with the property f(a) = .1.a. The functions 
g and h are exactly those we get applying Bou and 
Duffin's procedure. At the same time we have here 
some explanation for the large number of elements 
required using this method: it does not utilize the 
possibilities of cancellation in the formulas (3) and 
that is why the degree of the two resultant components 
is unnecessarily high. 

3. Let us suppose that fe d* and 

Ev f(s)= P(s)+Q(s) 
R(s) 

where P, Q, R are even polynomials with real co-
efficients. Let P and Q be non-negative and not both 
zero on the imaginary axis. We can choose a function 
9 satisfying the following condition: 

P(s)  
Ev cos) = P(s)+ Q(s). 

It is obvious that 9 e .1*. Using Theorem 1, or its 
corollary, we get the decomposition used by Miyata 
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TRANSFORMERLESS DRIVING- POINT IMPEDANCE SYNTHESIS 

in his method, provided the coefficients of P and Q 
are positive. The assumption that the polynomials 
P, Q, and R have no common factors is superfluous. 
As is known, we can extend the applicability of 
Miyata's method multiplying the numerator and the 
denominator of the function f by a common factor 
to get the coefficients of the numerator of the function 
Ref(jw) positive. We can here consider Miyata's 
method of synthesis as a special case of Theorem 1 
(see Weinberg,' pp. 464-482). 

4. There are many other ways of choosing the function 
9. We shall demonstrate the previous methods and 
some of these possibilities with the following example 
(see Weinberg,' pp. 469-478). Let the impedance 

(a) 

9 
40 

3 

16 

(b) 

32 

28 

o  

s3+7s2+6s+2 
f(s)= s3+3s2+8s+4  (5) 

be given. Its even part is 

s6  — 7s4+14s2— 8  
Evf(s) = s6 + 7s4+ 40s 2 — 16 

and it has the following zeros s1 ,2 = ± 1, 53 ,4 = 

s 5,6 = ± 2. 

Let us start by choosing 'p(s) = 1/(s+1) and 
applying, in fact, Bott and Duffin's method. We get 
the decomposition 

s3+ 6s2+ 4s s2+2s+2  
 (6) 

(s)= s3 +3s2+8s+4 + e+3e+8s+4 

o  

7 

Dom 

3 

T' 

i 5 T r 3' 

250 
189 

T 189 189 
ce 400 

its 25 

11- 1r, 

â13 

co 50 

13 
10 

(c) 

(d) 

0.8526 

(e) 

0.8933 0.1434 

Fig. 1. Realizations of the impedance function given by equ ation (5) using various methods. (a) Bott 
and Duffin's method, (b) Miyata's method, (c) modified Miyata method, (d) 'half-n method' of 

Miyata, (e) method described in the paper. Values are in ohms, henrys and farads. 

January 1970 

189 
125 

13 
2 

21 



J. GREGOR 

The impedance can be realized as a series connexion 
of two ladder networks with no more than 12 elements 
(see Fig. 1(a)). Using now Miyata's procedure in its 
first form, we get a realization requiring 16 elements 
(Fig. 1(b)), or, in a more convenient form, only 
13 elements (Fig. 1(c)). The so-called 'half-n method' 
of Miyata gives a realization with only 10 elements 
(Fig. 1(d)) with the aid of the following decomposition 

s2+3s+2 S3 + 652 + 3s 

f(s)— s+3s2+8s+ 4 + s3+3s2+8s+  (7) 

These results are given in Weinberg's book. Let us 
deal with the other possibilities given by the formu-
lated theorem. We can write the even part of the 
given impedance in the following form 

(s2_ 1)(s2 2)(s2 _ 4) 

Ev f(s) = (s4 ± 7.3742s2 ± 42.7594)(52 — 0.3742)* 

Let us choose a function q e d* satisfying the 
condition 

Ev (p(s) = s4 + 7.3742s2 + 42.7594 

(s2 — 1)(s 2 — 4) • 

Such a function evidently exists. Using the corollary 
of Theorem 1, with M = 20, we get after some 
calculations the following decomposition: 

1 s + 3.2696 0.95s2 + 6.135s + 1-532 

= -17) s + 0.6117 + s2+ 2.3883s + 6.5391 • 
 (8) 

According to this result a realization of the form as in 
Fig. 1(e) may be given. This contains only 7 elements, 
which is exactly the number of independent coefficients 
in the given impedance. 

2. Extraction of Poles 

Theorem 1 and its corollary, as well as the example 
given, show that the different methods of transformer-
less synthesis together with the properties of the 
resulting networks are, in fact, determined by the 
function 9. 

As the sum of two impedance functions is involved, 
the basic topological arrangement may comprise• the 
series connexion of two networks. However, within 
these limits, we can discuss the degrees of resulting 
impedances, the number of required elements and 
many other problems, keeping in mind the properties 
of the function 9 only. We cannot ignore the fact 
that, using Theorem 1, we are able to prove in an 
analytical way that no series realization does exist for 
some impedances. In addition to these theoretical 
results some practical methods can be derived from 
Theorem 1. 

We can discuss all the possible cases of a series 
realization. But which are the simplest components 
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of an impedance for which we are looking? It is 
known that the decomposition of an impedance into 
a sum of an RC and an RL part is, in general, not 
possible. The necessary and sufficient conditions for 
an impedance to be realizable as a ladder structure 
with all the three kinds of elements but without mutual 
coupling are not known. That is why almost the only 
possibility is to take the degree of an impedancet as 
the measure of its complexity. In the last mentioned 
case the following problem arises: Let a function 
fe d* be given. Under which conditions does there 
exist a decomposition of the form f = g + h, g, h e .e* 
satisfying the requirement deg f = deg g + deg h? 
How can this decomposition be constructed? As 
shown by the given example we can solve this problem 
by discussing the possibilities of cancellation in the 
product Evf(s). Ev 9(s) (see eqn. (3)). In this way 
we get some important special cases of transformerless 
synthesis with the smallest number of elements. 

In answer to the formulated problem, let the even 
part of the given function fe e* be in the form 

P(P)  Ev f(s) — 
R(P) 62(P)' 

where p = s2 and P, Q, R are relative prime poly-
nomials with real coefficients, deg P deg RQ. The 
following theorem is almost obvious as a consequence 
of Theorem 1: 

Theorem 2. Supposing f e *, then f = g+ h, 
where g, h e A* and deg f = deg g + deg h if and only 
if there exists a polynomial S and a positive number m 
so that 

m > S(P)Q(P) > 0 for every p 0, 

P(P) = 
and R divides the polynomial mP— QS. 

To prove the sufficiency of the conditions we put 
Ev 9(s) = (Q.S)IP in the corollary of Theorem 1. In 
a similar manner (using Theorem 1) we can prove 
that the conditions are necessary. Let us note that 
the function g in this case can be determined from the 
equation 

S 
Ev g = — . mR 

Some special cases of this theorem could be of 
practical interest. 

Theorem 3. Let a function fe e* be given and let 
P(P)  Ev f(s) — 

(Po — P)Q(P)' 

P(Po) e 0, Q(po) 0, Po > 0-

t The number of poles (or zeros) counted with their proper 
multiplicities is called the degree of an impedance. 
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• 

Then 

as+b 
f(s) — + h(s),  (9) 

s+vpo 

with a, b _≥ 0, h e .90* if and only if there exist non-
negative numbers a, /3, a2 + /32 0 0 so that 

ci[02(P) — PP(P)] fi[PQ(P) — PPoP(P)], 
Q(po) 

P = P(p 0) 
 (10) 

for every p ≤ 0. Here, 

1  /3 1 a  
b —  (11) 

P PPo PNI Po cx — fiPo 

• The proof can be omitted. In our example (see 
(5), (8)) the conditions were fulfilled; in the example 
Œ = 2, /3 = 1, po = 0.3742. It has to be mentioned 
that the decomposition according to Theorem 3 is in 
no case unique if it exists. The Theorem gives, in 
fact, the necessary and sufficient conditions for the 
removal of a single real pole from a given impedance 
function. 

For practical purposes it is useful to have some easily 
verifiable necessary condition. If the decomposition 
mentioned in Theorem 3 exists, then there exist non-
negative numbers a, /3 so that 

(c— fi Po) k- 2 > 22 + /32 O> 
q2 

where 

Q(Po) P(P0) 
91 = Q(0) ; q2 = P(0) • 

Considering the function 

12s2+10s+3 
f(s) = 

s2 + 4s+3 

with po = 4 = 1 we get q, = ï, q 2 = and the 
necessary condition cannot be satisfied with any non-
negative a, /3. It is therefore impossible to realize the 
given impedance (see Ladenheie as a series inter-
connexion of two impedances of first degree. 

The necessary conditions are evidently not satisfied, 
for example, when 

0 < P(0)02(Po) < 1. 
Q(0)P(Po) 

Very simple sufficient conditions can be derived 
from (10) and expressed in terms of the coefficients of 
polynomials P, Q. Considering 

P(p) = a 0 p" + a pn- 1 + . + ,,, 

Q(P) = bole + bi I + • • • + b, 
we can easily prove: If non-negative numbers a, fi, 
a 2+  fi2 0 fulfil a system of (n + 1) inequalities 
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(— 1)n-k(ot(ak11— bk-1)+ Abk —  akliPo» 0, 
k = 0,1. . .n  (12) 

then the decomposition as in Theorem 3 is possible. 
Here, b_, = b„ = O. In the general case it is possible 
to verify the conditions ( 10) using Sturm's theorem.' 

Essentially the same method can be used when 
discussing the removal of a pair of complex poles 
from a given impedance. The following lemma will 
be useful: 

Lemma: For any angle a, — ir < a ≤ ir and any 
complex number po -- a + jb with b 0 there exists 
a polynomial S of arbitrary degree n ≥ 1 with real 
coefficients so that 

S(po) = A ei", A > O. 
For n > 1 the modulus A can always be determined 

so that S(p) ≥ 0 for every p ≤ 0; the same holds for 
n = 1 if and only if sin a < 0 and b cos a— a sin a ≥ 0. 

The proof is very simple. It is sufficient to give the 
explicit form of the polynomials for n = 1, 2. The 
polynomials of higher degree can be constructed with 
arbitrarily given (n — 2) roots. It is easy to verify that 

A 
Si(p) = - (p sin a + b cos a — a sin a), 

/A sin a 
S2(P) = P2 ± 2a)p+ a2 + 62 + 

+ A b cos a — a sin a  (13) 

have the required properties. 

Let us use now the same notation as in Theorem 2 
and suppose the polynomial R to be in the form 
(p —po)(p — p;), where Im po > 0 and Q(p0) # 0. 
The polynomial mP(p)— Q(p)S(p) will be divided by 
R if and only if 

in P(Po) — 42(Po),S(P 0) = 

and the necessary and sufficient conditions of Theorem 
2 will be satisfied if, at the same time, 

> 42(P)S(P) 

P(P) 

Denoting now 

for every p 0. 

a = — arg Q(Po) 
"Po) 

we can find the polynomials SI, S2 mentioned in the 
lemma so that 

St(P0) = SAN) = eiœ. 

With these polynomials the equation 

42(Po)  o c. 
J (Po) = 

P(Po) 
i= 1, 2 

23 



J. GREGOR 

determines two real numbers 

= I Q(Po)I 

P(Po) • 

The removal of an impedance, whose even part has 
the polynomial R as its denominator, will now be 
possible if and only if for some 1 > 0 and i = 1 or 
i = 2 the following two conditions are satisfied: 

le2(P°1 Q(P) Si(p), Si(p) k 0 for every p ≤ O. 
P(Po) PO)) 

 (14) 
For i = 1 there is Sap) ≥ 0 at the non-negative half-
axis if and only if 

sin a < 0, b cos a ≥ a sin a  (15) 

and under these assumptions the necessary and 
sufficient conditions can be written in the form: 

62(Po)   > 12(P) 
P(p0) p sin at + b cos a— a sin a = P(p) 

for every p 0.  (16) 

This result can be summarized in the following 

Theorem 4. Let a function fe e* be given and let 
P(p) 

Ev f(s) = 
Q(p)(p- poXp-È*0)' 

P(po) e 0, Q(po) e 0, Im po > 0; 
then f = g + h, where g(s) = (as + b)1(s2+ cs + d), 

d = 1,014 c = (PoPo — Re po),./2, 
g, h e e* and g, h have no common poles if and only 
if the conditions ( 15), ( 16) are satisfied. 

Let us now consider the polynomial S2(p). There 
is S2(P) k 0 for every p ≤ 0 if and only if 

22 sin2 cc — 4b1 cos a — 4b4 e 0  (17) 
and 

2(b cos a— a sin a)+ b(a2 b2) ≥ 0.  (18) 

The following theorem has just been proved: 

Theorem 5. Under the same assumption as in 
Theorem 4, there is f(s) = g(s)+ h(s), 

where g(s) = (ks2 + as+ b)I(s2+ cs + d), 
g, h e e* and g and h have no common poles if and 
only if for some 2 > 0 the conditions ( 17), ( 18) and 
the inequality 

  I Q(p0) I > Q(p) 
S(p) I P(P0) I = P(p) 

for every p _≤ O is satisfied. 

(19) 

3. Examples 

Let us deal with some examples: 

Example I. Let us consider the impedance function 

f(s) — 7 s4 + 20s2 + 38s2 + 38s+ 25 

24 

s4+4s3 + 8s2 7s + 4 • 

Its even part can be written in the form 

Ev f(s) = 7 s8 + 14s8 + 65s4 + 86s2 + 100 

(s4+ s2+ 1)(s4— s2+ 16) • 

The polynomials mentioned in Theorem 2 are the 
following: 

P(p) = 7 p4 + 14p3+ 65p2+ 86p + 100 

Q(p) = p2 + p+ 1, R(p) = p2 — p +16. 

The zero point of the polynomial R is 

Po = +j,./63) and Q(p 0) 3  
P(Po) 288 • 

Further 

142(Po)  _ 1 
IP(p0)l — 72' 

Therefore 

4 
cosa.--i' sna= \/--74.  

3 

S2(p) = + (6- — 1) p + 16 — —6 . 
51 

Here sin a > 0, the assumptions of Theorem 4 are 
not satisfied and therefore it is impossible to remove 
an impedance of second degree with linear numerator. 
Using Theorem 5, we have m = 2/72 and after 
subtraction of the function 

(6- — 1)p+16 — —6 
, 51 

Ev g(s) — 
p2 — p +16 

from the given Ev f(s) we get 

Ev h(s) = (72— 72)p2 + (92 — 72)p + 102-72 

2(p2+p+1) 

Both these functions are even parts of impedances for 
some value of 2 if and only if the inequality in 
Theorem 5 is satisfied. But here it is more convenient 
to find directly, using the known test for biquadratic 
impedances, the appropriate interval for the parameter 
A. We get 

g(s) = 

72 2 (216 288 
9)s — 15 

52+35+4 

(7 - -722)52+ — 7-12)s +10 - 7j2-t 
h(s) = 

s 2 + s + 1 

and g, h e e* if and only if 
36 
-ff9 (50 +,/112) ≤ ≤ 18. 

When realizing now the given impedance by the modi-
fied Bott-Duffin method we need 22 elements, while 
after the given decomposition we need only 16. The 
half-n method of Miyata can be used only with a 
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surplus factor of second degree in the variable s and 
therefore it needs 24 elements (see Weinberg,' p. 476). 

It is well known that the number of elements grows 
exponentially for every known method of transformer-
less impedance synthesis. Therefore a decomposition 
into terms with no common poles always gives a 
reduction of the total number of elements. 

Example 2. Let the impedance 
s4+ 22s3+16s2+ 35s + 1 

.fts) = s4+s3+5s2+2s+4 • 

Its even part can be written in the form 

Ev f(s) = 
p4—p3+6p2—p+4 

(p2 +2•04191p+1•17243)(p2 + 6•96151p+13•62289)' 

Let Q(p) = p2 + 2.04191p + 1.17243. After some 
calculations we realize that, for example, if po ---
then 

1Q(Po)1 P(p0) < Q(P) 
S2(p = P(P) 

for every positive .1. and, therefore, the conditions of 
Theorem 5 cannot be satisfied. However, considering 
the admittance F(s)= 1 If(s), the decomposition 
becomes possible. Carrying out the calculations in 
this case we will meet subtractions of large numbers 
with small differences, which has to be done with high 
accuracy (e.g. with a computer using double-precision 
programs with 18-20 decimals). This is because of the 
necessary cancellation between two polynomials as 
required in Theorem 2. 

4. Conclusions 

Theorem 1 and its consequences yield a new 
approach to the driving-point impedance synthesis. 
This includes the known methods based on the 
decomposition of an impedance into a sum of im-
pedances and, moreover, gives all such decomposi-
tions. Among all these decompositions it is possible 
to choose the most advantageous one. Because the 
total number of required elements in transformerless 
synthesis grows exponentially with the degree of the 
impedance the most advantageous decomposition is 
that with no common poles between the components. 
This way we can decrease the number of required 
elements in the transformerless synthesis or, if we are 
allowed to use series—parallel connexions only, we can 
prove that no such reduction is possible. 
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6. Appendix 

The proof of Theorem 1 can be based on a slightly 
modified result of Nevanlinne and Herglotzs: 

Theorem 6. Let f be a complex function finite in the 
open right half-plane and let 

+co 

Rs) = ps+ ifidst+(s;), for Re s > 0,t  (20) 

where µ 0 and *1" is a non-decreasing function with 
its even part equal to zero almost everywhere and 

+ OD 

dT(1) 
  < 00. 

j 1+12 

- 

Then fe 9,2. Conversely: if fe .X then there exists a 
real non-negative number µ and a function r with the 
mentioned properties so that (20) holds in the open 
right half-plane. 

It is not difficult to prove that 

lim = 

when s tends to infinity and at the same time 

iarg si k < . 
2 

The formula (20) can be written in another form 

f(s) = s(µ + 2 f d2T(1)2). 
s + t 

o 

(21) 

If the function f is a Brune function, analytic in the 
closed right half-plane, then the function '1 becomes 
absolutely continuous and its derivative is a rational 
function. Moreover, if f is analytic at the point oo 
then II = 0. 

+co 
t Hereafter, fi means the 'valeur principal', 

-00 
+cc A 

i.e. 11.1 (T(r) di(r) = him j qtr)d(r). 
A-. co —A 
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We can give the proof of Theorem 1 now: 

Proof of Theorem I: According to Theorem 6 we 
have 

00 

dr(t)  
f(s) = 2s f S2 -Ft2 for Re s > 0, 

0 

where r has the properties as in Theorem 6. Let us 
choose an arbitrary function E gil* and let us 
denote 

r(t) = Re (pat). 

The function (p being analytic in the closed 
half-plane we can conclude that 

0< r(t) ≤ M = max Re (p(jt). 

Let us consider now a function 

ri (t) = f r(0) dr(0); 
o 

it is evidently non-negative, non-decreasing and 
30 

Crri(t) 

j 1+t  

o 

All the requirements of Theorem 6 are satisfied 
therefore the function 

OD 

2s f  'Jr i(t) 
g(s) — 

m  s2+t2 

o 

is a positive-real function. The same holds for 

40) 
2(0 = f (1 — 

o 
and 

OD 

r 2(0 
h(s) = 2s f S2 2 

o 
because 

right 

and 

r(6) 
1 — — ≥ O. 

M — 

At the same time ri(t)+ T2(t) = r(t) and therefore 

g(s)+h(s) = f(s). 

Let us denote now 

= Ev co() 
(fig,  

s + e 

The function cp being a rational function, the only 
poles of Ev (p(e) are + fl, = 1, 2, . . .p. We can write 

26 

A (s) B k(s) C k(s) [ s) = — + E 
k=1 (+ fil)k + (—fil) + 
[ B2k(S) C2k(S) 4.... + 

k=1 (e+mk ce —P2 
+ qp r  B„k(s) ci,k(s)  
k4 1 I-(4 + P)k g — Pe] 

(22) 

for any s with Re s > 0. Consider the positively 
oriented 

sufficiently small i and similarly the circle 
isr+ie:Ite.d csior.cles + flil = le— p,1 = respectively, 

Multiplying (22) by ( + fl,)k-1 and 
k-1 respectively, and integrating along the 

mentioned circles we get 

1 
Bk = f4, s)(t + fi 1)" cg, 

2-rtj„ 

1  C. r = 0«, .5)(4 —  pk-i de, 27— ri 

i = 1,2,.. . p, k = 1,2, . qi, 

A = f 0(e, s) de = Ev (p(s),  (23) 
27rj K 

where obviously the functions A, Bik, C pc depend 
only on the function cp. Let us consider now the 
formula 

+ co 

Rs) = f C1T(t) 

ij I S + it. 

— OD 

The following differentiation of the integral for any s 
in the open right half-plane can be easily justified: 

+ oo 

(-1)k-   iks) _ I fi  dr(t)  
(k-1)! I (s + jok, k = 1,2.... 

— co 

Expecially, for s = i there is Re (-- fli) > 0 and 
therefore 

+ oo 

fi  dr(0  f(k-lk— Pi) ( 

ki = I j — (IC — 0! " 
OD 

Furthermore 
+ co 

l
dt(t) di(t) 

+f l e  (Pi + ite 1) J I I(-Pi-it)" 

But 

+ co 

=(_1)k dr(t)  

J (— fli+it)" ( 1)".11; 

— oo 

+ oo 

Mg(s) = Ill Oat, s) (140, 
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hence 
P qj 

Mg(s) =f(s) Ev (p(s) + E E (B.„(s)I; + c„(s)/,;-;), 
j= I k=1 

which completes the first part of the proof. 

We shall prove now the converse statement. Let 
= g+h, g e A*, h e A* and let us consider the ratio 

M Ev g(s) 

Ev f(s) 

If the function Evf has a zero on the pure imaginary 
axis then at the same point the function Ev g has a 
zero (remember that the real part of the function h 
cannot be negative at any point of the pure imaginary 
axis). Therefore the ratio (24) is finite for any s = jt. 
Let us choose the number M so that (24) will be ≤ 1. 
This is always possible and we have 

for s = jt, t real.  (24) 

M Ev g(s) 
0 < < 1 

Ev f(s) 

Moreover, the ratio (24) is a rational function. 
Therefore, there always exists a certain function q so 
that (p e A* and 

for s = it. 

M Ev g(s) 
Ev 9(s) = 

Ev f(s) 

We can simply verify now that all the formulae in 
Theorem 1 remain true with the above defined 
function (p. This completes the proof. 

Manuscript first received by the Institution on 30th December 1968 
and in final form on 15th August 1969. (Paper No. 1296ICC62). 

C The Institution of Electronic and Radio Engineers, 1970 

STANDARD FREQUENCY TRANSMISSIONS-December 1969 
(Communication from the National Physical Laboratory) 

Deviation from nominal frequency 
in parts in 10'. 

Dec. (24-hour mean centred on 0300 UT) 
1969 

GBR MSF Droitwich 
16 kHz 60 kHz 200 kHz 

1 - 300.2 
2 - 300.1 
3 - 300.1 
4 - 300.1 

- 300-1 
6 - 300.0 
7 - 300.2 
8 - 300.0 
9 - 300.0 
10 - 300-0 
11 - 300•1 
12 - 300.0 
13 
14 
15 
16 - 30- 0.1 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT ) 

•GBR tMSF 
16 kHz 60 kHz 

0 + 0'I 634 
0 0 635 

-0.2 0 636 
- 0.1 0 637 
o +0'l 638 

0 638 
+ 0. 640 
0 640 

-I- 0- 640 
+ 0' 640 
▪ 0- 639 

0. 639 
-i- 0. 

0 640 

528.5 
528-5 
530.5 
531.0 
531.0 

Deviation from nominal frequency 
in parts in 10'' 

Dec. (24-hour mean centred on 0300 UT) 
1969 

GBR 
16 kHz 

MSF Droitwich 
60 kHz 200 kHz 

17 - 300-1 
18 - 300.0 
19 - 299.9 
20 - 300.0 
21 - 300•1 
22 - 300.1 
23 - 300.0 
24 - 300.0 
25 - 300.1 
26 - 300.1 
27 - 300.0 
28 - 300.1 
29 -- 300.1 
30 - 300.1 
31 - 3001 -Cl 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

'GBR tMSF 
16 kHz 60 kHz 

-f-OI 641 
0 641 

--01 640 
O. 640 
o 641 
0 642 
O 642 
O. 642 

- O. 643 
- 0- 644 
- 0. 644 

645 
0 646 

--I 0. 647 
0 648 531.6 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to I part in 10". 

Note: The frequency offset of GBR for 1970 will be - 300 x 10 - '° 

• Relative to UTC Scale; (UTCNpL - Station) = -I- 500 at 1500 UT 31st December 1968. 

tRelative to AT Scale; (ATran, - Station) =- 468.6 at 1500 UT 31st December 1968. 

January 1970 27 
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Application of Dye Lasers to Probe the Upper 

Atmosphere by Resonance Scattering 
By 

M. R. BOWMAN, M.A., D Phil.,t 

A. J. GIBSON, B.A.»-

M. C. W. SANDFORD, M.A.1* 

Reprinted from the Proceedings of the LE.R.E. Conference on 'Lasers 
and Opto-Electronics' held at the University of Southampton on 25th 
to 28th March 1969. 

A dye laser, tuned to one of the sodium D lines, has been used to measure 
atomic sodium which occurs in the atmosphere at a height of about 90 km. 
Details of the laser, tuning arrangements and other equipment are given, 
and the principle of the measurement and method of calibration are 
described. The results obtained and their relevance to atmospheric 
theory are indicated. The possibility of measuring other atmospheric 
constituents by the same technique is considered, and the laser require-
ments are indicated. 

1. Introduction 

Hitherto lasers have been used to study atmospheric 
density up to about 100 km by measuring Rayleigh 
scattering of the light pulse by molecules." Scatter-
ing from aerosol layers has also been observed. Use 
of Raman scattering to measure number densities of 
individual major constituents in the troposphere has 
been demonstrated.3•4 In the work reported here the 
laser has been tuned to a resonance frequency of a 
minor atmospheric constituent: a D line of atomic 
sodium. The cross-section for the resulting resonance 
scattering is many orders of magnitude greater than 
the Rayleigh cross-section and makes possible the 
measurement of the height profile of the small 
quantities of sodium which occur in a layer at about 
90 km. 

For such resonance-scattering experiments a tunable 
pulsed laser is required. Early suggestions included a 
neodymium-in-glass laser, a pulsed gas laser and a 
Raman laser. However, much greater flexibility of 
tuning is now available from optical parametric 
oscillators and dye lasers. For the generation of 
wavelengths within the visible spectrum, flashlamp-
pumped dye lasers' are the obvious choice on account 
of their simplicity and economy. 

2. Dye Laser 

A flashlamp-pumped rhodamine 6G-in-ethanol 
laser6 was used for the measurement of atmospheric 
sodium. 

2.1 Flash/amp 

A coaxial flashlamp, of the type used by Sorokin 
et al.,5 was used as a pump (Fig. 1). A disadvantage 
of the original design was that since the electrical 
discharge does not fill completely the space between 

t Radio and Space Research Station, Ditton Park, Slough, 
Bucks. 
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the silica tubes, non-uniform pumping of the dye 
solution and large beam divergences resulted. To 
obtain more uniform pumping, magnesium oxide 
powder is packed around the outer tube and the inner 
tube has a ground finish. This also prevents total 
internal reflection and 'whispering' modes. The use 
of rubber '0' rings for all seals facilitates the replace-
ment of the silica tubes which is necessary about every 
thousand shots. The lamp is connected by low-
inductance connectors to a 0.5 µF rapid-discharge 
capacitor, normally charged to 14 kV, and the lamp 
is fired at intervals of about 5 seconds by reducing the 
air pressure between the silica tubes. 

2.2. Basic Laser Characteristics 
The dye solution flows continuously through the 

inner tube of the flashlamp. Optical feedback is 
provided by one of the windows of the dye cell, 
which carries a dielectric coating of 50% reflectivity, 
and an external 99 % reflector. The flashlamp pulse, 
having a rise time of about 300 ns, generates a laser 
pulse of approximately 400 ns duration and 10 mJ 
output energy. The overall beam divergence is about 
5 mrad and the direction of the beam does not change 
by more than 1 mrad from shot to shot. This stability 
of beam direction is most important in enabling the 
fine tuning described in the next section to be carried 
out. 

2.3. Tuning 

Spectral narrowing and tuning was performed by 
means of tilted Fabry—Perot interferometers inserted 
between the flashlamp assembly and the external 
reflector (Fig. 2). Three Fabry—Perot interferometers 
having plates with dielectric coatings of 50% re-
flectivity and free spectral ranges of 10 nm, 1.5 nm 
and 0.2 nm at 589 nm were employed; tuning was 
carried out by varying the angles of tilt. The output 
spectrum was examined on Polaroid film with a 
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Dye solution 

Magnesium oxide 

V To 
vacuum pump 

Silica Optic flat Electrode 

Silica tubes 

grating spectrometer producing a dispersion of 0.8 nm 
per mm, crossed by a Fabry—Perot interferometer 
having 75% reflectivities and 56 pm free spectral range. 
The laser spectrum was narrowed from 10 nm to 
0.005 nm, whilst the output energy was decreased from 
10 mJ to about 3 mJ. The loss of energy is believed 
to be mainly due to reflexions from the outer faces 
of the Fabry—Perot plates. 

It was found, however, that the laser could not 
always be tuned exactly to the required wavelength 
merely by adjusting the angles of tilt of the Fabry— 
Perot interferometers, because the windows of the 
dye cell, which were fused silica flats of 6.5 mm thick-
ness, produced resonances at 20 pm intervals. For 
example, the front reflector of the laser consists of 
two parallel surfaces, the dielectric coating of 50% 
reflectivity and the silica—ethanol surface of 0.13% 
reflectivity. This seemingly low reflectivity of 0.13% 
cannot be neglected because the maximum and mini-
mum reflectivities of the combined reflector, calcu-
lated from the sum and difference of the amplitude 
reflexion coefficients, are 'about 55 % and 45 %. Since 
the fractional change in double-pass transmission 
of the Fabry—Perot interferometers for a wavelength 
shift of 10 pm from the wavelength of peak trans-
mission can be smaller than the fractional change in 
reflectivity of the front reflector, the final wavelength 
becomes locked to a resonance of the front reflector. 
Hence the Fabry—Perot interferometers set the wave-
length to + 10 pm and the final tuning must be carried 
out by varying the temperature of the windows. The 
20 pm spaced resonances were found to shift by about 
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5 pm per deg C which is in agreement with the 
temperature coefficient of optical thickness of silica. 

3. Measurement of Sodium 

3.1. Equipment 
The transmitter consisted of the dye laser followed 

by an inverted telescope with a 0.3 m diameter 
objective, which reduced the beam divergence to less 
than 0.2 mrad. Scattered photons were collected by 
a 1 m diameter mirror with a surface sufficiently 
accurate to define an overall beamwidth of 0.5 mrad. 
The received photons, detected by a photomultiplier, 
were recorded digitally as a function of range and the 
counts summed over many laser shots. The back-
ground count was measured between laser shots by 
means of a ratemeter. Further details have been given 
in previous papers. 1' 2' 7 

3.2. The 'Radar' Equation 
The mean number of photo-electrons, C, counted 

in excess of the mean background in a height channel 
of thickness NI at height h, where oh 4 h, is given by 

NA T2t/Slin(h)a 

Dielectric 
coating 
(12..5016) 

C — 
47rh2 

Dye solution 

(1) 

Silica Antirenection Dielectric 
coating coating 

Silica (R-1.5%) (R-99%) 

0-3m 

Fig. 2. Diagram of complete laser resonator showing tuning 
interferometers. 
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where e = 

f = 

co = 
mec = 
C = 

APPLICATION OF LASERS TO PROBING THE UPPER ATMOSPHERE 

where N = 
A — 
T = 
= 

n(h) = 
u = 

number of transmitted photons 
receiver area 
atmospheric transmission coefficient 
efficiency of the receiver in counting 
photons 
number density of scattering atoms 
effective total scattering cross-section 
of an atom. 

The resonance radiation is assumed to be isotropic. 
When the laser linewidth, Ay, is greater than the width 
of the resonance line, AvR, the effective cross-section 
is given by an equation of the form, 

e2  1 

a — 4comec Av 

electronic charge 
oscillator strength of the resonance tran-
sition 
permittivity of free space 
electronic mass 
velocity of light. 

(2) 

As the laser line width is reduced below the 
resonance line width, a increases towards a limiting 
value, 

—  
e21 

 (3) 
460 mec AvR 

The exact definitions of Av and AV R depend upon the 
frequency profiles of the laser line and resonance line. 

It is not necessary to measure N, A, T and I indi-
vidually in order to determine n(h) because the system 
can be calibrated by observing the signal scattered 
from an altitude of 30-35 km at the same time as the 
signal from the 90 km region is being measured. A 
value of NAT2I can be calculated from the 30-35 km 
signal which is believed to be entirely Rayleigh 
scattering by the molecules of the air whose density 
and cross-section are known and constant to a few 
per cent at this height. This method is used because 
N, T and n are difficult to measure. A spectrograph 
measurement of the transmitted line profile and 
knowledge of the resonance line profile gives the value 
of a according to eqn. (2) or eqn. (3), and hence n(h) 
can be obtained from eqn. (1). 

3.3. Results 

The first results have been given elsewhere.' More 
recently, using a narrower transmitted line, better 
measurements, shown in Fig. 3, have been made. 
However, since a large number of shots were used for 
the purpose of tuning the laser and aligning the trans-
mitter, the output energy during the 450 shots of the 
measurement was considerably less than the maximum 
described in Section 2. The horizontal bars indicate 
the range of height over which the signal was averaged. 
The vertical error bars indicate + one standard 
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Fig. 3. Measurement of atmospheric sodium. 
(24 Nov. 1968, 2110-2253 U.T.) 
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deviation as derived from the photon counts in each 
height range. Based on the errors involved in the 
measurement of the laser spectrum, there is 95% 
confidence that the absolute value of the density scale 
is within + 50 % of that indicated in Fig. 3. 

3.4 Relevance of Sodium Measurements 

Previously it has been possible to study the sodium 
only in daytime or twilight when sunlight excites 
resonance radiation. The laser method can provide 
profiles at night to complete a 24-hour picture of the 
layer. Already the measurements have shown that 
night-time heights and densities are similar to those 
in daytime. As the laser is improved and more 
accurate measurements are made, it is expected that 
a study of the changes of the night-time profile will 
throw light on the balance of the reactions that are 
believed to produce sodium from its oxide, namely 

Na+03 Na0 +02, Na0 + 0 —› Na +02 

and thus on the ratio 0/03 which is thought to be 
quite variable. It may also be possible to discern the 
effects of meteors and dust layers that may provide 
sources or sinks for sodium. 

4. Measurement of Other Constituents 

Table 1 lists some atmospheric constituents which 
it may be possible to measure by laser radar. The 
laser energy necessary to give one photo-electron per 
shot has been calculated; this is a rough value of the 
minimum useful signal. When the signal count, C, 
is appreciably greater than the background count, the 
r.m.s. error in C is Ci since the number of photo-
electrons obeys a Poisson distribution. Thus the total 
column number density will be measured with 10% 
error from 100 laser shots of the energy in Table I. 
In our sodium measurements, the ratio of signal 
counts to background counts was about the back-
ground being mainly due to sodium street illumination. 
Hence four times as many shots were required corn-
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Table 1. Laser requirements for the measurement of atmospheric constituents 

Species Wavelength 
(nm) 

Maximum 
Effective 

Cross-section a 
a(m2) 

Column 
Number 
Density 

n(h) dh(m -2) 

Height 
h 

(km) 

Efficiency 
Factor ° 
T24 

Energy 
Requiredd 

(J) 

Na 

Li 

Ca+ 

Ca 

Al 

He*(23P-22S1) 

(33P-23S1) 

N0*(134 E- —OM) 

Nj-(A211.— X2 E5) 

N.(13311 —A3 Et) 

589.0 

769.9 

670-8 

393-4 

422.6 

396.1 

1083.0 

388.9 

870(1-0)1 

790(2-0)f 

3914(0-0) 

885(1-0) 

1-6 x 10-15 

1-3 x 10-15 

1.2 x 10 -15 

8 x 10-15 

1.8 x 10-15 

1-3 x 10-1° 

2 x 10-161 

1 x 10 -17f 

5 x 10-'9? 

2 x 10-'9 

4 x 10-2° 

6 x 10'3 80-100 1 x 10"2 

6 x 1011 80-100 1.5 x 10-3 

6 x 101° 70-90 7 x 10 -2 

3 x 1012 100-200 1.5 x 10 -2 

? ? 2 x 10 -2 

? ? 1.5 x 10 -2 

7 x 10-5 
5 x 10" >200 {1.5 X 10' 2 

2 x 1014? 70-120 5 x 10 -4 1 

5 x 10 -5 

6 x 10 -2 

5 x 10-2 

2 x 10 -3 

40 

10 

1013 >200 1-5 x 10 -2 20 

5 x 10 -4 

a Cross-section per molecule for laser linewidth < 0.5 pm, ignoring hyperfine structure (which reduces Na cross-section by 30 %), 
and taking the diatomic molecules thermally spread over 20 rotational states of the zero vibrational level. 

• Column number densities are deduced from twilight measurements. NO* assumes 10 -9 of NO molecules measured by daytime 
rockets are in the metastable en, state. 

o T2ry has been calculated assuming attenuation for a very clear atmosphere, a Si photo-cathode for > 0.8 gm, S20 for < 0-8 gm 
and an optical transmission of 0.25 for the receiver. 

d Energy required for one photo-electron per laser shot, calculated from (1), putting A = 0.6 m2. 

pared with a dark site. At a suitable site, the back-
ground could probably be neglected for night-time 
measurements of all the constituents in Table 1. The 
night-time densities of He* and NI, however, may 
be very low, and a study of the twilight densities given 
in the table may be prevented by the background of 
scattered sunlight. 

Clearly there are two main requirements: a high 
energy, near ultra-violet, laser to measure Ca and 
possibly Ca, He* and N2, and a high energy laser in 
the 760-800 nm region (possibly a ruby-laser-pumped 
dye-laser) to measure K, NO* and N:. 

5. Conclusion 

It has been shown that a dye laser can be sufficiently 
well stabilized and tuned to make possible the 
excitation of resonance radiation from atmospheric 
sodium, and useful night-time height profiles have 
been obtained. Although sodium is the easiest to 
measure, with improved dye lasers a number of other 
interesting constituents should be measurable. 
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Research and Development Project Management 
Techniques for Guiding Technical Programmes 
towards Corporate Objectives 

By 

R. R. HOGE, 
B.S.(E.E.), S.M., M.Sc.; 

Presented at a meeting of the Ottawa Section of the Canadian Division 
of the Institution on 5th February, 1969. 
The paper first discusses the evaluation of proposed projects and the 
selection of projects. Techniques for planning and managing projects 
are then described and finally some of the aspects of transferring results 
to production are dealt with. 

1. Introduction 

We are involved in an industrial research revolution 
that is affecting the dynamics of corporations to an 
extent comparable with that of the industrial revolu-
tion of 150 years ago. Today corporations view the 
R & D process as being one of continuous operation 
to provide the organization with a steady flow of new 
and improved products and processes. Accordingly, 
in the past 20 years there has been a rise in the 
organizational responsibility of the R & D manager, 
so that now there are a continual production process 
and a production manager for Research and Develop-
ment. 

As an illustration, the significant element in Presi-
dent Kennedy's 1961 decision to launch the United 
States on the lunar programme was not that the work 
would involve thousands of individuals but that a 
specified completion date of 1970—a decade later— 
could be announced for so complex an R & D task. 
Thus, at both national and corporate levels the point 
has been reached where R & D is regarded as a 
production process subject to planning, control, and 
optimization. 

2. Evaluation of Proposed Products and 
Selection of Projects 

2.1. Corporate Objectives 
Definition of company objectives is the initial and 

most important step in the general management 
process, largely because the objectives of an organiza-
tion are its sole reasons for existence. Collectively, the 
objectives of a company are the yardstick against 
which all requirements and accomplishments are 
evaluated. 

As a prerequisite to evaluating new product ideas 
and to selecting development projects, the company 
operating objectives should be established without 
regard to specific projects. (See Appendix.) 

The general goals are largely the kind which will be 
decided by the Board of Directors. But they may not 

t Computing Devices of Canada Ltd., P.O. Box 508, Ottawa, 
4, Ontario. 
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be explicit on the subject of product lines. In that 
case, the top Marketing and Engineering executives 
should jointly select new product lines and, with 
evaluation help from financial analysts, show that the 
proposed new products will ensure achievement of 
the desired growth and financial objectives. General 
management approval can then be obtained. 

With new product-line objectives established, the 
R & D manager can formulate general R & D goals 
and plans to achieve them—and it is important that 
the top marketing executive understands these goals 
and supports them. 

2.2. Guidelines for New Products 

The passing down of general R & D objectives to 
the lower tiers of R & D management sets the frame-
work for preparing new product development 
proposals. The importance of clearly communicating 
these goals downward, both within Marketing and 
within Engineering cannot be overemphasized. 

Marketing staff ignorance of or disregard for 
product guidelines can also cause waste. For example, 
we receive many Requests for Proposal from the 
Government to perform paid Research and/or 
Development. Sometimes a salesman tries to initiate 
a proposal exercise on RFP's which are obviously 
outside the company's interests. Attention to clearly-
stated product guidelines and R & D objectives should 
discourage a 'buck-shot' approach to new business. 

An important related topic for companies pro-
ducing military equipment has been stated by 
Professor E. B. Roberts of the Management School 
at M.I.T. He says that, `contrary to superficial 
appearance, the vast majority of R & D contracts go 
to "a preferred sole-source", even though there has 
actually been a formal competition.' The companies 
that get the big jobs are those who were carrying on 
constructive technical discussions with the sponsor's 
technical specialists long before the competitive 
tender was published. Experience in our own com-
pany bears this out. So, for companies in the military 
hardware business such as ours, it is essential for the 
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Marketing staff to develop new business through 
technical interchange with customers on subjects and 
products which are compatible with company 
objectives. 

2.3. Product Ideas and Project Proposals 

Any company can concentrate with advantage on 
the early stages of determining 'what should be 
developed'. On the whole, it takes just as much money 
to develop a new-product failure as it does to create 
a spectacular winner in the market place. Successful 
project management begins with tackling problems 
which have solutions for which there is a marketable 
demand.' 

Where do new product ideas come from? As you 
are probably aware, the largest single source in the 
typical quality-product company is the sales or 
market research staff. These people are in frequent 
contact with customers, hence they can best determine 
what will sell. Their ideas, however, usually deal with 
modifications or improvements in present products; 
the less frequent ideas for radically new or different 
products usually come from research or engineering.' 

If our company is typical, once a year financial and 
operating plans are reviewed and updated, being 
especially particular about the next fiscal year. For 
us this includes preparation and comparative evalua-
tion of proposals for projects to be undertaken as 
company engineering expense. Key managers are 
advised on general product and engineering goals, 
together with the approximate amount of money 
which has been budgeted for each area, and they are 
asked to prepare technical and cost proposals for 
development projects within this framework. 

Corresponding product specialists on the Marketing 
staff get the same initial information. These product 
specialists work with the engineering proposers, 
formulating: 

(i) desirable performance specifications 
(ii) target selling prices 
(iii) required operating environments 
(iv) reliability and maintainability goals. 

These are in the order that the salesman and 
engineer think of and convey them. There is a 
tendency for both to overlook operating environ-
ments and reliability goals in the first instance—but 
these are important because they affect the cost of 
both the development programme and the resulting 
product. 

The R & D Manager then produces a development 
project proposal, which includes the following: 

Specifications and objectives (from above). 
Block-diagram outline of the proposed technical 

approach. 
An Engineering Job Analysis. 

34 

A time-phased labour estimate (broken down into 
work orders). 

A schedule by activity and/or work order. 

Usually, the above is actually generated in two 
cycles. In the first cycle, the engineer proposing 
makes a very rough estimate of development and 
production costs which is discussed with Research and 
Engineering and with Marketing before proceeding 
with the full proposal. 

Concurrently with the R & D proposal effort, the 
Marketing Product Specialist should prepare a 
market analysis, delineating 

Size of the probable market. 
Probable share of the market. 
Specific known customer projects and programmes 
which require this type of product. 

Projected volume of business to be expected. 

The above should be coupled with a life-cycle 
analysis by financial and production cost-estimating 
staff of the expected profitability of the proposed 
new product, which is every bit as important as the 
development project proposal. Companies experienced 
in R & D say, in effect, 'Our men can develop any-
thing. Show us enough sales and enough profit and 
we'll spend the necessary time and money to develop 
it'. This is because most development work should 
and does take place within technology largely under-
stood at the outset of the project. 

2.4. Project Selection 

When the proposals are all in, their cost probably 
adds up to more than the budget will support. So, 
assuming all proposed products satisfy the general 
product-line criteria it is necessary to eliminate the 
least promising projects on the basis of financial 
performance or low urgency. 

With regard to financial performance, the key factor 
is to use cash flow and Return on Investment analysis 
for at least the next five years as measurement 
criteria. Obviously, the accuracy of these techniques 
for evaluating financial performance is much depen-
dent upon the validity of underlying market and 
engineering forecasting. Nevertheless, if all proposed 
projects are evaluated by the same method, a useful 
comparative rating of proposals is obtained, indicating 
those which cannot qualify for funds. 

Most new product failures are not the result of 
technical incompetence; generally products 'flop' 
because the idea or concept was wrong for the market 
in the first place. Thus, management attention to 
project selection is an excellent source of high returns. 

3. Planning Proposed Projects 

It is pointed out in Section 2.3 that development 
project proposals include product specifications, a 

The Radio and Electronic Engineer. Vol. 39, No.1 
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technical approach in block diagram form, an 
Engineering Job Analysis, a time-phased labour 
estimate, and a project schedule. The last four of 
these actually make up a development project plan for 
achieving the first. We require this plan, regardless of 
whether the proposal is for approval by our own man-
agement or for competitive submission to a customer. 

3.1. Assign a Project Manager 

We assign a senior development engineer with 
appropriate experience to coordinate the project 
planning, labour estimating and scheduling. If 

possible, we assign the same man we expect to be 
Project Engineer or Engineering Project Manager if 
the project is approved. This involvement is necessary 
because: 

'Participation tends to increase commitment; 
commitment tends to heighten motivation; 
motivation which is job-oriented tends to make 
managers work harder and more productively; 
and harder and more productive work by 
managers tends to enhance the company's 
prosperity; therefore, participation is good:3 

The planning starts with a Quotation Request which 
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1. SCOPE 

This FIA i, re-issued as a result of a clearer definition of the require-
ments of the program brought about by discuesion and meeting between 
Engineering and Marketing. Tne scope of this work will be to design and 
build circuitry additional to that existing in the Solid State ENDS in 
order to couple such a system to Doppler or Air Data /nputs. This ex-
tends to breadboarding and proving feasibility only. 

2. RELATED DOCUMENTS 

3. 

Memo dated 17 May 1968, J.C. Alexander to X.G. Thorne. 

MO 13 Moving Map Display Proposal. TO60/909D/TP1. 

1060/906C Q.R. 

INTRODUCTION 

The original approach reflected in previous issues of the EJA was to develop 
digital modules capable of performing a variety of analog functions, usually 
peeformed electromechanically, and to subsequently interconnect these to form 
a solid state equivalent of the Analog Hap System. This approach has now 
been slightly modified and the completely modular approach has now been super-
seded by an approach which will produce the most economical circuit design to 
meet the complete requirement. The following constraints are placed on this 
program: 

a) Maximum commonalty, consistent with economical design, with the 
existing design of the 0360/A7E FM16, 

b) WO 13 program requirements to be considered as growth itero and the 

design to reflect thin, 

e) The potential application of the design to the requirements of a solid 
state PHI to be considered, 1.e., interface directly with ACT! Indicator 
etc. 

d) The system to incorporate the present Display Unit ( 0360/A7E) with 
minimum modification. 

e) Production hardware resulting from this program should be 

available by early 1970, therefore design considerations 
should be limited to the most advanced currently available 
state of the art components and techniques. 

The system design will proceed to a solid state pictorial PHI having 
1) Heading Card, 2) Bearing Pointer, 3) Range Indicator (numeric), 
together with the Moving Map Display. 

After breadboarding of new designs, it is assumed that at least a 
breadboard Display Unit will te available together with some bread-
boards of the ASE/G360 EAU. Initially Engineering sketches will be 
produced and circuits will be built up on either plug boards or I.C. 
master PCB's. Some circuits may be transferred to experimental 
PCB's to test effect of configuration. Inter board connection to be 
made via PCB connectors. The circuit card assemblies should be 
assembled in a veripak or similar structure for system breadboard 
testing. 

Fig. 1. Typical engineering job analysis. 
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it. DETAIL 

Project Work Cost 
No. Order Centre Activity 

G 251 102 System Design 

1140 The system concept will be defined evolving out of the docu-
mentation listed and the requirement as minted by marketing 
for a " low cost navigation system". The system design will 
be continued to approach an optimum configuration in terms 
of state of the art technology and compatible requirements 
of military AMOS and PHI.s. 

G 251 103 Circuit Desin 

1130 A hardware design philosophy will be formulated concurrent 
with the production of the system specification. 

The design effortwill be concentrated in four main areas: 

1) Implementation of the ,CORDIC. algorithm. This moduli 
will perform rotation, vectoring and binary to BCD 
conversion and will form the heart of the computer 
sub-system. 

2) Non-volatile memory. Presently a small 256 bit linear 
select core memory is predicated. Investigation of 
this and other approaches will be made and a breadboard 
constructed with associated read/write logic. 

3) Velocity Sensor Interface. This module will accept 
Doppler pulse trains VA and VD and effectively resolve 
these into N-S and E-W components. Use will probably 
be made of the ,CORDIC coordinate rotation capability. 

4) Map Electronics Interface. This area will require 
extensive study and breadboarding. A trade-off will be 
made between retaining the present servo error generating 
circuitry and combining this in the arithmetic section 
of the nay. computer. 

The design of power supplies will not be considered - bench 
supplies will be used as required. 

G 251 103 Mechanical Design 

1740 A packaging study will be made for the core memory with 
particular attention to ease of assembly and vibration re-
quirements. Some PCB layouts may be required and schematics 
will require drawing. 

G 251 103 Fabrication 

1860 A number of panels and chassis may be required from rough 
engineering sketches. Estimated initially aa one of each. 
The panel to contain push buttons and rotary switches. The 
chassis to hold say 10 A7E PCB's. 

0 251 103 Assembly  

0 251 103 

1850 A number of PCB's may require assembling and a chassis wired, 
assume 10 A7E PCB.e, 

R 4 M 

1870 Examination of engineering schematics and discussion with 
engineers. Formulation of realistic R 4 M targets and high 
lighting potential problem areas. RUT diagnostic appraisal 
to be performed at intervals. 

6 251 103 Specifications 

1870 Assistance in specification and location of new components. 

O 251 104 System Assembly and Test 

1130 Most of the initial design ani development will be at the 
module level however further design of additional circuitry 
will be required to interface them at the system level. The 
majority of breadboard testing including nodule testing will 
be at the system level. Design modifications will be incor - 
pouted as determined and all testing will be at room temperatas 
The system should te assembled in a Veripak unit and tested 
with either an available Map Head or the existing breadboard 
film transport. This work order will include the preparation 
of preliminary test specifications and procedures to apply 
to breadboard testing and the production of test results. 

0 251 105 Project Engineering 

1130 Control of technical and cost considerations and responsibilit 
for preparation of final documentation test procedures, tant 
results, specifications and circuit and system descriptions. 

Fig. 1 (cont.) 
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Fig. 2. Sample Gantt chart. 

includes a work statement. It should convey, directly 
or by reference, all essentials of what is to be achieved 
by the project. 

Our prospective project engineer first works out the 
technical approach to be followed. Frequently he 
enlists the help of one or more other experienced 
engineers—perhaps systems specialists—to formulate 
the basic product concepts. Block diagrams and 
preliminary layout drawings are prepared to convey 
the product concepts to specialists in supporting 
departments who will be involved in the programme 
and will therefore participate in the project planning 
process. 

3.2. Formulate an Engineering Job Analysis 

Next the technical proposal coordinator or project 
engineer will prepare an Engineering Job Analysis.4'5 
This is a word description of the project, broken 
down into clearly definable project phases and/or 
tasks. Figure 1 is a sample of a typical EJA. 

The EJA begins with a paragraph on the Scope of 
the project, followed by a section identifying Related 
Documents, specifications procedures, etc. Next an 
Introduction expands on the statement of Scope, 
detailing limits and conditions of the project, relation-
ship with other preceding or concurrent projects, 
special constraints and Security restrictions. The 
balance (and bulk) of the EJA deals with the tasks 
which make up the Project Work Order structure. 

Typical tasks are as follows: 

(a) System study and analysis. 
(b) Preparation of system and unit specifications. 
(c) Preliminary electrical design. 
(d) Preliminary mechanical design. 
(e) Prepare reliability and maintainability plan. 
(f) Design and build breadboard(s). 
(g) Electrical specifications and parts lists. 
(h) Mechanical design and detail drafting. 

(j) Construction of engineering models. 
(k) Engineering design proving procedures. 
(m) Design proving tests. 
(n) Production drawings and documentation. 
(o) Instruction and maintenance manuals. 

Dates for Key Events: 
(1) Design reviews 
(2) Progressed reports 
(3) Scheduled completion, delivery dates. 

A paragraph is written about each project task (work 
order) describing what is to be accomplished and also 
outlining as specifically as possible the responsibility 
of each department on that task. In connection with 
this, the project engineer will also usually prepare a 
preliminary Gantt schedule chart such as Fig. 2 
showing his desired or suggested timing for all events. 
The technical approach and the EJA describe HOW 
the project will achieve WHAT the 'quotation request' 
work statement requested. The Gantt chart says WHEN. 

3.3. Compile Cost Estimates 

This resulting EJA is used for communicating the 
project requirements and duties to the managers of all 
departments, so that they can provide their own 
estimates of labour required (more participation). 
The labour estimate of every department is recorded 
in a time-phased manner, as indicated in Fig. 3. (For 
authorized projects, this later becomes 'Forecast 
Project Data.') 

We don't expect the prospective Project Engineer to 
accept the labour estimates from supporting depart-
ments without question. We want him to understand 
them, and to challenge each estimate if necessary, so 
that he is eventually convinced that it is justifiable. 
Here the proposal coordinator is in the 'General 
Contractor' role. Incidentally, in the process of 
jestimating and negotiating with supporting depart-
ments, some adjustments to the Gantt schedule are 
usually made. 
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RESEARCH and DEVELOPMENT PROJECT MANAGEMENT 

At this point, the Engineering Administration staff 
provides help to compile and integrate the time-phased 
labour estimates into a consolidated package showing: 

time-phased labour by category and cost-centre 
for each work order, 

total labour hours for each cost centre. 

The consolidated project plan and estimate is then 
returned to the prospective Project Engineer to sign-
off, and for approval by his supervisor and the 
supervisor's superior. 

The consolidated engineering estimate is turned over 
to Central Estimating and Analysis, who convert it to 
a dollar estimate by application of the appropriate 

• labour rates, overheads, burdens, G & A factors, fee, 
etc. 

3.4. Proposal and Summary Plan 

While all this planning, estimating, scheduling, etc., 
is going on, the proposal coordinator is also super-
vising an ad hoc staff who write a technical proposal. 
Typically this document describes the proposed 
product, the customer-satisfying features it embodies, 
and it outlines the project organization and plan for 
developing the product. This technical proposal is 
often itself a major production. 

Getting back to the cost estimate and plans—when 
the financial estimators are finished, the whole package 
is reviewed at two levels: 

First by Finance, Marketing and (sometimes) 
Engineering to consider whether all bases are 
covered. 

Then by Finance and the President/General 
Manager for approval of the dollar value of 
the project. 

Sometimes the project plan and Engineering esti-
mate is sent back to Engineering for 'fine-tuning'— 
because somebody (the General Manager or the 
customer) wants it modified. In that case, a revised 
Gantt schedule and consolidated engineering estimate 
eventually emerges—and is duly signed off by all 
levels of engineering management—and it then 
becomes Engineering's revised commitment. An 
important point is that no one, except the General 
Manager, is allowed arbitrarily to cut an engineering 
project labour estimate. 

An aid to manpower planning is a by-product of 
the proposal and cost estimating phase whereby we 
key-punch the time-phased labour estimates for each 
department (cost centre). As soon as a project plan 
and labour estimate passes 'bid review' we decide on 
the most probable calendar month for starting and 
add the manpower load to our existing project time-
phased load. At least once a month we make a 
computer print-out histogram as shown in Fig. 4. 

January 1970 

Each manager gets a copy for his department. The 
heads of R & D, Marketing and sometimes Industrial 
Relations also get copies for all departments. This 
keeps Marketing aware of availability or dearth of 
manpower in future months. In our company, there 
is much more paid R & D than 'company expense' 
engineering—so it is Marketing's job to keep the 
Engineering backlog up. 

4. Managing the Project 

Some of the proposed Project Plans will get 
approval, providing the R & D organization with a 
commitment to fulfil. 

The first problem is always one of properly staffing 
the programme. Each group who will participate now 
has acquired some additional 'backlog'. Can they 
cope with it using existing staff? 

The latest set of manpower loading histograms will 
give the Project Engineer/Manager a 'feel' for which 
department will have manpower trouble. Each 
department head usually knows his manpower 
situation intuitively. With luck, each department has 
a range of jobs and schedule commitments which 
permit some juggling to satisfy the Commitments on all 
jobs. If not, we try to hire or rent people to make up 
discrepancies. 

4.1. Project Structure 
A functionally-organized R & D staff is associated 

with project and product-oriented work planning. 
We develop products through well-planned, well-
managed projects which are astride the functional 
R & D departments 'matrix-wise'. (See Fig. 5.) The 
traditional pyramid organization of functional depart-
ments has the following advantages: 

(i) It helps individual researchers or specialists to 
keep in touch with others at work in the same 
subject field and encourages him to keep up to 
date in his technology. 

(ii) It fosters teamwork within a specialization. 

(iii) It enables a specialist to match his thoughts, 
ideas, hypotheses and conclusions with others 
skilled in his field. 

(iv) It assists in avoiding duplication of technical 
manpower and physical facilities for a given 
service or skill. 

(v) It facilitates starting a new study within a 
discipline. 

(vi) While individuals may periodically assume 
project responsibilities, functional departments 
serve as permanent homes. The specialist needs 
less often to adjust to new chiefs and radically 
different working relationships. This gives him 
a greater feeling of stability and security. 
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  Functional 
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Projec 
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Design 
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drafting 

Design 
section 

Technical 
services 

Product 
engineering 

Engineering 
laboratory 

Fig. 5. Functional R & D organization. 

But in today's economy, any going concern is 
constantly confronted with a stream of projects that 
supply the work for the members of the organization. 
Each project is in a different stage of completion; one 
may be merely a concept undergoing feasibility study, 
another in development, some in production, and 
some being phased out of the product line in favour 
of new models. This stream of projects, each with its 
own problems and peculiarities, requires that an 
individual be designated as Project Manager, with 
the responsibility for keeping abreast of all the com-
pany's work on that project. Project management, 
therefore, is a general management activity and 
includes such functions as planning, organizing, 
motivating, integrating, directing, and controlling 
efforts to obtain a specific goal. In many ways, project 
management is similar to functional or traditional 
management. The Project Manager, however, may 
have to accomplish his ends through the efforts of 
individuals who are paid and promoted by someone 
else in the chain of command. 

4.2. Characteristics of Project Management 

Project management has several characteristics that 
do not exist in traditional management. 

First, project management requires that functional 
lines (parent company) and organizational lines 
(outside organizations) be crossed to accomplish 
project tasks. Project management is more concerned 
with the flow of work in horizontal and diagonal 
relationships than with the vertical scalar chain of 
authority. But project management cannot exist 
alone. The Functional Managers and the Project 
Manager share the authority and the responsibility 

January 1970 

Reliability 
and 

maintainability 

Model 
shop 

for the project activities as follows: 

The Project Manager: 

(1) Unifies the project affairs such that the objectives 
are satisfied. 

(2) Establishes the funding, scheduling, and per-
formance standards for the project on non-
contractual matters. 

(3) Acts as the focal point for customer technical 
contact with the company. 

(4) Resolves any conflict that threatens to disrupt 
the project activities. 

The Functional Manager: 

(1) Provides functional facilitation to this as well as 
the other projects in the organization. 

(2) Prescribes how the day-to-day tasks will be 
performed. 

(3) Maintains an existing capability up to the state-
of-the-art in the department's speciality. 

The Project Engineer/Manager needs authority to 
accomplish this work, but his authority is usually far 
removed from the chief executive of R & D. Yet the 
Project Manager is, in effect, the 'general manager' or 
'general contractor' of the project as far as the 
company is concerned, and exercises two types of 
authority: 

Legal authority—which is granted by a specific 
job charter or 'terms-of-reference' document. 

Personal authority—which is his influence, ac-
cepted by his associates. This means that the 
project manager's authority has no functional or 
organizational constraints. Instead, it pervades 
the environment, seeking out the people and ideas 
it wishes to control. 
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Reference 6 covers this subject in more detail. 

4.3. Implement the Plan 

The manager implements the plan by having 
appropriate people assigned and by opening the 
appropriate accounts for work-order charges. The 
Project Engineer provides the technical leadership for 
the development effort in his own department. 

Depending on the size of the project, the Project 
Engineer and Project Manager may be separate men 
or may be the same person. In any case, the per-
sonality wearing the Project Manager's hat has the 
responsibility to assure that all supporting departments 
(a) get their inputs at the right time, (b) start and 
finish their job on time, (c) satisfy—but only just 
satisfy—their requirements. 

Since the supporting departments probably have 
an open work order to charge to, it is good business 
for the Project Manager to prevent having them 'sell 
him' more of their support or service than the project 
really needs. The converse is also true, but less likely. 

Summarizing the Project Manager's role—he Plans 
the work... then he Works the plan.' 

4.4. Monitoring Progress 

But no plan is perfect and one cannot anticipate all 
the snags. Periodic project reviews and reports are 
essential to monitor the degree of success in following 

the plan. Our Project Engineers are required to 

(a) publish a monthly status report, and 
(b) review their Forecast Project Data, i.e. time-

phased anticipated manhours on a monthly 
basis. 

Figure 6 is an example of the monthly status report. 
The fiscal portion is a summary of detailed expenditure 
data provided to the Project Engineer by Engineering 
Administration about the 10th of each month. The 
Gantt-chart section is copied or adopted from the 
original project plan, by work orders. To facilitate 
assessing whether tasks are being completed according 
to the original plan, we use the symbols in Fig. 7 for 
updating the Gantt bars. 

In the balance of the report the engineer summarizes 
progress for the past month, including problems 
encountered, attempted solutions and their effect. He 
also explains schedule slippage, if any, and what is 
being done to make it up. Lastly, he indicates what 
accomplishments are planned for the current month. 

In conjunction with the monthly status reviews the 
Project Engineer also reviews and reaffirms or up-
dates manpower loading charts—the Forecast Project 
Data sheets (as shown in Fig. 8). These are time-
phased charts derived from the original project plan 
and labour estimate. Monthly Forecast Project Data 
sheets are used together with Forecast Proposal Data 
to update the manpower loading histograms. The 

Sta us 
Date 

j\t‘Mtrch J April May June ik 

Work Started on Time 

Fig. 7. Gantt chart symbols. 
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cost estimating staff also apply labour rates to the 
manpower totals by cost centre and calculate revised 
total project costs. 

When this monthly status review is done conscien-
tiously and objectively, it is possible early in the project 
to identify problems which jeopardize achievement of 
the objectives. Then additional manpower, specialist 
consultants or a change in approach can be adopted 
to correct the problem. 

5. Transferring Results to Production 

For complete success, a key and often difficult 
phase of guiding an R & D project is transferring the 
results to production. This involves a definite tran-
sition for the product, wherein a variety of functional 
specialists skilled in fabrication, assembly, test and 
calibration techniques take over to make quantities of 
exact replicas of the development prototype product. 

5.1. Development Project Output 

Development projects are expected to do a com-
prehensive job, with the following typical output: 

One or more prototypes which satisfy the 
functional and cost specifications. 

Procedures for 'design proving' tests, alignment 
and calibration. 

Reports on the design proving tests at room and 
extreme environments, demonstrating that the 
specifications are met. The Quality Assurance 
Department monitors these tests and (hopefully) 
certifies that the product is ready for production. 

All necessary design documentation including 
layout drawings, assembly drawings, detail draw-
ings, specification control drawings for purchased 
components, and basic alignment and test pro-
cedures. 

But the R & D project does not include the industrial 
engineering function of methods and process planning. 
And development engineers never succeed in docu-
menting all necessary information and they never 
succeed in anticipating all production problems. 
Once the product is released to the functionally-
organized factory—who will undertake an 'anxious 
mother' role for the product? One possibility would be 
the Project Engineer for the original development, 
because he obviously has the best understanding of 
how the original idea and specifications were trans-
lated into this product. But in practice few companies 
probably use this route because: 

(a) The Project Engineer's combination of inventive 
engineering skills and management flair are in 
demand for the next development project. 

(b) The engineering skills most useful in successfully 
launching production are seldom found in 
development engineers. 
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5.2. The Product Engineer 

Many companies handle the problem by assigning 
product responsibility to a Product Engineer who 
resides organizationally at the Engineering-Production 
interface. In some companies this Product Engineer 
is part of Industrial Engineering. In our company he 
belongs to the Design and Drafting Division. 

Our Product Engineers, who incidentally are usually 
graduate engineers, are responsible for the conduct of 
engineering aspects of a new product, from production 
release through to the time when the scheduled pro-
duction rate is achieved. But how does he acquire the 
necessary know-how? 

To fulfil his responsibility, a Product Engineer 
acquires his knowledge of the product during the 
development phase—by assisting the Project Engineer 
in preparing the design, drafting, and testing documen-
tation required for the 'Release to Production'. He 
participates in or monitors the design proving tests 
during the development phase. He coordinates be-
tween the design and drafting function and the manu-
facturing planning functions to ensure that the con-
figuration t of the product is commensurate with the 
scale of intended production, as indicated on the 
project work statement. Our Product Engineers are 
key men who perform a 'support' function. During 
the development phase they absorb specific product 
information while they support the Project Engineer. 
During the production phase they speak for the 
R & D organization in providing engineering support 
to manufacturing. 

Figure 9 shows the relationship between various 
activities and responsibilities during the development/ 
production transition. 

6. Presentations on Project Aims, Progress 
and Results 

Somewhere during the history of the project the 
Project Manager will probably have to give a presenta-
tion on his work. An effective presentation is part of 
good project management because a project cannot 
be classified as a success unless the man who paid for 
the work supports him in that conclusion. Also, this 
sponsor (who may be inside the company, or the 
customer) will probably have to make a decision 
regarding further action based on the results of the 
project. So it is vital that he understands the Project 
Manager's results and recommendations. 

There must be a comprehensive final report—and 
the oral presentation is not designed to replace it. 
The presentation is often used to present the major 
findings to the top decision makers, who lack the 

t Definition of 'configuration': the complete technical 
description required to fabricate, test, accept, operate, maintain 
and logistically support systems/equipment. 
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PHASE 
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• 

Project Engineer 
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Fig. 9. Responsibilities during the development-production transition. 

time to read and assimilate detailed reports and 
working papers. Even if they do have time, a presenta-
tion on results and recommendations makes better 
use of our communication senses. For example, a 
University of Michigan Study found that people 
spend their time communicating as follows: 

Writing 11 % 
Reading 15% 
Talking 31.9% 
Listening 42.1 % 

Another study by Socony Vacuum Oil suggests that 
in acquiring data, we retain: 

10% of what we read 
20 % of what we hear 
30% of what we see and hear simultaneously 

and 70% of what we say as we talk. 

Both sides probably retain more of what we say as 
we talk because a briefing provides a face-to-face, 
give-and-take communication situation in which 
misunderstandings, misinterpretations and differences 
of opinion may be exposed and an attempt made to 
resolve them. 

7. Conclusions 

Reduced to bare essentials, the techniques for 
guiding technical programmes are: 

Starting with general company objectives, derive 
R & D goals and product guidelines. Prepare 
product development proposals together with 
marketing and profitability analysis. Select projects 
for authorization on the basis of comparative 
financial performance. 

Plan proposed development projects thoroughly, 
whether for company or customer approval. 
Acquire manager motivation and commitment by 
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assigning the prospective Project Engineer, to co-
ordinate project planning. Ensure participation of 
supporting skills in project planning. 

Use a Project Manager to coordinate project 
tasks within a functional organization structure. 
Use him as a 'General Contractor' within your 
organization. Feed back interim results and correct 
the approach. 

Ensure an effective transfer to production by 
providing knowledgeable engineering support during 
early production phases. Train the product support 
engineer on the development project. 

Use oral presentations to convey the key results 
and recommendations to management or customer. 
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9. Appendix 

Background Information on the Company 
that provided Experience and Examples 
for this Paper 

The basic principles for managing technical pro-
grammes, as outlined in this paper, are fairly universal. 
Many of the illustrative examples are drawn from 
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procedures within Computing Devices of Canada. In 
order to better understand the viewpoint, it may be 
helpful to give a brief background of the company. 

Computing Devices of Canada and its U.S. parent, 
The Bendix Corporation, are high-technology com-
panies. The various Bendix Divisions and its affiliated 
companies are heavily engineering oriented. At 
Computing Devices the business is about 70% 
military, and it is characterized by relatively short 
production runs of very complex and expensive 
products. Most production programmes are preceded 
by some development engineering. A very substantial 
part of our total research and engineering activity is 
government-funded, and is often obtained through 
competitive tender. Projects are usually undertaken 
by us on a fixed-price and fixed-schedule basis with 
well-defined objectives. Our leaning toward govern-
ment work and toward paid engineering in no way 
diminishes the need for basically sound techniques 
for guiding technical programmes. If anything, 
failure to practise sound research and development 
project selection, planning and management can lead 
to financial disaster very quickly in the military fixed-
price paid R & D business. 

9.1. Synopsis of Objectives 

In September 1967 the Directors and Officers of the 
Company laid down the following objectives: 

Sales volume. Growth by 10% per year. 

Profitability. By 1970, 55% on sales and return on 
investment of 11.5 %, before taxes. 

Market posture. Increase exports to 55% of sales by 
1970. 

Products. Greater diversity and at least one new 
product per year. Push for production of multi-
sensor data processing systems. 

Engineering. Conduct Independent Research and 
Development at 2.3 % of sales. Develop com-
mercial moving map display and solid-state 
position and homing indicator (pm). 

Seek paid R & D leading to production 
follow-on. 

Orient current product engineering at meeting 
or beating unit manufacturing-cost goals. 

Production. Improve efficiency through better 
planning, control, methods and plant moderniza-
tion. 

Capability and productivity. Acquire ability to do new 
things. Improve performance on current jobs. 

Inter-company relations. Earn the respect and co-
operation of Bendix. 

Utilize our Bendix identity to facilitate 
participation in the U.S. market. 

9.2. New Product Criteria 

In recent years, our own company has seen the 
consequence of poorly communicated product goals. 
Well-meaning engineers have often submitted new 
product ideas, sometimes after considerable personal 
effort—only to be disappointed because we have 
rejected their apparently excellent product idea. To 
a large extent the fault was the company's because 
specific guidelines for new products were not generally 
known. We now have such guidelines, of which the 
following are the salient points: 

1. General. Must contribute to company goals for 
profit, stability and growth. 
Should be basically electronic or electro-
mechanical. 

2: Marketing. Should be of interest to our present 
customers: 

(a) Canadian Armed Forces. 

(b) U.S. Department of Defense. 

(c) North American air-frame and airline com-
panies. 

(d) Export customers that can be reached through 
Bendix. 

Preference for items which are related to our 
existing products, including those which can 
obsolete our existing products. 

3. Engineering. Technology involved should be related 
to our present R & D capability. 

Should take advantage of our military specifi-
cation know-how. 

Development time should not exceed 20 % of 
the expected time during which sales volume 
would increase. 

Development cost should be between $30,000 
and $300,000. 

4. Manufacturing. Preference for items which could 
be manufactured economically with present 
facilities. 

Cost of new equipment must be amortized and 
recovered during product life. 

5. Financial. Preference for products eligible for 
customer or Government participation in develop-
ment costs. 

Manuscript received by the Institution on 18th March 1969 
(Paper No. 12971MT1). 

(0 The Institution of Electronic and Radio Engineers, 1970 

our 
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Gain Maximization and Controlled Null Placement 
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This paper presents a matrix method for maximizing aerial directive gain, 
while simultaneously placing nulls in the far-field radiation pattern of the 
array. The technique is applicable to aerial arrays of N elements, 
arbitrarily positioned, and allows the designer to specify the directions of 
up to (N-1) independent pattern nulls and/or side-lobes, while providing 
maximum gain in some prespecified direction. This control is achieved 
by varying only the amplitude and phase of the element currents. The 
method can be used even when non-isotropic aerial elements and inter-
element mutual coupling effects are included in the expression for directive 
gain. 

List of Principal Symbols 

number of array elements 

number of pattern constraints 

Superscript * complex conjugate 

Superscript t complex conjugate transpose of a 
vector or a matrix 

Superscript T transpose of a vector or matrix 

location of nth element in array 

cos O where O is measured from line of 
array 

A wavelength 

eigenvalue 

E(p) far-field amplitude radiation pattern 

directive gain of the array 

and T3 (N x N) square matrices occurring in 
numerator and denominator, respec-
tively, of the gain formula 

an N-element column vector with the 
element currents as entries 

one of the M prespecified constraint 
vectors 
(N x N) constraint matrix constructed 
from p vectors 

an N-element transformed current 
vector 

Ac and I-3c (N x N) numerator and denominator 
matrices of the transformed gain 
formula 

;{„ and Ba (N — M) x (N — M) abridged matrices 
formed by deleting the first M rows 
and M columns of AC and Bc 

constrained gain. 
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1. Introduction 

The frequent need to discriminate between closely-
spaced radar targets has led to considerable interest 
in the development of high-resolution, high-gain 
radar aerials. Both resolution and gain are describable 
in terms of the radiation pattern of the aerial. High 
resolving power implies that the pattern has a narrow 
main beam and low side-lobes, while high directive 
gain implies a large amount of energy radiated by the 
aerial in the direction towards which the beam points, 
relative to the total energy radiated. This paper 
considers a technique for achieving maximum gain for 
aerial arrays whose radiation patterns must satisfy 
constraints on the location of null values that control 
the beamwidth and/or side-lobe levels of the pattern. 

These two problems, gain maximization and 
radiation pattern beam-shaping, are usually con-
sidered separately. In the former,'" generally little 
attention is given to the radiation pattern structure 
that results from the maximization procedure. For 
example, for linear arrays (in which the elements are 
located along a straight line), associated with the 
maximum gain solution is a pattern with a relatively 
high side-lobe structure that makes this solution 
somewhat unattractive; such high side-lobes could 
cause undesirable interference in target discrimination. 
In beam-shaping operations on the other hand, 12.13 
control over the pattern structure is the prime 
objective, but one often obtains such control only at a 
significant sacrifice in gain. 

It is then the purpose of this paper to consider 
jointly gain maximization and beam shaping. Appli-
cations calling for such techniques include the 
following problems. Firstly, there are often in radio 
communications links the simultaneous design goals 
of maximum gain in the direction of some distant 
transmitter and/or receiver and the reduction or 
elimination of interference or jamming from other 
directions. Secondly, in radio astronomy it is often 
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desirable to use an aerial that can reduce the signal 
from a strong source and at the same time produce 
maximum gain in the direction of a nearby weaker 
source of interest. Finally, in a real life tactical 
environment, aerial siting is seldom optimum, and 
reflexions from natural or man-made objects can 
interfere with operations (as, for example, the inter-
ference experienced by an aerial from other aerials on 
board ship). In all these applications one would like 
to minimize the deleterious effects perhaps by placing 
pattern nulls in the directions of the interference while 
at the same time radiating and/or receiving, as the case 
may be, maximum energy in the direction of the 
desired target or signal. 

The technique proposed here is applicable to an 
array of N aerial elements that are arbitrarily located 
in three-dimensional space. In addition, it will be 
shown that the designer can specify arbitrary directions 
for up to a total of (N-1) pattern nulls and/or side-
lobe positions, while guaranteeing maximum gain 
in some prespecified direction. Only the element 
excitation coefficients need be varied (in amplitude 
and phase), making the method attractive for adaptive 
operations in which the pattern must be rapidly 
reconfigured, often without the possibility of a change 
in element locations, in order to adjust continuously 
the null locations to coincide with new directions of the 
interfering signals or targets. 

In this method, the mathematical technique con-
sists of a rather general matrix procedure for finding 
the extremal values of the ratio of two quadratic 
forms that are subject to constraints. We shall next 
consider the basic elements of this procedure. 

2. Array Matrix Theory 

2.1 General Theory 

Although the discussion below is to be limited to 
aerial directive gain, the techniques outlined are 
generally applicable to a much wider class of prob-
lems." Other quality criteria for aerial arrays, such 
as power gain, signal/noise ratio, gain-bandwidth 
product and aerial Q-factor can be similarly handled. 
Even in circuit problems in electrical engineering, for 
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Fig. I. Linear array geometry. 

example the maximization of the ratio of the power 
dissipated in an N-port load to that dissipated in the 
internal impedances of the N feeding generators, these 
techniques can be applied. 

We summarize here the results of a recent matrix 
approach to aerial array optimization.' -9'14'15 It 
serves as the basis for the constraint technique out-
lined in a later section. 

The directive gain, often used as an indicator of 
overall array performance, is defined as 

G — 47r power radiated in a particular direction 

total power radiated 

For a linear array, such as that shown in Fig. 1 with 
N isotropic elements arbitrarily spaced along a line, 
the far-field amplitude radiation pattern is (to within 
a constant factor) given by 

N 
E(µ) = E I„e-e^e, 

n=I 

(1) 

where D„ = (2n/2)d, = cos O and the /„ are the 
complex element excitation coefficients, amplitude 
and phase. The power radiated in a particular 
direction, po, is 

N N 
"(PO) = 1E(p0)1 2 = E E /„.r,*„ D,Jmo, 

n=1 m=1 

which the reader will recognize as a quadratic form; 
the symbol * denotes complex conjugate. Arranging 
the currents in an N-element column vector I, 

-I1 

1 = 
• 

and defining a square (N x N) matrix À, with elements 

A mn = e i(Dm — D.)Po, 1 < m, n 5 N, 

leads to the more familiar matrix formulation 

polo) = It AI, 
with t denoting the combined operations of complex 
conjugation and transposition. Note that À is a 
Hermitian matrix, i.e. Am„ = A e and that, in addition, 
it is a one-term dyad, i.e. it can be expressed as the 
outer product of two column vectors 

À = aa t , 
where 

a = 

e µo 
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(This property of À will lead to a significant simpli-
fication in finding the maximum directive gain.) 

The total power radiated by the aerial is that con-
tained in the power pattern and is given by 
+1 +1 

N N 
PT = 2n f IE(µ)1 2 dj.t = E E Inn f eiu)--Dn»L 

n=1 m=1 
-1 -1 

or 

N N * sin (Dm—D„) 
PT = 4n  n=i m=1 (Dm—D„) • 

We define the (Nx N) matrix B with elements 

B — sin (Dm—D„) 
mn 

(Dm—D„) • 

(Note that B is real, symmetric, and positive definite.) 

Then, 

PT = 4n(lt BO, 

equation ( 1) for aerial directive gain becomes a ratio 
of quadratic forms 

14,4-1 
re' 

and the usual goal is to find the currents which 
maximize G. 

There are other equivalent forms for directive gain 
but the representation in eqn. (2) has at least two 
distinct advantages. First, necessary calculations are 
readily performed on a digital computer using 
standard library routines for the matrix operations. 
Second, and most important, is that the extremal 
values, of quality criteria cast in this form, can be 
determined quite simply. This result is based on a 
theorem'. 5,16,17 which states that with A and B 
Hermitian and B positive definite, all the relative 
maxima and minima of the ratio are given by the 
eigenvalues determined from 

AI = 
where y denotes the eigenvalues which must satisfy 

det(A — 7T3) = O. 

The vectors {I} which produce these extrema, are 
the corresponding eigenvectors. 

The case of directive gain (and other quality criteria) 
is especially simple. Since A is a one-term dyad, all 
but one of the eigenvalues of the gain ratio are zero. 
This one non-zero eigenvalue is, in fact, the maximum 
gain and is given 1)3/4'5'9 

Gmax = Vi = at a. 

The corresponding eigenvector, representing the 
currents which produce this maximum gain, is 

These two results provide an elegant and compact 
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(2) 

solution for the maximization of directive gain and 
other quality criteria. This formulation has been 
extensively used to study maximum gain arrays with, 
however, no constraints on the aerial radiation 
pattern behaviour. The following section will show 
how the notion of pattern constraints can be intro-
duced in a way which preserves the compactness and 
simplicity of the matrix approach. 

2.2. Pattern Constraints 

The general problem of the maximization or 
minimization of a quantity that is subject to constraints 
is quite often approached by the method of Lagrange 
multipliers. This traditional approach has in fact 
been used in several studies of aerial optimization 
including the maximization of gain subject to con-
straints on the supergain ratio and the beam 
efficiency". 11. 18.19 and, more recently, the maxi-
mization of gain with constraints on the pattern 
behaviour.". 21 The Lagrange technique is charac-
terized by the fact that as the number of applied 
constraints increases, so also does the complexity of 
the manipulations required for a solution. The 
constraint technique outlined below, however, actually 
reduces the matrix dimensions by exactly the number 
of constraints applied and can provide, therefore, an 
important simplification as far as computer operations 
are concerned. 

The constraints take the form of setting either the 
pattern value and/or the pattern derivative value to 
zero in certain directions. The former locates nulls, 
the latter side-lobes in the resulting constrained 
pattern. Other authors have developed techniques for 
placing nulls in the radiation pattern12 22, 23, although 
some of these methods are applicable only to uni-
formly spaced arrays and none of them is coupled to 
a simultaneous maximization of the gain in the con-
strained pattern. Let us now outline a maximum 
gain-constraint technique. 

For the situation in Fig. 1, the array factor, which 
for isotropic elements is the radiation pattern, is 
given by 

E(µ) = EI j°". 
11= 1 

Setting the pattern equal to zero in the directions pi 
where i = 1, 2, ... M, O ≤ M ≤ (N-1), produces a 
set of M linear, homogeneous equations in the 
currents 4: 

{N 
E e— iDnei --= 0}, = 1, 2, ... M. 
n=1  

The left-hand sides of each of these constraint 
equations can be expressed as the inner product of a 
constraint vector pi 

PT = {e- = 1, 2, m 

51 



C. DRANE and J. McILVENNA 

and the current vector I. Or, setting the pattern 
derivative equal to zero in certain directions gives rise 
to the equations 

n=1 
01, 1, 2, ...M 

and thus locates side-lobe positions. The overall 
restrictions on the constraint technique are that the 
constraint equations must be linear, independent, and 
above all, homogeneous. The last restriction will be 
shown to be important so far as retention of the form 
common to the unconstrained problem is concerned. 

Following a procedure outlined by Guillemin,24 
we first form a constraint matrix C, with N rows and 
N columns. Each of the first M rows in C consists 
of one of the constraint vectors pi; the remaining 
(N — M) rows are filled with any arbitrary collection 
of N element, independent vectors. A new normalized 
constraint matrix P, orthogonal by rows and columns, 
i.e. Pt = P-1, is generated by using the Gram-
Schmidt or equivalent procedure on the matrix C. 

One can now define a transformation 

or I = PI, 

which when applied to eqn. (2) gives: 

G — ituupto _ pi! 

It(PBPII ItB.I 

where I is an N element column vector and Ac and Be 
are, of course, square (N x N) matrices. We will 
presently show that this form permits several signifi-
cant simplifications. 

The orthogonalization procedure is of such a 
nature that each of the first M rows in P turns out to 
be a linear combination of the original constraint 
vectors {p1}. The definition of I in eqn. (3) shows 
that each of the first M entries in I is therefore some 
linear combination of the original constraint equations, 
all of which however were homogeneous. It follows 
that the first M entries in I are zeros. This means 
that in eqn. (4) one can discard the first M entries 
in I (we call this abridged vector I.) and therefore the 
first M rows and M columns of Ac and B.. The 
resulting abridged form for gain, incorporating all the 
constraint effects, is 

ItÀ 
r a a 

LIB, la 

(3) 

(4) 

 (5) 

where now À. and B. are square matrices, reduced in 
dimensions to (N — M) by (N — M ). This reduction 
in dimensions is consistent with intuitive notions that 
constraints always reduce the number of degrees of 
freedom of the variable involved in the system. It is 
important to note that the formula for gain subject 
to these homogeneous constraints remains the ratio 
of two quadratic forms. 
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It can be shown that a typical element in À. is 
N N 

= E E m, n 5 N.   
k=1 j=1 

Note that 

(6) 

A cmn = (Am)* 

(where * denotes complex conjugate); hence A, is 
Hermitian. B. has the same property. Since À. and 
B. are formed by deleting the first M rows and M 
columns of A, and B., À. and B. will likewise be 
Hermitian. 

We have seen that the quadratic form appearing in 
the denominator of eqn. (2), representing as it does 
the total power in the radiation pattern, must be 
positive definite. So also must be the quadratic 
form associated with the matrix B., obtained from the 
other quadratic form merely by the transformation 
given in eqn. (3). The matrices B, Be, and therefore 
also the abridged matrix B. must be positive definite. 
Finally note that 

RiPt = P(adt)Pt = (PaXPa)t = 

so that like A, Ac is a one-term dyad. A little thought 
shows that deletion of M rows and M columns of A, 
to form À. is equivalent to deleting the first M entries 
in the vector a. (we call this abridged vector a.). 
Thus 

A.= a aa at 

where it can be shown that 

a. = E 
N 

PM+1,k E Pm+,,k ei"Dk• • • , 
1.k =1 k=1 

N 
E PN k eigo 
k=1 

Thus the transformation from eqn. (2) to eqn. (5) has 
introduced the pattern constraints in a manner which 
leaves intact the form of the expressions for gain, and 
reduces the dimensions of the matrices involved. In 
addition, all the simple matrix operations used to 
compute the maximum gain and the corresponding 
current distribution remain valid here. For there is 
again but one non-zero eigenvalue; it is now the 
maximums gain of the array subject to the pattern 
constraints and, referring to the result quoted in the 
preceding section, is given by: 

rut. — yf — aB 1a.. 

The corresponding eigenvector is found from 
amax = B—a 

and the current distribution, /cm", associated with this 
maximum constrained gain is obtained by eqn. (3). 

(7) 

Throughout this discussion, the assumption has been made 
that element spacings, though arbitrary, are fixed. There are 
various schemes for perturbing's." the element spacings to 
produce higher gains. 
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But, if one recalls that the N-element column vector I 
is always formed from the (N— M)-element column 
vector I. by inserting zeros for the first M elements of! 
and following these with the (N — M) elements of 
I., eqn. (3) in this case simplifies to 

'Tax = ran a., 
where the (N — M) x N matrix Pd is obtained from the 
(N x N) matrix P by deletion of the first M rows. 

When the eigenvalues (positive semidefinite) are 
ordered according to their numerical size, it can be 
shown that in any generally constrained system the 
eigenvalues have an 'interleaved' relationship' with 
the unconstrained eigenvalues. That is, if a general 
form such as eqn. (1) is subjected to, say, a single 
constraint, (M = 1), the set of unconstrained eigen-
values {yi}, i = 1, 2,...N, and the set of constrained 
eigenvalues = 1, 2, ... (N — 1), are related as 

)' ≥ 7i k 72 k • • • YN. 

In the case of gain, only yi and yi° are non-zero, 
implying the important result that 

rmax Gmax. 

It is of interest to the array designer to minimize the 
amount of gain he must sacrifice to achieve some 
desired degree of pattern control. Some examples of 
this technique will be discussed in Section 3. 

2.3. Mutual Coupling Effects 

It is important to state here in passing that mutual 
coupling and element factor effects can be included 
in the gain formulation in a variety of equivalent ways. 
For the purposes of this paper, we need only note 
that with mutual effects and even element losses 
accounted for, gain can still be represented as the 
ratio of two quadratic forms, possessing all the neces-
sary Hermitian, positive definite and dyadic properties 
described up to now. 1 4, 22, 26 - 28 The elements in 

the numerator and denominator matrices are other-
wise different, but in a non-essential way. 

It is well known that maximum gain is associated 
with a uniform current distribution across the ele-
ments.2 In this sense, the maximum gain constraint 

- - - - UNCONSTRAINED PATTERN, GAIN 20-0 

CONSTRAINED PATTERN, GAIN • 19•04 

-10 - 05 -06 -ER -06 -05 -0-4 -0.3 -In -01 0 0.1 01 0.3 0,4 ON 0-6 01 ON 0-9 - 1.0 
e. cos 

Fig. 2. Use of a single pattern constraint to replace a peak with 
a null. 

technique represents the smallest possible deviation 
from uniform current illumination that will place the 
pattern nulls as desired. This trend toward uniform 
illumination means that the excitation currents 
cannot oscillate wildly (a situation encountered in 
superdirective aerials) and insures that the maximum 
gain current distributions can be realized in practice. 
Keeping the illumination as uniform as possible is 
also an aid in calculating and accounting for mutual 
coupling effects.' 2 

3. Results of the Constraint Method 

To provide a valid basis for comparison of con-
strained and unconstrained maximum gain patterns, 
we shall use the maximum gain (uniformly illuminated) 
broadside pattern of a twenty-element array, spaced 
uniformly at 0.51, with gain of 20-0, as a reference 
pattern.2 The selection of this spacing, number of 
elements and broadside operation is solely for 
demonstration and does not imply any restrictions 
on the constraint technique itself. All patterns 
presented are normalized by their largest value. 

As a first simple demonstration one might consider 
eliminating a secondary peak of the unconstrained 
pattern by setting a null in that direction while 
requiring maximum broadside gain. The result is 
shown in Fig. 2. Note that the side-lobe structure is 

Table 1 

Number of 
elements 

Element spacing Maximum gain 
unconstrained 

Maximum gain with 
first side-lobe peak 

set to a null 

Maximum gain 
with two peaks 

set to nulls 

Gain for a 
Chebyshev with 
—30 dB side-lobes 

8 

8 

20 

20 

13.35 

8.0 

35.7 

20.0 

12.62 

7.57 

34.12 

19.04 

11.92 

7.20 

32.5 

18.15 

10-91 

6.76 

31.09 

17.38 
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nearly unchanged over most of the pattern, and the 
gain has decreased only slightly to 19.04. 

If additional peaks were to be set to nulls, the gain 
would drop correspondingly. Some quantitative 
results, demonstrating typical gain losses, are shown 
in Table 1 for broadside arrays of eight and twenty 
elements having various spacings. The Chebyshev 
gains"." are included to show gain losses that one 
might encounter by simply depressing all side-lobes 
to say, — 30 dB. The purpose of this comparison is to 
ascertain whether or not, as an alternative to the 
technique proposed in this paper, it would be prefer-
able to choose the element excitation coefficients that 
result in all side-lobes being below some value at 
which their interference in the operation of the 
main beam is assuredly minimal. We see that such 
an alternative leads to a very definite reduction in 
gain relative to the optimum solution. It is also 
important to realize that the dynamic range of the 
required Chebyshev excitation coefficients (or the 
coefficients of any other design whose side-lobes are 
as low) can be excessive and perhaps even unattainable 
in practice, whereas the maximum gain excitations on 
the other hand are more nearly uniform. The Cheby-
shev solution represents complete pattern control over 
the whole side-lobe region, and as such it is an over-
specification of the problem that can be costly in 
terms of gain. The optimum solution, on the other 
hand, restricts the pattern only where necessary (those 
directions corresponding to unwanted interference or 
reflections), so that in other regions, where it is 
constraint-free, the pattern will assume a reasonable 
shape consistent with the attainment of maximum 
gain. 

Also, the proper placement of two adjacent nulls 
can be used to control the side-lobe level in some 
angular sector. (This objective becomes especially 
attractive for those applications in which, say, the 
source of interference is of some angular extent, or 
fairly broadband operation is envisioned.) Figure 3 
shows the results of moving closer together the first 

-10dB - 

---- UNCONSTRAINED PATTERN. GAIN = 260 
- CONSTRAINED PATTERN, GAIN • I9.2 

-04 -03+2-01 0 0.1 62 0-3 0.4 03 66 0.7 68 69 1.0 
p = 9 

Fig. 3. Use of two pattern constraints to reduce the radiation 
level in an angular sector. 
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-10410 

 BEAMWIDTH BETWEEN NULLS UNCONSTRAINED. GAIN = 19.4 
-BEAMWIDTH BETWEEN NULLS CONSTRAINED, GAIN • 78.4 

r‘ 

- -os -Os -0-7 - 66 -66 -64 -0-3 - 0-2 - 01 0 04 62 
p .. 046 

0.3 0-4 j.5 0.6 0 Od 0-9 00 

Fig. 4. Use of constraints to control the radiation in an angular 
sector either with or without the beamwidth fixed. 

two nulls to the right of the broadside direction of the 
unconstrained pattern. This side-lobe suppression 
(to — 31 dB from — 13-5 dB unconstrained) is achieved 
with only a slight decrease in gain, i.e. 20.0 to 19.2. 
Note that in Figs. 2 and 3, there have been slight 
increases in the null-to-null beamwidth. If operating 
conditions are such that one cannot tolerate even this 
small amount of beam broadening, he can preserve 
the desired beamwidth through the constraint process 
simply by using the known first nulls as additional 
constraints. Of course, there is some price to pay in 
gain! Figure 4 shows a comparison of patterns 
obtained by depressing the side-lobe level to about 
— 24 dB, with the beamwidth constrained in one case 
and unconstrained in another. The technique used 
here was to move the second null closer to the origin 
while holding the beamwidth between first nulls fixed. 
(Other variations are of course possible!) The 
constrained beamwidth pattern has a gain of 18-4 
compared to a gain of 19.4 when the beamwidth is 
unconstrained. One could, of course, completely 
eliminate the peak while maintaining the beamwidth. 
The gain for this situation is 18.06 compared to 19.04 
with the beamwidth unconstrained. 

The variations of this approach are endless and 
these few results demonstrate some of the gain 
maximizing corrective techniques that can be applied 
to a given pattern. Of note is the fact that the starting 
or unconstrained pattern remains relatively unaffected 
over most of its range and that gain losses, at least 
with a few constraints applied, are not very severe. 
Although the use of constraints will, in general, 
decrease the directive gain, one should not conclude 
that gain losses always increase with the number of 
constraints applied. Depending on the particular case, 
two constraints may well reduce the gain by an amount 
less than one constraint does. For example, a single 
constraint used as in Fig. 2 decreased the gain to 
19.04 while the two constraints used in Fig. 3 caused 
the gain to drop only to 19.2. 
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One feels intuitively that as the number of array 
elements increases, the negative effect of a few 
constraints on gain should become less pronounced. 
That is, the relocation of a few of these nulls should 
affect to a lesser extent patterns with a relatively large 
number of peaks and nulls than patterns with but a 
few nulls. This feeling is supported by the results 
shown in Table 1, although the differences between 
eight and twenty elements are expectedly slight. 

As we have seen, maximum gain in uniformly spaced 
broadside arrays occurs with interelement spacings 
that are an appreciable fraction of a wavelength.' 
This results in radiation patterns with high end-values 
at 12 = + 1.0, higher in fact than any interior sidelobes. 
Even though such patterns provide maximum gain, 
such pattern behaviour is usually undesirable. Some 
other spacing could perhaps be used, and if for ex-
ample the usual 2/2 spacing is selected, the correspond-
ing gain loss ( 13-35 at 0.92 spacing for an eight-element 
array down to 8.0 at 0.52) can be appreciable. A use 
for the constraint method then could be to depress 
the high endfire radiation, to some acceptable level 
while obtaining a broadside gain higher than that at 
0.52 spacing. Figure 5 shows the effects of moving 
the last nulls of the unconstrained, eight-element 
pattern (elements spaced at 0.92), closer to µ = + 1.0. 
Note that the end value has been reduced to a level 
which is about equal to the highest interior side-lobe 
and the corresponding gain is still 13.07. Further 
movement of the nulls in the direction of endfire will 
serve to further reduce the end values but the inner 
side-lobes will increase somewhat and the gain will 
decrease. In passing, one should perhaps note that 
for spacings of 1/2 or 2 the two directions µ = + 1.0 
are the only directions in which one cannot exactly 
place a null. For these spacings the constraint 
vectors {p,} become a non-independent set and the 
null-placing technique fails. For other spacings, 
placing nulls precisely at µ = + 1.0 involves one in 
problems of maintaining computational accuracy. 

— .UNCONSTRAINED PATTERN, END VALUE = 0.089, GAIN = 13.35 
—CONSTRAINED PATTERN, END VALUE = 0.055, GAIN = 13.07 

f 
- 0-9 - 8 -0-6-05 -04 -0-3 -0.2 -01 0 01 0-2 

e4 cos 
03 64 0-5 0-6 02 0-8 09 1-0 

Fig. 5. Use of constraints to modify the endfire radiation of 
the maximum gain, eight-element array with 0.92 interelement 
spacing. 
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In all of this discussion, only one or two nulls have 
been relocated to improve pattern characteristics. It 
is just as simple to use several nulls simultaneously: 
for some applications this will result in considerably 
improved patterns. 

These cases demonstrate the advantages of a tech-
nique which couples null placement with maximum 
gain, especially for situations in which aerial element 
relocation is difficult or impossible to arrange. 

4. Some Additional Uses for the Constraint 
Method 

The constraint method has uses other than the 
corrective type alluded to above. With it, one can 
investigate the basic properties of maximum gain 
patterns. For example, one customarily links maxi-
mum gain to narrow beam widths with the feeling 
that the narrower the beam, the higher the gain. 
Actually, the energy squeezed from the main beam 
redistributes itself in the side-lobe structure. Recalling 
that directive gain involves an integral over all of the 
radiation pattern, it is not obvious that the gain will 
increase as the beamwidth decreases. To investigate 
this point further, the interelement spacing was held 
fixed and the constraint method was used to move the 
first two nulls of the maximum gain patterns closer 
together, thus narrowing the beamwidth. But the 
gain, in fact, decreases as the beam gets narrower 
implying that to improve the beamwidth of any 
maximum gain pattern, one must sacrifice gain. (As 
the nulls are moved further into the main beam itself, 
the cost in gain is, expectedly, very high. For example, 
in an eight-element array, with a beam one-third of 
the unconstrained beamwidth, gain drops from 
13-35 to 0.32 and the pattern is a many-lobed structure. 
Such results indicate, however, that with this 
technique, pattern nulls can be placed in almost any 
direction.) From the constraint method point of 
view, the decrease in gain is predictable, since, as 
seen earlier, any constraints on the unconstrained, 
maximum gain pattern will reduce the gain. Ideally 
then, maximum gain will be obtained if one chooses 
that number of elements, their spacings and a uniform 
excitation such that he obtains a pattern with its nulls 
occurring naturally in the directions of the interfering 
signals. As pointed out earlier however, conditions 
may not allow the complete freedom necessary to 
accomplish this goal and the constraint technique 
becomes a very attractive alternative. 

Some calculations for other than broadside situa-
tions were also performed. For an eight-element 
array, spaced uniformly at 2/2 and with no constraints 
placed on the pattern, the maximum off-broadside 
gain pattern is simply the maximum broadside gain 
pattern, shifted to point in the desired direction by 
means of a linear phase taper modification of the 
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0.4 0.5 06 0, 0.8 0.9 

Fig. 6. Beam direction not always coincident with direction 
chosen for maximization of gain. 

element currents. That is, the gain does not change 
with scanning. If 0.92 spacing is used, however, the 
gain drops rapidly with scan angle, because the large 
endfire radiation associated with this spacing begins 
to intrude into the visible region. Neither of these 
results is unexpected! An interesting case however 
occurs if one plots the unconstrained pattern for 
maximum gain at 86° as shown in Fig. 6. Contrary 
to intuition, the beam is not pointing exactly at 86°! 
(This same phenomenon has been noted recently in 
four-element circular arrays.") The explanation here 
is simply that at this spacing, pointing the beam exactly 
in the maximum gain direction brings the large endfire 
peak too far into the visible range, and the overall 
effect is a decrease in gain. Gain is of course the ratio 
of power in a given direction to the total power 
radiated. One thinks of maximizing this ratio by 
making the numerator of eqn. (2) as large as possible, 
i.e. by pointing the beam in the desired direction. 
The phenomenon above demonstrates that the 
denominator factor can in fact dominate the numerator 
and decrease the gain even though the numerator is 
as large as possible. This denominator behaviour will 
only occur for scanned patterns with significant end-
fire radiation. It is a point of interest, rather than of 
practical significance since such wide element spacings 
are seldom used for conventional electronically 
scanned arrays. 

5. Conclusions 

A general matrix method for maximizing the ratio 
of two quadratic forms that are subject to constraints 
has been outlined and applied to the specific case of 
aerial directive gain. (The very same method can be 
used, without modification, in the optimization of 
other quantities such as signal/noise ratio or aerial 
power gain.) The constraint technique, applicable 
even when mutual coupling effects are accounted for, 
is an attractive way of making corrective alterations 
to the radiation pattern structure in a manner which, 
at the same time, assures maximum gain. Alterna-
tively, the method can be used to synthesize the 
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maximum gain pattern corresponding to a given 
placement of desired pattern nulls and/or side-lobe 
locations. It can be shown that the excitation currents 
are unique whether the aerial pattern for maximum 
gain is constrained or not.' 

Computed radiation patterns were used to demon-
strate that the constraint method can locally modify a 
pattern, usually with only minor losses in gain. The 
technique is applicable to any number of arbitrarily 
located aerial elements, but large arrays will require 
large-scale matrix operations in the computer. This 
can be a practical limitation on the method. But, all 
matrices have a large degree of symmetry, a charac-
teristic that can be used advantageously to reduce the 
computational effort involved for large arrays. 
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and Opto-Electronics' held at the University of Southampton on 25th 
to 28th March 1969. 

The paper discusses the development of an equipment which determines 
the height of an aircraft by measurement of the transit time of a pulse of 
laser light travelling from the transmitter to the ground, and back to the 
receiver. The transmitter source is a GaAs laser diode mounted in a Dewar, 
and cooled to 80° K by a self-regulating Joule-Thomson cooler. A cold 
cathode modulator is employed to drive the laser, the emitted energy 
being collimated by a multi-element transmitter lens. The receiver is 
mounted coaxially with the transmitter and takes the form of a Casse-
grainian telescope. Detection is provided by a silicon photodiode which 
drives a high-gain video amplifier via a low-noise f.e.t. pre-amplifier. 
Transit time measurements are made with a modified high speed counter, 
and ancillary circuitry is incorporated to allow height information to be 
fed to an aircraft tape recorder system. 

The system design parameters are presented together with a discussion 
of the major component design features and problems. This includes 
design of the Dewar, laser modulator, transmitter and receiver optics, 
and the receiver detector/amplifier assembly. The Dewar design problems 
result from the requirement for a low inductance feed into the Dewar 
for the laser drive pulse, and the necessity of retaining a vacuum over 
long periods of time under adverse environmental conditions. The laser 
modulator design presents the problem of driving the laser with fast 
high current pulses (40 ns pulse width, 200 A). The detection system 
design requires the optimization of the detector/pre-amplifier combination 
for fast, sensitive, low noise performance. The engineering, environmental 
testing, and functional testing of this equipment is mentioned, and the 
performance figures given. 

1. Introduction 

In 1964 the Services Electronics Research Labora-
tory, Baldock, demonstrated the feasibility of using 
an airborne pulsed laser system for the measurement 
of aircraft altitude.$ The present paper discusses the 
subsequent design, development and test of a fully 
engineered equipment for permanent use in a combat 
aircraft. It will be employed as a height datum for 
trials work on radio altimeters which suffer from 
inaccuracies due to `penetration effects'. The system 
employs a gallium arsenide laser emitting at 0.85 itm, 
and determines the height by measurement of the 
transit time of a pulse of laser energy travelling from 
the transmitter to the ground and back to the receiver. 

2. System Parameters 

The analysis given below shows the relationship 
between the system parameters and the achievable 
range and accuracy, thus indicating how range and 
accuracy may be maximized. 

t Elliott Space and Weapons Research Laboratory, Frimley, 
Camberley, Surrey. 

Hambleton, K. G., 'Results of Gallium Arsenide Laser 
Altimeter Trials (Flights 1 and 2)', Technical Report No. M226, 
August 1965. 
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2.1. Range 

The received power is given by 

p KtK,P,Af(0) e-22R 
watts 

2nR2 
(1) 

assuming a terrain which scatters the laser energy iso-
tropically into a hemisphere and a receiver field of 
view which overlaps that of the transmitter. IC, and 
lfr are the transmitter and receiver optical trans-
missions, P, the laser output power, A the receiver 
aperture area, f(0) the terrain scattering coefficient, 
R the range and cc the one-way atmospheric attenua-
tion coefficient. 

The noise which competes with this signal consists 
of two components: noise from the detector/amplifier 
assembly and background noise produced by the 
solar energy scattered from the terrain. Now the 
background power entering the receiver is given by: 

1 
fkkl{ BAWf(0) watts  (2) 

again assuming the terrain to behave as an isotropic 
scatterer. /3 and 4) give the receiver field of view, B is 
the spectral pass-band of the receiver filter and W is 
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the solar spectral irradiance at sea level. The back-
ground power will generate a detector current I 
which will in turn produce an r.m.s. noise current 
given by \I(2elAf) where e is electron charge and Af 
the electrical post detector bandwidth. Therefore the 
background noise is given by 

ijeAffkbK,BAW(f0)S 
amperes r.m.s.  (3) 

where S is the detector sensitivity. 

Now the peak signal to r.m.s. noise current ratio 
for a detector/amplifier noise limited system is given 
from eqn. ( 1) as 

s.n.r. — 
K,K,P,Af(0)(C 2')S 

2nR 2 in 

where in is the r.m.s. noise current generated by the 
detector/amplifier assembly, being independent of the 
background. This equation gives the expected result 
that maximum range will be achieved by maximizing 
K„ K„ P„ A, S and minimizing if,. 

For a background-noise-limited system eqns. ( 1) 
and (3) give 

I 
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s.n.r. 
KrPr\IK,Af(0)S e- 22R 

2R2JireAfflçbBW 

POWER 
UNITS 

HEAD 
AMP. 

e21' 

MAIN 
AMP. 

(4) 

(5) 

Equation (5) is further complicated as K„ A, /3 and 
(/) are inter-related due to their common dependence 
on the focal length, aperture and F number of the 
transmitter optics. The general requirements for 
optimization of s.n.r. for a background-noise-limited 
system can be established from eqn. (5) but a detailed 
optimization is complex and will not be considered 
here. 

The system parameters of the equipment described 
below were chosen on the basis of a compromise 
between the requirements of eqns. (4) and (5) and the 
requirements of engineering considerations. 

2.2. Accuracy of Height Measurement 

This is basically dictated by the accuracy with which 
the transit time can be measured with the high-speed 
counter employed (see 3.1.5). A further error is 
introduced by the rise-time of the receiver signal pulse 
and the noise present with the signal. The inaccuracy 
due to pulse rise-time is given by + t/2 x c/2 where 
c is the velocity of light and t is the rise-time, i.e. 
+ t'/4 feet where t' is the rise-time in nanoseconds. 

It is therefore apparent that the rise-time of the 
transmitter light pulse and the receiver detector/ 
amplifier assembly must be kept at a minimum in 
order to minimize t'. The effect of noise on accuracy 
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Fig. 1. Block diagram of the laser altimeter. 

The Radio and Electronic Engineer. Vol. 39, No. 1 



PULSED LASER ALTIMETER 

is complex but it is unlikely to be significant in 
comparison with the inaccuracies due to the counter 
and rise time. 

3. Description of Equipment 

A block diagram of the system is shown in Fig. 1. 
The transmitter is mounted coaxially with the receiver 
in order to overcome parallax problems and make 
best use of the available circular aircraft window. 

31. Transmitter 

3.1.1. Laser Dewar assembly 

The transmitter source is a gallium arsenide laser 
diode mounted in a Dewar assembly allowing cooling 
to approximately 80°K, the diode efficiency increasing 
with decrease in temperature. High efficiency is 
necessary in order to achieve a high peak laser output 
power at a reasonably low input current level which 
can be generated by a practical drive circuit (see 3.1.2). 
Cooling is provided by a Joule-Thomson system 
employing a self-regulating minicooler fed from a 
high pressure pure air pack. For a given size of air 
storage bottle, the self-regulation gives a much greater 
operating time over conventional minicoolers as the 
flow rate is automatically controlled to maintain just 
sufficient liquid air in the Dewar. 

The Dewar (see Fig. 2) is made of stainless steel to 
give robustness and ease of manufacture. It consists 
of a 3.8 cm (1-5 in) diameter cylindrical outer wall 
which is welded at its upper end to the inside diameter 
of a heavy gauge annulus, the lower end accepting a 
sapphire window. The upper end of the inner cylin-
drical wall is similarly welded to a second heavy gauge 
annulus. The lower end of the inner cylinder is flared 
outwards to accommodate a 1-9 cm (0-75 in) diameter 
disk which serves as a heat sink for the laser. The 
two annular sections are bolted together and the 
vacuum seal provided by a gold ring. The mini-
cooler fits down inside the inner cylinder thus placing 
precision tolerances ( + 0.0076 mm, 0.0003, in) on the 
bore of this tube (7.2 mm, 0.283 in), the efficiency of 
the minicooler being dependent on a good fit. The 
tube must also have very thin walls (0.127 mm, 
0-005 in thick) in order to minimize heat transfer 
from the outside of the Dewar to the cold laser. 

The inner cylindrical wall assembly described in the 
preceding paragraph was designed with considerable 
care. It is necessary to avoid fabrication techniques 
which entail machining across the grain of the 
stainless steel, as this can result in the formation of 
leaks through the thin sections of titanium-loaded 
stainless steel due to 'stringers'. These stringers may 
be eliminated by the use of niobium-loaded, vacuum-
smelted stainless steel but this material is difficult to 
acquire in small quantities. The solution chosen in 
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SAPPHIRE WINDOW 

Fig. 2. Arrangement of the Dewar. 

the present application was to use a construction 
which avoided the requirement for machining across 
the grain. This consists of a narrow bore precision 
tube joined to a larger bore tube by an annulus. The 
two tubes are machined with their axes along the 
length and thus along the grain of a stainless steel rod. 
The annulus is manufactured with suitable grain 
orientation from a stainless forged blank, as is the 
laser heat sink. Ideally, copper should be used for 
the heat sink in order to give good thermal con-
ductivity. However, the use of stainless steel results 
in a better manufacturing procedure due to the ease 
of welding the heat sink to the large bore tube. 

The pressure in the Dewar envelope must be 
sufficiently low to produce the required low heat 
transfer between the cold laser and the outside of the 
Dewar. This is necessary to achieve high cooler 
efficiency and prevent misting of the Dewar window. 
The desired pressure level was computed as less than 
10-2 torr, it being further considered necessary that 
this should be maintained for a period of one year in 
order to achieve a reasonable service life. This 
pressure and time fixes the maximum outgas rate 
allowable for the materials within the Dewar, these 
being stainless steel, kovar, copper, glass, mylar and 
nylon. The mylar is used as an insulating medium for 
the strip line (see 3.1.2) and nylon screws are used to 
secure the laser diode to the heat sink via copper jaws. 
The outgas rates for the metals and glass will all lie 
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in the range 10-15 to 10-14 torr litres s-1 after out-
gassing for 24 hours at 200°C. This is much lower 
than the outgas rate for mylar and nylon which is in 
the range 10-11 to 10-1° torr litres s-1 after out-
gassing for 60 hours at 120°C (maximum allowable 
temperature). It is thus obvious that the outgassing 
from the mylar and nylon will predominate in spite 
of the metal area being greater by a factor of 10. It 
is for this reason that the mylar and nylon areas are 
kept to a minimum when it is possible to achieve the 
desired pressure level given above, provided great 
care is taken to properly outgas all the Dewar 
materials. The laser diode also resides inside the 
vacuum envelope and will outgas. However, it con-
sists of small areas of materials with reasonably low 
outgas rates, i.e. copper, gallium arsenide, indium 
and glass. It therefore presents no problem provided 
it is kept clean during manufacture and handling. 

3.1.2. Laser modulator 

The cooled laser diode used in this equipment 
requires a current drive of 200 A in order to achieve 
the maximum peak power of 50 W. It is also necessary 
to generate a drive pulse with short rise-time in order 
to achieve good accuracy (see 2.2). The basic form of 
this drive circuit is a fast switch which discharges a 
highly-charged capacitor stack through the laser 
diode. The circuit thus consists of a capacitor stack 
in series with a switch, a laser diode, and stray in-
ductance, i.e. an RLC series circuit. The current 
which flows in this circuit when the switch is closed 
is given by 

V -Rt) m . 1 R7 
i - ,(L/C) - (R2/4) — exp s — - — 2 2L LC 4L 

 (6) 

assuming that the switch behaves perfectly and the 
circuit is under-damped, this being the general case. 
R is the diode plus circuit resistance, L the stray 
inductance, C the storage capacitor and V the voltage 
to which the capacitor is charged. This current will 
reach a maximum value of 

1... = 11(.V. exp p ?-1(C)*   
4 / L 

at a time t = -1c (LC)* 
2 

(7) 

(8) 

assuming 1 - ±1 2 - 
LC 4L2 

Equation (7) indicates the general circuit require-
ments of large V and small R in order to achieve a 
high maximum current. The general requirements for 
good rise-time are given from eqn. (8) as small C 
and L. 
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The switch chosen for this modulator circuit is a 
cold-cathode trigger tube (E.G.&G. type KN 2). 
Three low-inductance high-voltage capacitors are 
connected in parallel to form the capacitor stack 
which is charged to 1 kV, this being the maximum 
voltage at which reliable switch operation can be 
achieved. The value of capacitance is chosen to give 
adequate peak current whilst not unduly degrading 
rise-time. The circuit is constructed with heavy-gauge 
connectors of minimum length in order to minimize 
circuit series resistance and inductance. The modulator 
circuit is mounted on top of the Dewar assembly and 
the low impedance connexion to the laser diode 
represents a severe problem. This connexion is 
approximately 7.6 cm (3 in) long and must pass 
through the vacuum envelope. A parallel-plate 
kovar strip line is used, the inductance being inversely 
proportional to the plate separation. This separation 
is kept very small by the use of 0.0127 mm (0.0005 in) 
thick mylar as the dielectric medium. The strip line 
was initially taken through the vacuum envelope with 
an araldite seal. The first seals cracked readily on 
temperature cycling due to the differential expansion 
between the stainless steel and the araldite. This 
problem was improved by the use of silica flour fillers 
to decrease the expansion coefficient of araldite, and 
flexible resins to accommodate the differential 
expansion. The resultant seals were good up to the 
equipment maximum survival temperature of + 70°C 
but unfortunately failed at the lower survival tempera-
ture of - 65°C. The araldite seals were therefore 
discontinued and replaced with a glass-to-metal seal 
providing a twin wire feed through, the strip line 
being reformed inside the Dewar. It was of course 
necessary to accept a degradation in performance 
due to the increased inductance. 

It is desirable to make the characteristic impedance 
of the strip line equal to that of the laser diode in 
order to deliver maximum drive current. The im-
pedance of the diode is very low (approx. 2Q mn) and 
in practice the line impedance is made as small as 
possible (i.e. 0-15 0). 

The modulator circuit described above can be 
triggered via the cold cathode tube grid at rates from 
0-100 pulses/second. It delivers 200 A with a rise-
time of 25 ns (10-90%). The main disadvantage of 
this circuit is that the cold cathode trigger tube is 
limited to a life of approximately 10 pulses. 

3.1.3. Optics 

The radiation emitted from the line source laser is 
collimated by a transmitter lens of 16.5 cm focal 
length and 8.25 cm aperture producing a beam 
divergence of 6 x 2 milliradians. The power reflected 
from the ground is collected by the receiver which 
takes the form of a Cassegrainian telescope with a 
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30.4 cm (12 in) aperture. After reflexion by the 
primary and secondary mirror, the received light is 
brought to a focus at the field stop which defines the 
receiver field of view at 10 x 6 mrad. The energy from 
the stop is then refocused on to a silicon detector of 
2.5 mm diameter. 

The aberrations in the above optical system must 
be made small in comparison with the field of view, 
i.e. they should be kept less than 0.5 mrad on both 
the transmitter and receiver. Aberrations on the 
transmitter optics are kept to a minimum by the use 
of a 4-element lens with optimized radii of curvature. 
The receiver optics are designed with spherical 
surfaces throughout in order to ease manufacturing 

• problems. The secondary mirror has a concave 
refracting surface to allow for correction of aberration 
which is minimized once again by optimizing the 
radii of curvature of the primary and secondary 
mirrors. The optical chain employed for refocusing 
the light from the receiver stop employs proprietary 
lenses, the degree of aberration that is introduced 
being tolerable. 

The optimization of radii of curvature was carried 
out using a computer ray-tracing program. The 
manufacturing radii were then chosen as those 
available test plates closest to the optimum. The 
theoretical aberration for this system is 0.05 mrad 

• for the transmitter and 0.003 mrad for the receiver, 
allowing degradation by a factor of 10 in manufacture. 
Measurements carried out on the completed optics 
showed the aberrations to be less than 0.5 mrad. 

3.1.4. Detector/amplifier assembly 

The detector choice lies between a photomultiplier 
and a silicon detector. 

3.1.4.1. Photomultiplier Tube. The photomultiplier has 
high internal gain and the noise generated in the 
subsequent amplifier may be ignored in comparison 
with the noise produced by the tube. The noise is 
therefore a combination of the components given 
below. (It should be noted that peak rather than 
r.m.s. noise must be considered due to the peak 
threshold detector used in the altimeter): 

(i) Dark current noise 
(ii) Background noise 
(iii) Signal induced noise. 

(i) The magnitude of the r.m.s. dark noise current 
is given by 

in = ../2eldàf (10) 

where e is electron charge, /d the dark current, and 
Af the post-detector electrical bandwidth. Now the 
value of Id depends on the ambient temperature and 
the type of photocathode employed. For the present 
application an SI photocathode is required in spite 
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of its high dark current, as it exhibits high quantum 
efficiency at 0.85 gm. The probability distribution of 
the dark noise is non-Gaussian and therefore the 
normal relationship between peak and r.m.s. noise 
cannot be applied. Experiments designed for the 
system under consideration were carried out to find 
this ratio. It was established that for a probability 
of false alarm of 1 % and a receiver 'on' time of 20 Its, 
the peak to r.m.s. noise ratio is 15. 

(ii) The problem of background noise has already 
been discussed in 2.1. 

(iii) The current generated by the signal will generate 
noise given by 

r.m.s. noise current = PS2e31  (11) 

where Pis the signal power falling on the photocathode 
and S the cathode sensitivity. The signal/noise ratio 
is thus given by 

PS =   12 
\12PSeàf 2eAF ( ) 

Of the three noise mechanisms discussed above, the 
dark noise will normally predominate giving a mini-
mum detectable signal at the photocathode of 
7 x 10 -7W at 55°C for a àf of 25 MHz and a 1 % 
probability of false alarm. The equivalent figure for a 
silicon detector is 1.3 x 10 -7 (see 3.1.4.2). This 
makes the silicon detector the obvious choice especially 
in view of the attendant advantages of ruggedness, 
reliability and consistency of performance. 

3.1.4.2. Silicon Detector' Amplifier Assembly. The 
avalanche silicon detectors were not considered for 
this equipment as they were not available at a 
sufficiently early point in the contract. 

The conventional silicon detector has no internal 
gain and the thermal noise in the subsequent amplifier 
normally predominates. The detector behaves as a 
current source and thus the pre-amplifier input 
impedance must be low in order to achieve fast 
detection. A virtual-earth amplifier therefore repre-
sents an ideal choice, an operational amplifier being 
the most convenient form of such an amplifier. The 
optimum choice of input device is a f.e.t. which will 
provide the best noise performance and adequate 
speed of operation. The arrangement employed is a 
low-noise f.e.t. (2N3823) input operating as a source 
follower. This is followed by a grounded base n-p-n 
device which provides efficient current coupling into a 
p-n-p common emitter stage. The output stage is a 
bootstrapped n-p-n emitter follower which is capable 
of driving a 50S1 load. The bootstrapping is provided 
in order not to load the previous emitter follower. 
Overall negative feedback is applied from the output 
emitter to the f.e.t. gate. The silicon detector is a.c.-
coupled to the front of the amplifier, a bias of 90 V 
being supplied through a large bias resistor. The 
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noise of this system comes from three sources: 
(i) Feedback resistor 
(ii) Field-effect transistor 
(iii) Source impedance, i.e. detector impedance. 

(i) The thermal current noise from the feedback 
resistor can be reduced by increasing the resistor 
value but this increases the amplifier gain and reduces 
the bandwidth. A compromise must therefore be 
chosen. 

(ii) The f.e.t. noise may be minimized by using a 
low-noise device (i.e. 2N3823) and selecting for low 
/Dss• 

(iii) It is necessary to maintain a high source 
impedance in order to minimize the current noise from 
this component. This is achieved by operating the 
diode at high bias voltage (90 V) which results in a 
low junction capacitance and high reactance. Low 
junction capacitance also leads to fast detector 
performance. Noise may be further reduced by the 
use of a series padding resistor but this will reduce the 
detector speed and a compromise must be reached. 

A detailed analysis was made of the three noise 
mechanisms and a computer program used to calculate 
noise performance over a wide range of conditions. 
The amplifier was optimized as a result of this work 
and the noise measurements made on this amplifier 
agree well with the calculated values. It was further 
shown that the noise from the source impedance pre-
dominates although that from the feedback resistor 
and f.e.t. is still significant. 

The detector/pre-amplifier assembly achieves a 
noise level of 25 nA r.m.s. and a bandwidth of 
25 MHz. 

3.1.5. Measurement and control electronics 

A video amplifier is used to raise the output from 
the pre-amplifier to a level of about 5 V for driving 
the counter. This amplifier gives a voltage gain of 
105 and will deliver 8 V with a rise-time of 10 ns. 
(10-90 %) into a 50 SI load. 

A modified Marconi high-speed counter is used to 
measure the transit time, the count being started by a 
sample from the transmitter current pulse and stopped 
by the returned signal pulse from the video amplifier. 
The clock frequency is 98.3312 MHz which results in 
a read-out in increments of 5 ft ( 1.52 m). Theaccuracy 
is ± 1 count resulting in a height accuracy of ± 5 ft. 
Altitude is displayed on a 4-digit display using gas-
filled numerical indicator tubes (`Nixie' type) and a 
binary coded decimal output is also provided for 
feeding height information to the aircraft tape recorder. 

The altimeter can be triggered externally at rates 
from 0-100 pulse/s or run off its own internal 
oscillator at 10 pulse/s, this normally only being 
used for ground testing. Control logic is provided for 
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resetting the counter after each measurement and 
opening the input gates on the aircraft tape recorder. 

The equipment is operated remotely from a control 
panel and has been designed to operate from 400 Hz 
115 V and 28 V d.c. aircraft supplies. 

4. Engineering 

The general standard of engineering for the alti-
meter must be high as the equipment must meet a 
severe environmental specification (see Section 5). 
The main engineering feature is the transmitter/ 
receiver assembly which houses the optics. It consists 
of five annular castings and two tubes, the whole 
assembly mounting together to form a cylinder some 
three feet in length. The assembly must be sufficiently 
rigid to provide optical stability under vibration and 
machined to a high accuracy to allow automatic 
positioning and alignment of the optics on assembly. 
This overcomes the requirement for complex adjust-
ment mechanisms and extended setting-up procedures. 

5. Testing and Performance 

The equipment was subjected to environmental 
testing. It was shown to function correctly over the 
temperature range — 30°C to + 55°C and survive the 
range — 55°C to + 70°C, the lower survival tempera-
ture being accompanied by a pressure equivalent to 
an altitude of 50 000 ft ( 12 700 m). Correct function-
ing was demonstrated during vibration testing con-
ducted over the frequency range 5 to 150 Hz at a 
vibration level which reached a maximum value of 
8g at 150 Hz. Acceleration survival was demon-
strated at 6.5 g and the equipment was shown to 
function during a damp heat test. 

Limited functional tests were carried out in the 
laboratory and the system is now undergoing accep-
tance testing in a Comet 4C. It is expected that the 
equipment will work over the altitude range 15-2000 ft 
and achieve an accuracy of + 5 ft or + 1 % whichever 
is the greater. The running time, set by the air 
storage bottle size, is approximately 10 hours. 

6. Possible Improvements 

Since the design and development of this equipment 
considerable advances have been made in silicon 
avalanche diodes and room temperature gallium 
arsenide laser diodes. These advances, if incorporated, 
would not improve performance greatly but should 
give an appreciable reduction in size and complexity. 
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