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Automatic Test Systems 

THE need for more effective testing methods and the question of whether or not automatic systems 
should be adopted, present a challenge to many engineers. Those concerned with the design, 

manufacture, quality control, operation and maintenance of complex equipment have an urgent 
requirement for testing facilities which keep pace with technological advances. Each generation of 
equipment creates greater demands for higher and more consistent accuracy of measurement, economy 
in the employment of skilled technicians and reduction of the time taken to complete tests. 

Encouraged by more than a decade of experience with automatic check-out equipment in the aircraft, 
space and missile fields, an increasing number of engineers is considering the use of automatic test 
systems to help solve their problems. As in all new developments, there have been successes and failures, 
and there is now an awareness that, before automatic methods can be applied with advantage to specific 
test requirements, there must be detailed study of all the implications. Engineers and managers realize 
how necessary it is to establish whether or not an automatic test system is appropriate to their particular 
needs, before deciding which type of test method to adopt. The number and scope of such studies, on 
whether and how automatic control can be applied to diverse variable programmed test procedures and 
performance evaluation, have grown rapidly in the last few years. As the results of these studies become 
available, we can expect them to make a major impact on all concerned with test and measurement 
problems. 

The time is, therefore, appropriate to review the present state of Automatic Test System development. 
to study the varied requirements of A.T.S. users and potential users, to consider the problems faced 
by all those affected by the introduction of A.T.S., and to survey the probable direction of future 
development. 

The main purpose of the I.E.R.E. Conference on 'Automatic Test Systems', to be held at the Univer-
sity of Birmingham from 13th to 17th April, is to arouse interest and stimulate thought on a subject of 
major importance. The provisional programme published in the January issue of the Journal shows 
that it will cover a very wide field including factual reviews of A.T.S. experience, future requirements 
and how such requirements are determined by major users, descriptions of A.T.S. developments, the 
management of A.T.S. and surveys of some new techniques which are being applied to automatic 
testing. The subject covers a broad band of engineering disciplines and for this reason the association 
of the Institutions of Electrical, Mechanical and Production Engineers and the Royal Aeronautical 
Society, as well as the support of the U.K. Automation Council, is particularly appropriate. 

Of necessity, resulting from the continually increasing use of complex equipments, testing methods 
are in the throes of change. Automated methods of testing are not appropriate in every case but in 
others they can help to meet many of the stringent test requirements, which engineers of varied disci-
plines now face. Automatic Test Systems require careful planning and will not be achieved overnight, 
but much progress has already been made and the future is bright with promise. 

R. KNOWLES 
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INSTITUTION NOTICES 

Institution Dinner 1970 

An Institution Dinner will be held in the Egyptian 
Hall at the Mansion House in the City of London on 
Tuesday, 12th May next, in the presence of the Right 
Honourable the Lord Mayor of London. 

A further announcement about the arrangements 
will be made shortly. Members are however asked to 
note that tickets for personal guests will be strictly 
limited in number and that it will not be possible for 
ladies to be invited on this occasion. 

Change of Telephone Number 

The Institution's telephone number has been 
changed to: 

01-637 2771 
(The 01—code prefix should only be used when 

calling from outside the London area.) 

There are now ten incoming exchange lines to the 
PBX and callers should not experience the difficulties 
which occasionally were found when seven lines on 
two separate exchanges were available. 

Collaboration on Composite Engineering Register 

In September 1969 a working party under the 
chairmanship of Sir Arnold Lindley was formed to 
implement a C.E.I. Board resolution to establish an 
Authority for registration qualification and title in the 
engineering community. In December C.E.I. con-
vened a meeting of representatives of organizations 
interested in collaborating with them and there has 
been a useful exchange of views. The two principal 
items discussed at the meeting were standards of 
qualification, and structure of the Authority. 

Standards proposed by the Standing Conference 
for National Qualification and Title for technician 
engineers and engineering technicians were favourably 
received as a basis for resolving the requirements of 
Bodies for entry to the new register. C.E.I. proposals 
for the structure of the new single Authority were 
considered in broad terms in which the three principal 
sections of the engineering community concerned, 
namely chartered engineers, technician engineers and 
engineering technicians, could subscribe to a common 
register set up through the medium of the Royal 
Charter of C.E.I. 

It was agreed that a further working party consisting 
of representatives from C.E.I., S.C.N.Q.T., C.S.T.I. 
(Council of Science and Technology Institutes) and 
other interested bodies will be set up to develop 
proposals for the structure of the Authority so that it 
can be established as soon as possible. 
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Reduced Rates for Publications of Other Institutions 

A reciprocal exchange agreement has been con-
cluded between the Institution and the Institute of 
Electrical and Electronics Engineers, Inc., whereby 
members of either body may subscribe to publications 
of the other at reduced rates. The rates to I.E.R.E. 
members for I.E.E.E. publications are equivalent to 
the library discount rate rather than the full non-
member rate and are: 

I.E.E.E. Spectrum $21.60. 
Proceedings of the I.E.E.E. $32.40. 
Transactions and Journals: The reduced rates for 
these 33 different publications range from 
$16.20 to $37.80 and members are advised to 
write for details to I.E.E.E. Subscriber Relations. 

All payments and inquiries should be made to 
I.E.E.E. Subscriber Relations, 345 East 47 Street, 
New York, N.Y., U.S.A., 10036. 

Members are asked to note that specially reduced 
subscriptions of 50% of the normal non-member 
customer's rates apply to the following I.E.E. pub-
lications: 

Current Papers in Physics (CPP) £6 
Current Papers in Electrical and Electronic 
Engineering (CPE) £6 
Current Papers on Computers and Control (CPC) 
£5 

The 25% reduction for I.E.R.E. members in 
respect of other I.E.E. publications applies as 
indicated in the November issue of The Radio and 
Electronic Engineer (page 250). Orders for all I.E.E. 
publications should be sent through the Publications 
Department of the I.E.R.E., 9 Bedford Square, 
London, W.C.1. 

Non-destructive Testing 

The British National Committee for Non-Destruc-
tive Testing is collecting information on the specific 
application of non-destructive testing methods in 
industry with a view to drawing attention to economies 
and other advantages which may be derived from their 
use. It is proposed to use this information to encourage 
more widespread development of industrial applica-
tion of these methods. 

The Committee would appreciate the co-operation 
of readers who know of any case histories of particular 
applications of non-destructive testing which have 
resulted in improvements in design or economies in 
production and they are asked to send this informa-
tion to: E. P. Davies, Esq., C.Eng., M.I.Mech.E., 
Secretary, B.N.C. for Non-Destructive Testing, 1 
Birdcage Walk, Westminster, London S.W.1. 
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Interconnexion of Frequency- Division and 
Time- Division Multiplex Transmission Systems 

By 

Professor J. E. FLOOD, 

D.Sc., C.Eng., F.I.E.E., F.I.E,R.E.t 

and 

A. C. PONDER, 

B.Sc., A.Inst.P. 

Multichannel transmission systems are of two general types: frequency-
division multiplex (f.d.m.) and time-division multiplex (t.d.m.). In order 
to interconnect a t.d.m. system with an f.d.m. system, it is not necessary 
to demodulate each channel to audio frequencies. An amplitude-
modulated t.d.m. signal can be converted to f.d.m. by gating it to a bank 
of band-pass filters, each passing one harmonic of the pulse repetition 
frequency (p.r.f.). The output of these filters are connected to a common 
path to provide an f.d.m. signal. An f.d.m. signal can be converted to 
t.d.m. by separating the channels with band-pass filters and sampling 
the output of each filter with a pulse occupying a different position in the 
t.d.m. cycle. The sampled outputs are connected to a common path to 
provide an amplitude-modulated t.d.m. signal. It is necessary, however, 
for the carrier frequencies of the f.d.m. system to be harmonics of the 
p.r.f. of the t.d.m. system. 

It is shown that resonant-transfer can be used to reduce energy losses in 
the conversion and so eliminate amplifiers. This has been demonstrated 
experimentally. 

List of Principal Symbols 

A amplitude of carrier wave 

B„ coefficient in Fourier series 

.1; pulse repetition frequency 

f, mid-band frequency of filter 

fe frequency of carrier wave 
fm frequency of modulating signal 

F. maximum value of f. 

modulation factor 

• duty ratio of pulse train 
• period of pulse train 

to duration of switch closure 
vc carrier wave 

v. modulating signal 

VL lower-sideband signal 

vu upper-sideband signal 

v1 modulated carrier wave 

y2 double-sideband suppressed-carrier signal 

v3 unipolar pulse train 

v4 amplitude-modulated unipolar pulse train 
y5 amplitude-modulated bipolar pulse train 

phase angle 

co, — 2rrfb ; co c = 2 rcfc; 

co. = 2itf.; (Or = 27rfr; 
wo = nit° 

t Formerly with Associated Electrical Industries Ltd., Tele-
communications Division; now at the Department of Electrical 
Engineering of The University of Aston in Birmingham. 

Formerly with Associated Electrical Industries Ltd.; now 
a consultant. 
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1. Introduction 

Multi-channel transmission systems are of two 
general types: frequency-division multiplex (f.d.m.) 
systems and time-division multiplex (t.d.m.) systems. 
In an f.d.m. system, each channel modulates a carrier 
wave of different frequency so that it occupies a 
separate frequency band on the common transmission 
path as shown in Fig. 1(b). In a t.d.m. system,1 
each channel modulates a pulse occurring at a different 
time in a periodic cycle as shown in Fig. 1.(c1). Thus, 
each channel uses practically the whole bandwidth of 
the common transmission path, but only for a fraction 
of the time. In order to interconnect a t.d.m. system 
with an f.d.m. system, it would appear necessary to 
demodulate each channel to audio frequencies. 
Figure 2 shows a t.d.m. system and an f.d.m. system 
interconnected in this way. 

In recent years, attention has been given to the 
design of cheap multiplexing systems to permit the 
use of multichannel transmission over junction cables 
between exchanges. Some of these systems use 
f.d.m.3' 3' 4 However, t.d.m. transmission using pulse-
code modulation (p.c.m.)5'" has now been adopted. 
The use of p.c.m. for telephone switching has also 
been studied.8' 9 The use of t.d.m. for local switching 
and short-distance transmission, together with f.d.m. 
transmission for long-distance transmission will 
necessitate the interconnexion of systems using these 
two different forms of multiplexing. Economies 
should be obtainable if it is possible to convert a 
pulse-modulated waveform to a modulated carrier 
wave, and vice-versa, without having to demodulate 
to audio frequencies, and remodulate each time, as 
shown in Fig. 2. 
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(a) Frequency band of single channel before modulation. 

 t•41 ti 
I I 
f>, 

(b) Frequency bands occupied by channels in f.d.m. system 
(using single-sideband modulation). 

(c) Pulse train for a single channel. 

1_1 _ _ _ _ 1_ It HU It _UHL It _ft 
1 2 - 

(d) Time positions occupied by channels in t.d.m. system (synchronizing 
pulses omitted). 

Fig. 1. Basic principles of frequency-division and time-division 
multiplexing. 

The simplest method of time-division multiplexing 
uses pulse-amplitude modulation (p.a.m.). Other 
forms of pulse modulation are often used for trans-
mission, but these are usually produced by methods 
that involve p.a.m. as an intermediate stage.' 
Frequency-division multiplexing systems also usually 
use amplitude modulation (a.m.). If another modu-
lation method (e.g. frequency modulation) is required 
for the transmission path, this is usually performed 

T.D.M. 
transmission 

path 

T.D.M. system 

Fig. 2. Interconnexion 
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on the wide-band signal comprising all the channels 
after they have been multiplexed using a.m. It is thus 
only necessary to consider methods of converting 
between t.d.m. using p.a.m. and f.d.m. using a.m. 

2. Amplitude Modulation of a Carrier Wave 

2.1. Simple Double-sideband Modulation 

If the carrier wave is given by 

vc = A cos coet  ( 1) 

is amplitude modulated by the signal 

v. = in cos (o)„, t +  (2) 

the output is given by: 

= vc(1 + v.) 

= A cos co, t + A{cos [(co, + com)t + c/q+ 

+ cos [(co,— co .) t — (/)]  (3) 

The a.m. output signal thus comprises the original 
carrier frequency (we) together with upper and lower 
side-band frequencies (w c+ co. and co,— (orn ). 

2.2. Double-sideband Suppressed- carrier 
Modulation 

If a balanced form of modulator is used, the carrier 
frequency is eliminated from the output. The output 
signal (after passing through a band-pass filter to 
select a pair of side-bands) is then 

V2 = Vc . 

= A{ [(a) + corn) t + + 
+ cos [(c 0 - co )t -  (4) 

2.3. Single-sideband (s.s.b.) Modulation 

If the carrier is eliminated by a balanced modulator 
and one sideband is selected by a band-pass filter, the 

INTERFACE 

FD.M. 
transmission 

path 

F.D.M. system 

of f.d.m. system and t.d.m. system by demodulating to audio frequencies. 
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INTERCONNEXION OF F.D.M. AND T.D.M. SYSTEMS 

T.D.M. 
transmission 

path 

Sing e channel 
transmission 

path 

Fig. 3. Circuit for conversion from t.d.m. to f.d.m. 

output signal is given by 

rriA cos [(wc—o)„,)t— 4)] 
or 

 (5a) 

vu = +mA cos [(wc+corn)t + 1)]  (51)) 

depending on whether the upper or the lower side-
band is selected. 

3. Amplitude Modulation of a Pulse Train 

3.1. Unipolar Pulse-amplitude Modulation 

An unmodulated unipolar pulse train with a p.r.f. 
of o.),./2rr may be represented by a Fourier series 

OD 

V3 = B0 + 2 E B„ cos wort 
n=1 

where the coefficients B„ are determined by the length 
and shape of the pulses. For example, if all the pulses 
are rectangular, are of unit height, and have a duty 
ratio S: 

Bo = S and B.— sin nnS 
nn 

(6) 

(7) 

If the pulse train given by eqn. (6) is modulated by the 
signal given by eqn. (2), the output is given by 

V4 = v3(1+ v„,) 
= B0[1 + m cos (co. t + (1))] + 

+ E B.{2 cos ncort+ m cos [(ncor+ co„,)t + 01+ 
n=1 

+171 cos [(ncor— co,,)t —  (8) 

The p.a.m. output signal thus comprises d.c. and audio 
components, harmonics of the p.r.f. (no),), and upper 
and lower sideband frequencies about each harmonic 
(na),+com and ncor—(0.). If the lower sideband of the 
nth harmonic is not to overlap the upper sideband 
(n — 1)th harmonic, we require 

(n — 1)cor + coin < t10r 0m, i.e. ce)„, < -1-cor  (9) 

The highest usable modulating frequency F. is there-
fore half the p.r.f., which is consistent with the 
Sampling Theorem. The output signal given by eqn. 
(8) is analogous to simple double-sideband a.m., as the 
original carriers (given by eqn. (6)) are present in the 
output. The modulation is superimposed on a train 
of 'pedestal' pulses which are present even when there 
is no modulating signal (i.e. m = 0). 
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o 

3.2. Bipolar Pulse-amplitude Modulation 

It is possible to design a pulse modulator that does 
not produce an output pedestal. The height of the 
output pulses can then be directly proportional to the 
instantaneous signal values, thus producing both 
positive and negative pulses. This bipolar output 
signal is given by: 

V5 = V3 Vm  

= MA) COS ((Din t+ 0)+ 

co 

+m E B.{cos [(m i.+ (.)„,)t +.1)]+ 
n=1 -I- cos [no.),— o)„,)t—  (10) 

This output signal is thus analogous to double-
sideband suppressed-carrier modulation (c.f. eqn. (4)). 

4. T.D.M. to F.D.M. Conversion 

The modulated pulse train of a single channel 
(Fig. 1(c)) may be extracted from the complete signal 
of a t.d.m. system (Fig. 1(d)) by means of a correctly-
timed gate, as shown in Fig. 3. 

The spectrum of a train of unipolar pulses ampli-
tude-modulated by a single channel is shown in 
Fig. 4(b). This spectrum has been separated from 
those of the other channels (which occupy the same 
frequency bands) by the gating operation. If the 
highest frequency F. of the channel signal is less 

(a) Spectrum of channel input signal 

o 

2r, nfr 

( b) Spectrum of PAM. pulse train 

fr 

(c) Low-pass filter characteristic 

(d) Channel output signal 

(n-1/2)1, (o-f- 1/2)1, 

(e) Band-pass filter characteristic 

nfr 

(1) Channel output signal nfr—F„, nfr-F-F„,. 

Fig. 4. Conversion from unipolar p.a.m. to simple double-
sideband amplitude modulation by a band-pass filter. 
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than half the p.r.f., fr, the sidebands do not overlap. It 
is therefore possible, by means of a low-pass filter 
having a cut-off frequency to extract the original 
signal (plus d.c. component) from the p.a.m. wave-
form, as shown in Fig. 4(d). This demodulation 
method is used in the t.d.m. system shown in Fig. 2. 

By using a band-pass filter instead of a low-pass 
filter, it is possible to extract one of the harmonics of 
fr together with its sidebands, as shown in Fig. 4(f). 
If the pass-band of the filter extends from (n —1-)fr 
to (n +1.)f,., its output signal y6 contains only those 
components within this frequency range. Thus, 
from eqn. (8), 

y6 = B„{2 cos ncor t + m cos [(nc)r + corn» + 4)] + 
+ m cos [(rim,. — con)t — 4)]} 

= t)1.2B„1,4  (11) 

where co c = ncor. 

The output is thus an amplitude-modulated carrier 
wave of frequency ncor12tr (c.f. eqn. (3)). 

If a band-pass filter is provided for every channel, 
each selecting a different pair of sidebands, the output 
terminals of these filters can be connected to a common 
path' as shown in Fig. 3. The signals of all the 
channels are thus frequency-division multiplexed and 
can be transmitted over a line or radio link. This 
method provides both sidebands and does not suppress 
the carrier. Its f.d.m. signal is therefore suitable for 
carrier terminal equipments designed for double-
sideband transmission.2'4 To ensure compatibility, 
the p.r.f. of the t.d.m. system must be chosen so that 
its harmonics coincide with the carrier frequencies 
used in the f.d.m. system. Transmission of the carrier 
can provide a facility for signalling. A d.c. signal at 
the input of the t.d.m. channel modulator can deter-
mine whether it produces output pulses. Presence or 
absence of these pulses determines whether the band-
pass filter produces a carrier. Presence or absence of 
this carrier can, in turn, determine whether the f.d.m. 
channel demodulator produces a d.c. output signal. 

If the t.d.m. system uses bipolar pulses, the spectrum 
of its signal (from eqn. ( 10)) is shown in Fig. 5(b). 
If this signal is passed through a filter with a pass 
band from (n — 1-)cor to (n Dco„ the output signal is 

y7 = mBn{cos [(no),.+ (o,n)t + + 
+ cos [(m i.— co.): — 4)]} 

= A.  (12) 

The output thus provides a double-sideband sup-
pressed-carrier signal (c.f. eqn. (4)). 

If the filter pass band is from (n—l)cor to mur the 
output signal is 

= mB„ cos [(ncor— cor,)t — 4)] 
= vL.2B„1 A  (13) 

and if the filter pass band is from co, to (n + )cor, the 
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(a) Spectrum of channel input signal 

F„ 21,- F„, 

AN -i Ni 1  • 

+ Fr„ 2f,+F„ n r+ 

(b) Spectrum of modulated pulse train 

(n - '12)1, (n '12)4 

(c) Band-pass filter characteristic 

nfr- nf,+F,„ 

(d) Channel output signal 

(n 

(e) Band-pass filter characteristic 

(f) Channel output signal 

(g) Band-pass filter characteristic 

Channel output signal 

Fig. 5. Conversion from bipolar p.a.m. to suppressed-carrier 
amplitude modulation by a band-pass filter. 

output signal is 
y9 = mB„ cos [(no), + c)in» + 4)] 
= vu .2B,,1 A.  (14) 

The output is thus a single-sideband signal (s.s.b.) 
(c.f. eqn. (5)). If a band-pass filter is provided for 
every channel and the output terminals are connected 
to a common path as shown in Fig. 3, the signals are 
frequency-division multiplexed. This f.d.m. signal 
can be sent over a line or radio link and be received 
by conventional s.s.b. carrier terminal equipment. To 
ensure compatibility, the p.r.f. of the t.d.m. system 
must be chosen so that its harmonics coincide with 
carrier frequencies used in the carrier terminal equip-
ment. However, f.d.m. equipment using s.s.b. 
modulation normally uses a separation F. between 
adjacent carrier frequencies.t The method described 

t The C.C.I.T.T. basic twelve-channel group consists of lower 
sidebands of virtual carriers spaced at 4 kHz intervals between 
64 kHz and 108 kHz. 
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e 

Odd channels 

Filter selecting 
lower sideband 

T.D.M. 
transmission transmission 
_ path path 
_ 

Even channels 

(a) Circuit used 

J1-- Filter selecting 
upper sideband 

Pl.%•••.„ l>"•••%. r9.."••••,_ 11.1%"...„ 

60 64 68 72 92 96 100 104 

(b) Sidebands for odd channels 

64 68 

_/ÇO1 
72 76 

AA 
96 100 104 108 

(c) Sidebands for even channels ( prior to group modulation) 

64 68 72 76 96 100 104 108 

(d) Output from group modulator ( fc-=172kHz) 

NJI r9.%•••i„ke•J>•%.,>•. 

60 108 

(e) Complete output signal 

Fig. 6. Use of group modulation in converting bipolar t.d.m. 
to single-sideband f.d.m. 

above results in a separation off,. = 2F„„ thus utilizing 
only half the available bandwidth of the transmission 
path. This difficulty can be overcome as shown in 
Fig. 6. A group of filters selects lower sidebands for 
one-half of the channels and another group of filters 
selects upper sidebands for the other channels. Filters 
in the first group are connected directly to the trans-
mission path and those in the second group are 
connected to it through a group modulator. 

The method of conversion from t.d.m. to f.d.m. 
shown in Fig. 3 uses only a gate and a band-pass filter 
per channel: the method shown in Fig. 2 requires a 
gate, an amplifier, a modulator, a low-pass filter and a 
band-pass filter for each channel. Amplification is 
still necessary in the method of Fig. 3, but it can be 
provided by a common amplifier in the f.d.m. path; 
the method of Fig. 2 needs an individual amplifier 
for each channel in order to obtain an adequate signal 
level at the modulator input. 

5. F.D.M. to T.D.M. Conversion 

The modulated signal of a single channel may be 
extracted from the complete signal of an f.d.m. 
system by means of a band-pass filter, as shown in 
Fig. 7. This signal may then be gated by a train of 
pulses used for the corresponding channel in a t.d.m. 
system. 

February 1970 

If the carrier wave given by eqn. ( 1) is sampled by 
gating it with the pulse train given by eqn. (6) the 
output is 

V10 = Vc•V3 
CO 

= AB° COS COc t + 2A E B„ cos mort cos coct (15) 
n=1 

If the carrier frequency is chosen to be an integral 
multiple, g, of the sampling frequency, we can write 

Vic) = AB0 cos coc t + 

+ A E B,Ecos (q n)cort + cos (q — n)cort] 
n=1 

= A E 14_, cos xcui. t  (16) 
X= — 00 

where B_5 = Bn and x = g+ n. 
Provided that the sampling pulses are sufficiently 

short compared with the period of the carrier wave, it 
is possible to write 

Bx-q = Bx = B-x = B-x-q 
V10 A E Bn cos mrt 

.x-= — co 
o:i 

= AB0+ 2A E Bx cos xv)rt 
s=1 

 (17) 

= A v3.  (18) 

Thus, if the gate is periodically opened by a train of 
short sampling pulses which coincide with the peaks 
of the carrier wave, the output is a train of unipolar 
pulses (c.f. eqn. (6)). On a basis of common sense, this 
result would be expected. 

If an upper-sideband signal, given by eqn. (5b), is 
gated by the pulse train given by eqn. (6), the output is 

1-7 1 1 = vu • V3 
= 1mA cos [(a4 + con,)t + (/)] x 

x {Bo +2 E cos ncort} 
co 

n=1 

If co c = qu)„ then 

V11 = IrnABo cos [(qcor + con)t +]+ 
CO 

-F +mA E B„ cos {[(q + com]t + + 
n= 1 
CO 

+ +MA E B„ cos {[(q— n)cor+con]t + 
n=1 

= E Bx _q COS [(x0),-F 4)] 
where B_5 = B„ and x = g + n. 

F.D.M. 
transmission 

path 

e. 

Single channel 

o 
T.D.M. 

transmission 
path 

_n__ 
Fig. 7. Circuit for conversion from f.d.m. to t.d.m. 
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Provided that the sampling pulses are sufficiently 
short compared with the period of the carrier wave, 
eqn. ( 17) is satisfied and 

CO 

v11 = imA E Bx cos [(xotr+ to„,)t + tk] 
X= — 00 

= 1.mA{Bo cos (co„, t + (/))+ 

CO 

+ E Bx cos [(xtor+ + + 
x=1 

+ E B x cos {(xcor— com)t — tlq} 
x=1 

= +Ay 5. 

The output is thus a train of bipolar 
modulated pulses, as given by eqn. (10). 

If a lower-sideband signal given by eqn. 5(a) is 
sampled by the pulse train given by eqn. (6), the 
output is 

 (19) 

amplitude-

V12 = VL . V3 

and, similarly, it can be shown that 

V12 = 1ft%.  (20) 

For a double-sideband suppressed-carrier signal, 
the output from the gate is 

VI3 = V2.V3 

= Veu -I- VI) 

= Vii+Vi2 

= AV3 (21) 

Thus, if the input to the sampling gate is either a 
single-sideband or a double-sideband suppressed-
carrier signal, the output is an amplitude-modulated 
bipolar train (c.f. eqn. (10)). 

If the simple double-sideband amplitude-modulated 
signal given by eqn. (3) is sampled by the pulse train 
given by eqn. (6), the output is 

V14 = V1 V3 

V3(V, ± V2) (from eqns. (3) and (4)) 
= vio i-v13 
= A(v3+ v5) (from eqns. ( 18) and (21)) 

Thus, from eqns. (6) and (10): 

VI4 = /4/30[1 M COS (CO. 01+ 

00 

+ 2 E A 13„ cos mort + 
n=1 

CO 

+ m A E B„{cos Rn(0r+ co„,)t + 01+ 
n=1 

+COS [(n co — (0.)1 — (22) 

= Av4 (from eqn. (8)) 

Thus, if the amplitude-modulated carrier shown in 
Fig. 8(a) is passed through a gate that is periodically 
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NV 
(a) Modulated carrier 

I I 

1 

(b) Sampling pulses 

1 I I 
(c) Modulated output pulses 

Fig. 8. Conversion of double-sideband amplitude-modulated 
carrier to unipolar amplitude-modulated pulse train. 

opened by a train of short sampling pulses which 
coincide with the peaks of the carrier wave, the 
output is an amplitude-modulated unipolar pulse 
train, as shown in Fig. 8(c). 

It is therefore possible to convert from f.d.m. to 
t.d.m. by the method shown in Fig. 7. The channels 
on the common f.d.m. transmission path are separated 
by band-pass filters, the outputs of the filters are 
sampled by pulses occurring at different times in the 
t.d.m. cycle and the outputs of the gates are connected 
to the common t.d.m. transmission path. 

In order to enable any f.d.m. channel to be connected 
to any t.d.m. channel, all the sinusoidal carriers must 
have peaks occurring at every sampling time in the 
t.d.m. period. Thus, for an n-channel system with a 
p.r.f. of fr, the lowest carrier frequency used is nfr and 
the highest is thus 2tzfr. If completely flexible inter-
connexion of the channels is not required, the carrier 
frequencies can be lower. The lowest possible carrier 
frequencies would be zero to nfr. However, it may be 
desirable to use low frequencies for transmission over 
the f.d.m. link in order to minimize line attenuation 
and yet to retain full flexibility of interconnexion. 
This can be achieved by introducing a stage of group 
modulation. Thus, the n channels may be transmitted 
in the range 0 to (n+-1-)f,. and then modulated with 
a carrier nfr. The upper sideband occupies the range 
nfr to (2n +1)f,. and each channel, after separation by 
a band-pass filter, can then be gated to modulate any 
pulse in the t.d.m. cycle. 
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6. Discussion of Conversion by Sampling and 
Filtering 

Direct demodulation of a t.d.m. pulse train by 
means of a simple low-pass filter produces an output 
in which the d.c. and audio-frequency components 
are proportional to the length of the pulses as well as 
to their amplitudes. It is therefore necessary to 
control pulse length very accurately if transmission 
levels are to remain stable with time. Moreover, if 
the t.d.m. system has many channels, the pulse length 
is short and the output level is low. The channel 
demodulator must therefore contain a high-gain 
amplifier. This amplifier must have a low noise level 
and a gain that is stable with time if the system is to 
be useful. 

The method of t.d.m. to f.d.m. conversion described 
in Section 4 shares the defects of the simple de-
modulator. The amplitude of the output from each 
band-pass filter is proportional to the length of its 
input pulse as well as its height, and a high-gain 
amplifier is required. 

A recent development in pulse transmission is 
the introduction of the principle of resonant-
transfer. 11.12'13 This provides an alternative to 
voltage sampling followed by either low-pass filtering 
or pulse lengthening' as a means of t.d.m. demodu-
lation. The extension of this principle to t.d.m./f.d.m. 
conversion has been proposed by M. Schlichte l4 and 
P. M. Thrasher" and has been analysed by Fettweis." 
It will be considered in the next section. An experi-
mental model of an integrated system using resonant 
transfer to interconnect a t.d.m. switching system 
with a double-sideband f.d.m. transmission system 
has been constructed by Dahlman, Roehr, Thrasher 
and Ward. I7 

7. Resonant-transfer using Low-pass Circuits 

A simple t.d.m. system using the principle of 
resonant-transfer is shown in Fig. 9. Both the trans-
mitter and the receiver of each channel contain an 
energy-storage network in the form of a low-pass 
filter. The end capacitor of each filter is connected to 
the common path through an inductor and a switch. 

The circuit is designed so that the ends of the two 
filters at which resonant-transfer takes place are 
normally terminated by an open-circuit. It is a matter 
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Fig. 9. T.d.m. system using resonant transfer between low-pass 
filters. 

February 1970 

of good practical design to ensure that neither of the" 
two inductors L„ L2 in Fig. 9 is shunted by a capacitor. 
This ensures that the capacitance which takes part in 
the resonant-transfer process is well defined. 

During the interval between switch closures, the 
capacitor (C,) of the transmitting filter is slowly 
charged, until the moment when the switches SI and 
S2 are simultaneously closed. 

Provided that the inductors LI and L2 satisfy the 
inequality 

LI, L2 L,  (23) 

the inductors L1 and L2 are effectively open-circuit 
during the time for which the switches are closed. 

Closure of the switches thus completes an oscil-
latory circuit consisting of L„ C, and C2. If C, = C2 
and the duration of the switch closure, to, is given by 

to = nJC, L,  (24) 

the capacitor C, completely discharges and its charge 
is transferred to C2. Thus, when the switches open 
the p.d. across C2 is equal to the p.d. which was 
formerly across C,. Capacitor C2 then discharges 
slowly through its low-pass filter during the interval 
when the switches are open. 

Since the voltages at the transmitter and receiver 
are equal, the input and output powers are equal. 
Thus lossless t.d.m. transmission is theoretically 
possible. 

In practice, a small loss occurs due to the finite 
resistance of the diodes or transistors used as the 
switches. The use of resonant transfer obviates the 
need for the high-gain low-noise amplifier at the 
t.d.m. demodulator shown in Fig. 2. The pulse 
length must still be closely controlled, however, to 
satisfy eqn. (24). 

The circuit of Fig. 9 consists of reciprocal circuit 
elements: consequently the source and load may be 
interchanged. Thus the transmitter and receiver can 
act as `bothway' gates providing bidirectional trans-
mission over a two-wire common path. For four-wire 
transmission, separate paths in the two directions can, 
of course, always be provided. Alternatively, a time-
division hybrid" arrangement may be used to connect 
two-wire individual channels to a common point at 
each end of a four-wire transmission path. 

8. Resonant Transfer using Band-pass Circuits 

During the resonant-transfer process described 
above, the only portions of the low-pass filters which 
play any part are the end shunt capacitors C, and C2. 
Because the rest of the filters do not take part in the 
resonant-transfer, they can be of any form, provided 
that they act as high impedances across C, and C2 
respectively, during the pulse. Thus, if it satisfies 
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L, 

F---
c2 

Fig. 10. Resonant transfer between a low-pass filter and a 
band-pass filter. 

this condition, a band-pass filter may be substituted 
for one of the low-pass filters. 

The right-hand filter of Fig. 9 may be transformed 
from a low-pass filter into a band-pass filter by 
replacing each inductor by a series resonant circuit, 
and each capacitor by a parallel resonant circuit. 
The resonant frequency of these circuits is chosen to 
be the mid-band frequency of the filter, fb. This will 
produce the type of circuit which is shown in Fig. 10. 

As far as the resonant-transfer process is concerned, 
this new circuit may be made indistinguishable from 
that of Fig. 9. This will happen if the impedances 
presented by the series and parallel LC combinations 
to the components of the resonant-transfer current 
remain indistinguishable from those which would be 
presented by the original inductors and capacitors 
during the time of the switch closure. For the com-
ponent at frequency coo/27r (where coo = 7r/to) the 
parallel circuit L3C2 has impedance 

1/j(coo C2— 1/w0 L3) 

whereas capacitor C2 in the original low-pass circuit 
has impedance 1/jr.o0C2. It is therefore necessary that 

wC2L3» 1 

C 2 L 3 = 1/CO: 

But 

Therefore 
(.00 b 

The necessary condition for resonant transfer to take 
place as before is thus 

lo 4 1/fb  (25) 

where to is the duration of switch closure and fb is 
the mid-band frequency of the band-pass filter. 

A similar argument shows that condition (25) also 
ensures that the series circuit L2C3 presents an 
impedance similar to that of inductor L2 of the 
original low-pass circuit during resonant transfer. 
Thus, if condition (25) is satisfied, resonant transfer 
between a low-pass filter and a band-pass filter takes 
place in exactly the same way as between two low-
pass filters. The only difference is in the frequency 
components selected by the filter for application to 
its load. Resonant-transfer gating can therefore be 
used for t.d.m./f.d.m. conversion and f.d.m./t.d.m. 
conversion by the methods described in Sections 4 
and 5. 
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9. Experimental Work 

In order to demonstrate conversion between t.d.m. 
and single-sideband f.d.m., two filters were designed, 
the pass-bands being 0-4 kHz and 12-16 kHz. 
A variety of Thomas filter" was used which had an 
mm'-derived termination2° in place of the m = 0.6 
derived terminating half-section originally proposed 
by Thomas. 

The Thomas method of filter synthesis produces a 
ladder network of reactive circuit elements terminated 
by a resistor, which approximates the impedance of 
an ideal filter at the normally open-circuit end. It was 
therefore necessary to use a filter analysis program to 
predict the variation of insertion loss with fre-
quency.21,22 The low-pass filter was built and the 
experimental performance of the filter as such was 
found to be in good agreement with the prediction. 

Fig. 11. Band-pass filter used in experimental work. 

Component 
Li 
L2 
L3 

L5 

Value 
12.7 mH 
1.27 mH 
45.9 mH 
1.56 mH 
0.51 mH 

Component Value 
L6 0.38 mH 
L7 1.52 mH 
L8 1.00 mH 
L9 2-77 mH 

600 ohms 

The capacitors were adjusted to resonate with the inductors at 
the mid-band frequency of the filter ( 14 kHz). 

The band-pass filter was formed by band-pass 
transformation of the low-pass filter. The circuit of 
this filter is shown in Fig. 11. This is an inherently 
poor method of making a band-pass filter, because 
an inductor in series with a capacitor must appear in 
at least one branch of any Thomas filter subjected to 
band-pass transformation. This gave rise to difficulties 
associated with the stray capacitance across that 
inductor. These difficulties were overcome by the use 
of a transformer to lower the impedance level of the 
filter. This is not good practice, but did allow the 
resonant transfer circuit to have a reasonably well-
defined capacitance at the normally open-circuit end 
of the band-pass filter during the resonant transfer. 
Although the performance of the band-pass filter 
was poor when judged by the strict standards required 
for a channel filter in an f.d.m. system, it was adequate 
for the purpose of the experiment. 
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Trigger 
pulse 

Fig. 12. Four-diode switch used as 
transfer. 

gate circuit for resonant 

The filters were connected by a gate opened by 
pulses of approximate length 2 is with a p.r.f. of 
12 kHz. This gate consisted of a four-diode switch 
controlled by a blocking oscillator, as described by 
Perkins. 23 This circuit is shown in Fig. 12. 

When a direct voltage was applied to the low-pass 
filter, the oscillograms shown in Fig. 13 were obtained. 
The lower waveform (Fig. 13(a)) illustrates the slow 
charging process followed by a rapid discharge 
which takes place at the output terminals of the low-
pass filter. The upper waveform (Fig. 13(b)) demon-
strates the shock excitation due to the transferred 
charge at the input terminals of the band-pass filter. 

The oscillogram in Fig. 14 shows an input to the 
low-pass filter at 2 kHz causing an output at 14 kHz 
to appear at the load resistor of the band-pass filter. 
The reverse process, whereby an input at 14 kHz to 
the band-pass filter causes a signal at 2 kHz to occur 
at the load resistor of the low-pass filter, is shown in 
Fig. 15. The input and output amplitudes in Fig. 15 
are practically the same, whereas they differ by nearly 
a factor of ten in Fig. 14. This is due to the presence 
of the transformer, which has a 10 : 1 impedance 
ratio. The overall conversion loss was measured and 
was found to be approximately 4 dB for both trans-
mission directions. 

The above experiment thus demonstrated the 
conversion of an audio-frequency signal to a modu-
lated pulse train and then to a single-sideband signal, 
and the carrying out of the reverse process. Con-
version between a modulated pulse train and a double-
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(b) 

(a) 

*k--
50p.s 

5V 

7 

Fig. 13. Oscillogram of resonant transfer with d.c. input to 
low-pass filter. 

(a) p.d. across output capacitor of low-pass filter. 
(b) p.d. across input capacitor of band-pass filter. 

(b) 

(a) 

0.1V 

1V 

Fig. 14. Oscillogram of resonant transfer with a.c. input to 
low-pass filter. 

(a) 2 kHz input to low-pass filter. 
(b) 14 kHz output from band-pass filter. 

(a) 

(b) 

I. At  AM 
i4-

1001.e.s 

1V 

1V 

Fig. 15. Oscillogram of resonant transfer with a.c. input to 
band-pass filter. 

(a) 14 kHz input to band-pass filter. 
(b) 2 kHz output from low-pass filter. 

sideband amplitude-modulated signal has been demon-
strated by Dahlman, Roehr, Thrasher and Ward." 

10. Conclusions 

F.d.m. and t.d.m. systems using amplitude modu-
lation can be interconnected without demodulating 
individual channels to audio-frequencies. It is, how-
ever, necessary for the carrier frequencies of the f.d.m. 
system to be harmonics of the p.r.f. of the t.d.m. 
system and for these supplies to be synchronized. 

Unipolar t.d.m. signals can be converted to simple 
double-sideband amplitude-modulated f.d.m. signals 
by gating them into a bank of band-pass filters, each 
centred on a harmonic of the p.r.f. The outputs of 
these filters are connected to a common path to 
transmit the f.d.m. signals. Simple double-sideband 
amplitude-modulated f.d.m. signals can be converted 
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to unipolar t.d.m. by separating the channels with 
band-pass filters and sampling the output of each 
filter with a pulse occupying a different position in the 
t.d.m. cycle. The sampled outputs are connected to 
a common path to transmit the t.d.m. signal. 

Similar arrangements of gates and filters can be 
used to interconnect a t.d.m. system using bipolar 
pulse modulation with an f.d.m. system using 
suppressed-carrier double-sideband or single-sideband 
modulation. 

It has been shown that resonant transfer can be 
used to reduce energy losses in the conversion 
processes and so eliminate amplifiers. However, it is 
necessary for the pulse length to be small compared 
with the reciprocal of the channel carrier frequency. 
This may be difficult to achieve with a multi-channel 
system and further analysis is required to determine 
the effect of a finite pulse length. 
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Design for a Multi- Input Binary Adder 

e 
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The need often arises in digital systems for a fast multi-input adder 
capable of adding together n distinct serial binary numbers. The normal 
design method is to employ a parallel-series configuration of 2-input 
synchronous adders. It is shown how the overall speed of a multi-input 
adder may be enhanced using a 3-input adder stage. A circuit is described 
using cascaded 2- and 3-input synchronous adders, which may be clocked 
at 100 ns allowing the addition of six 10-bit binary numbers in ',us. 

1. Introduction 

In many special purpose digital system applications, 
for example the design of digital filters, the need often 
arises for the fast multiple addition of n distinct 
binary numbers. The conventional techniques using 
repeated addition tend to be either too slow, if per-
formed serially, or too costly if parallel methods are 
used. One solution to the problem is to use iterative 
techniques based on the simple two-input serial 
adder circuit, shown in Fig. 1. This approach has 
been discussed by Hennie' who suggested a simple 
cascaded system, shown in Fig. 2(a) for six inputs 
ABCDEF. In this circuit the inputs AB are taken to 
the first adder, and then the sum output of this stage, 
together with input C, taken to the second adder 
stage, and so on. Note that each 2-input adder stage 
is fed with basic timing pulses, i.e. clock pulses. 

The operation of the circuit is such that prior to the 
first clock pulse the combinational logic in the adder 
stages produces the sum of the least significant digits, 
i.e. S = A OBeCeDeEED F. Similarly the 
carry-producing logic presents the appropriate input 
conditions to the terminals of the JK carry bistable of 
each stage. (Note that .1c = AB, Kc = AB and from 
the characteristic equation of the bistable we have 
C, = JC +KC = AB + AC+ BC, where the suffix + 
indicates the next output state of the carry bistable C). 
When the clock pulse arrives the sum digit is shifted 
into an output register, the carry bistables are set, and 
the next input digits are entered to the circuit; the 
operation then proceeds as before. 

Using this circuit n binary numbers can be added in 
one wordtime, that is N clock pulse times (digit-times) 
where N is the number of bits in the binary word. 
For this particular circuit the maximum delaying path 
is through 2(n — 1) logic levels (the AND—NOR gates in 
Fig. 1(b) count as one level), thus the clock pulse 
period (T) must not be less than 2a(n — 1) seconds 
where a is the average propagation delay per level and 
n the number of binary inputs. It is interesting to 
observe that if adder—subtractor units are used (or 
two's complemented numbers) in the cascaded 
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system, it is possible to add and subtract any combina-
tion of numbers. This is a facility which could be 
useful if digital scaling, or weighting, is required. 

On reflection it will be apparent that the multiple 
addition of binary numbers can often result in a sum 
containing more than N bits, that is, overflow will 
occur. For example, the maximum possible sum of 
six 10-bit positive numbers, represented in two's 
complement notation, would be 3066, i.e. a 12-bit 
number. If the full result is required it is necessary to 
clock the circuit 12 times, with the input at zero for 
the last two clock pulses, otherwise conventional 
out-of-range logic circuits must be employed to detect 
overflow. 

The simple cascaded circuit may be restructured, so 
as to reduce the number of levels in the combinational 
logic, and hence increase its speed of operation; 
Fig. 2(b) shows a typical circuit. This circuit may be 
clocked faster since the delaying path is reduced to 
six logic levels allowing T < 6 a seconds; furthermore 
no extra logic is required. 

AB 

AB LOGIC 0 AB LOGIC 0 

Fig. 1. 2-input synchronous adder. 

CLOCK 

A B A à AB AB 
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CLOCK 

A rJe 2 -INPUT 2-INPUT 2-INPUT 
.11..y. S.A. S.A. S.A. 

D 
E 

2-INPUT 2-INPUT 
SA SA 

C—.10 

2 INPUT 
SA 

2-INPUT 

S.A. 

2 -INPUT 

SA 

CLOCK 

2 -INPUT 

A 2 INPUT 

e  SA 

e -f 2 - INPUT 
  SA 

E 2 - INPUT 

  SA 

CLOCK 

3- INPUT 

SA 

(c) 

Fig. 2. Iterative serial adder. 

SUM 

SUM 

However, considerably faster addition times can be 
achieved if instead of using 2-input adders only, a 
special 3-input adder is incorporated into the design, 
(see Fig. 2(c)). The speed of operation of this circuit 
is increased to T < 4 a seconds (delaying path through 
4 logic levels), but at the expense of slightly more logic. 
This approach can obviously be extended to handle 
any number of inputs, if necessary by designing a 
5-input adder etc. The design and implementation of 
the system shown in Fig. 2(c) will now be considered 
in detail. 

2. Two- Input Synchronous Adder 

The logic diagram for the 2-input adder used in the 
system is shown in Fig. 1(b), implemented in Texas 
TTL circuits. This is a fairly conventional circuit, 
note however that A+ AB and A + AB are 
generated independently to avoid an extra invertor Note that there is a protracted carry produced in 
level. For the same reasons the sum and sum outputs column 2 which must be added to the next but one 

are generated separately and distributed by a double-
rail arrangement to the following units. It has also 
been assumed that a double-rail system is employed 
for the binary inputs, and this is feasible since in 
practice the inputs would normally come from a shift-
register. Exclusive-OR gates, comprising AND—NOR 
logic, have been used in the implementation since as 
the propagation delay through the AND—NOR con-
figuration is the same as that through a basic NAND/ 
NOR gate, they can be considered as one level of logic. 
The circuit uses a total of 3 logic packages at an 
approximate cost of £4. 

3. Three- Input Synchronous Adder 

The state tables for the synchronous 3-input adder 
are shown in Table 1, and these follow directly from 
conventional logical design theory.' 

The first state table (Table 1(a)) shows the transition 
from a present state of the synchronous circuit to the 
next-state, and the resulting output (represented as 
next-state/output) for all input conditions. The major 
design problem for the 3-input adder is the treatment 
of carries over more than one stage, i.e. protracted 
carries. Consider the addition of the three serial 
numbers A = 0110, B = 1110 and C = 1110, as 
shown below: 

clock 5 4 3 2 1 0 
A 000110 
BOO ! 1 1 0 
C 0 0 1 1 1 0 

1 0 0 0 1 0 

Table 1. State tables for 3-input adder 

(a) 

Present 
states 000 

Inputs ABC 
Next-states and output S 

001 010 011 100 101 110 Ill 

1 1/0 

2 1/1 

3 2/0 

4 2/0 

1/1 

2/0 

2/1 

2/1 

1/1 

2/0 

2/1 

2/1 

2/0 

2/1 

4/0 

3/0 

1/1 

2/0 

2/1 

2/1 

2/0 

2/1 

4/0 

3/0 

2/0 

2/1 

4/0 

3/0 

2/1 

3/0 

4/1 

3/1 

(b) 

Inputs ABC 
Y1 Y2 Next-states and output S 

000 001 010 011 100 101 110 II I 

00 00/0 00/1 00/1 01/0 00/1 01/0 01/0 01/1 

01 00/1 01/0 01/0 01/1 01/0 01/1 01/1 10/0 

10 01/0 01/1 01/1 11/0 01/1 11/0 11/0 11/1 

11 01/0 01/1 01/1 10/0 01/1 10/0 10/0 10/1 
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• 

digit position. As a consequence of this, the circuit 
effectively requires two carry bistables, i.e. a four-state 
machine. From Table 1(a), if the machine is in present 
state 1 with input A0B0CO3 the circuit state is un-
changed, i.e. this is the starting condition. The input 
condition AIBICI in the next clock pulse causes a 
transition to state 2 (to indicate a single carry) and 
outputs a 1. A further input of A2B2C2 sends the 
circuit to state 3 (indicating a protracted carry) and 
outputs a O. In state 3 an input of A3B3C3 causes a 
transition to state 4 (carry plus protracted carry) and 
outputs O. The next input will be all zeros (clock 
pulse 4) sending the circuit to state 2 (single carry) and 
outputs O. The final input in clock pulse 5, again all 
zeros, returns the circuit to state 1 and outputs a 1. 
Note that the circuit overflows, since the number 
range is exceeded, and two additional clock pulses are 
required to obtain the final number. A similar analysis 
may be performed for input sequences of any length. 

The state table has been assigned (i.e. each machine 
state has been allocated a unique binary code) using 
two internal state-variables Y1Y2 by the next-state 
technique3 (Table 1(b)). Input conditions for JK 
bistables are then extracted and plotted on K-maps 
(Table 2). The input terms are obtained by comparing 
the present-state (Y) and next-state (Y+) columns for 
Yi Y2 looking for the conditions: 

J = 1 when Y = 0 = 1 
J=O when Y = 0 Y, = 0 
J don't-care when Y = 1 Y+ = 

Y = 1 

K = 1 when Y = 1 
K = 0 when Y = 1 
K don't-care when Y = 

Y = 

= I 

• = 
• = 1 
Y, = 1 
• = 

For example, from Table 1(b), we have for the 
internal state variable Y1 (considering the J input 
condition) transitions from present-state value 0 to 
next-state value 1, for the present state and input 
conditions i1Y2ABC. Similarly for the K condition 
for transitions from present value 1 to next value 0 we 
have: 

Yii2ÁRC+ Y,V2ÀBC+ Yli2ABC+ 
+Y1i2A8C+Y,Y2M3C+Y,Y2ABC+ 
+Y1Y2ABC+Y,Y2Arte. 

These are shown plotted on K-maps, together with 
the 'don't-care' terms in Table 2. 

The minimized bistable input equations from the 
K-maps are as follows: 

Jy, = ABCY2 
JY2 = Yi + AB+AC+BC 
Ky, = All+AC+BC 
Ky2 = ABY, + ABC + BCY1 + ACY + ABC? 

and the sum equations are given by: 
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Table 2. K-maps for 3-input adder 

AB 

cr,  00 01 11 10 

00 

01 

11 

10 

AB0 
CY1 0 01 11 10 

00 

01 

11 

10 

AB 
CY1 00 

00 

01 

11 

10 

AB 
CVI 00 01 

00 

01 

11 

10 

AB 
CY1 00 01 11 10 

00 

01 

11 

10 

JY1 ABCY2 

Kr Àé + Àe + ée Y, 

AB 
CV \ 00 
1 
00 

01 

11 

10 

Jr + AB + AC + BC 
2 

X 

01 11 10 

X X X 

X X X X 

X X X 

X X 

Y2 

AB 
CY1 00 01 11 10 

00 

01 

11 

Ky = ABY, + ABC t BCY1+ 
2 

+ ACV + Ágni 

10 

Y2 

AB 
CY 00 01 11 10 

00 

01 

11 

10 

r2 r2 

Sr (AB AB) 7̀'2 +( AB + AB) CV2+ t ¡B+ b it ( Àà+ AB) CYO' 

(Àà+ AB) Y2 + ( i1B+ Aà) CV1 y2 

S = (AB+All)(CY,+Ci2+CilY2)+ 
+(AB+AB)(CY1+Ci2+CilY2). 

These logic equations are shown implemented in 
Texas TTL circuits in Fig. 3, where LO and Li are 
logic levels 0 and 1 respectively; as before AND/NOR 
gates have been used whenever possible. The circuit 
requires ten logic packages at a total cost of £ 12. 

4. Multi-Input Adder 

Using the logic circuits for the 2- and 3-input adders 
as described above, the system shown in Fig. 2(c) was 
implemented and simulated on a Marconi Myriad II 
computer. The simulation was performed using 
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  I 

Fig. 3. 3-input synchronous adder. 

Table 3. Propagation delay 

Logic Element 

NAND, AND/NOR 

(SN7400, SN7450 etc.) 

JK Bistable 
SN7470 

Expander SN7460 

Switching Times 
Parameter Minimum 

tpd 0 1 

tpd 1 7 

tpd 0 10 

tpd I 10 

tpd 0 1 

tpd 1 6 

Typical Maximum Comment 

8 15 assumed minimum 

18 29 assumed minimum 

18 50 clock to output 

27 

10 

20 

50 clock to output 

20 

34 f" 

assumed minimum; delay through 
expander to output SN7450 

Loosim, a versatile logic simulator package developed 
by the Computer Division of the Marconi Company. 

The topology of the logic circuit is defined by label-
ling the circuit nodes (inputs and outputs of the logic 
elements) and each element is then positioned by its 
connections to the various nodes. The basic types of 
logic gate available in the simulator are AND/OR, 
NAND/NOR, NOT and DELAY. Consequently it was first 
necessary to simulate the Texas SN74 elements in 
terms of basic gates, and then to use these as compound 
logic elements. The propagation delays of the com-
pound elements (both rise and fall-times) were in-
cluded in the simulation. Moreover it was possible 
to use the maximum and minimum values of these 
times (see Table 3) on successive run-times. The 
simulator operates on the 'event by event' principle, 
that is, the states of the specified circuit nodes, and 
the time taken to reach these states, are computed for 
various input conditions and presented in a tabulated 
or graphical form. 

The results obtained for the multi-input adder 
using the simulator showed that the maximum delay 
time for the circuit was 120 ns, giving an addition time 
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for six 10-bit numbers of 1.2 µs. Since in practice 
Texas elements are usually well within the upper limits 
of the delay specification, an average circuit delay of 
76 ns can safely be assumed, giving an addition time 
of less than 1 its. The total number of packages used 
in the multi-input adder system was nineteen, repre-
senting an overall cost of £24 for the unit, as against 
£20 for the cascaded 2-input adder system shown in 
Fig. 1(b). 
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List of Principal Symbols 

A cross-sectional area of diode 
capacitance of domain 

Cd differential capacitance of domain 
D diffusion coefficient 
E electric field in high-field domain 

bias field of diode 
E. maximum field in high-field domain 
E0 electric field in low-field region 
AE domain excess field, E—E0 
AEI excess field in trailing edge of high-field 

domain 
AE1 excess field in leading edge of high-field 

domain 
AE(0) initial amplitude of excess field 
AE(xo, t) maximum excess field 
Gd conductance of domain 
/(t) total current 
J(t) total current density 

length parameter by which value of excess 
field is assumed zero at cathode 
length of diode 
doping concentration 
drift velocity of carriers in high-field 
domain 

u0 drift velocity of carriers in low-field region 
Vb bias voltage of diode 
A V domain excess potential 
A V(0) initial amplitude of domain excess potential 
x0 position of disturbance occurring near 

cathode 
x' coordinate moving with carrier drift 

velocity u 

Quasi-linear equations are used to analyse characteristics of a high-field 
domain in Gunn-effect bulk semiconductors. The analysis shows that the 
differential mobility appearing in the relaxation time of the large-signal 
analysis is not the same as that used in the small-signal analysis. It is also 
shown that an equivalent admittance of domain is represented by a 
parallel connexion of capacitance and conductance which vary with time 
in the transient state. The equations for the shape of domain and for the 
time-constant of the admittance are derived. The width of a high-field 
domain and the displacement current of diodes are discussed. The maxi-
mum value of the domain excess potential in the diode biased at the 
threshold is given. Numerical examples of characteristics of a high-field 
domain based on the results of the analysis are presented. It is pointed out 
that non-linear and parametric operations of Gunn-effect diodes can be 
interpreted by the use of an expression for admittance of the diode in which 
the effects of r.f. circuit voltage on the domain are taken into account. 
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permittivity of semiconductor lattice 
mobility defined by (u—uo)/(E—E0) 
mobility in low-field region 
mobility p4 averaged with respect to carrier 
density 
charge density in high-field domain 
charge density of doping concentration 
density of excess charge in high-field 
domain, p— Po 

1. Introduction 

A small-signal theory has been applied to Gunn-
effect diodes to derive a small-signal admittance, and 
the conditions for current instability and for a 
negative resistance. 1-3 A large-signal theory has been 
used to analyse stable behaviour of a high-field 
domain in Gunn-effect diodes.' Theory is not suffi-
cient to understand transient behaviour of the domain, 
which has been investigated mostly by computer 
analysis." Theoretical work on transient behaviour 
of the domain is required to understand transient 
phenomena of Gunn-effect oscillations and non-
linear parametric operations, and of Gunn-effect 
diodes, such as are used in high-speed switching 
elements, frequency mixers, frequency up-converters, 
and self-pumped oscillators.' 

Quasi-linear equations are used in this paper to 
analyse transient and stable behaviour of a high-field 
domain in Gunn-effect diodes. The analysis shows 
that an equivalent admittance of a domain is repre-
sented by a parallel connexion of capacitance and 
conductance which vary with time in the transient 
state. The equations for the shape of a high-field 
domain and for the time-constant of the admittance 
are derived. The width of a high-field domain and the 
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displacement current of diodes are discussed. Numeri-
cal examples of characteristics of a high-field domain 
based on the results of the analysis are given. It is 
pointed out that non-linear and parametric operations 
of Gunn-effect diodes can be interpreted by the use of 
an expression for admittance of the diode in which the 
effects of r.f. circuit voltage on the domain are taken 
into account. 

2. Equations for Domain 

Transient behaviour of a high-field domain has been 
in most cases studied by computer analysis in which 
the understanding of transient behaviour is limited to 
specified cases reported previously." Only a few 
papers have studied the growth of the domain in a 
theoretical analysis. 1°' 19 Transient behaviour has 
thus not been sufficiently investigated to provide an 
understanding of non-linear or parametric phenomena 
in Gunn-effect diodes. In this section quasi-linear 
differential equations for the domain in a transient 
state are derived, and in subsequent sections the 
solutions to the equations are given. 

We consider a uniformly-doped bulk semiconductor 
in which the drift velocity of carriers depends non-
linearly on the electric field, such as in GaAs and InP. 
A bulk semiconductor diode of uniform cross-
sectional area A and of length L is considered. As 
discovered by J. B. Gunn", a disturbance in the field 
near the cathode contact (the low-voltage side) of 
a diode grows to a high-field domain when the applied 
field to the diode is in the range where the bulk 
semiconductor shows a negative differential mobility. 
There are two regions of the field in an oscillating 
diode: one is a low-field region; the other is a high-
field region (customarily called a high-field domain), 
as shown in Fig. 1(a). The total current density J(t) 
in the low-field region is given by 

E0(t)  (1) 

where, for convenience in the analysis, the charge of 
the carriers is assumed positive. The results obtained 
from the analysis are applicable to n-GaAs and n-InP 
by changing the sign of the charge. In the low-field 
region the field E0(t) is assumed to have no spatial 
variation which implies by Poisson's equation that the 
value of the charge density is equal to the value of the 
charge of the doping concentration p 0. In eqn. ( 1), a 
conduction current is given by the first term where 
u0(t) is the drift velocity of the carriers in the low-field 
region, and a displacement current is given by the 
second term where e is the permittivity of the semi-
conductor. The diffusion current in the low-field 
region is zero because of spatial uniformity of charge 
density. The total current density in the high-field 
domain is given by 
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o 

Fig. 1. Distribution of electric field (a) and charge density of 
carriers (b) in Gunn-effect diode with fractional depletion of 

carriers in leading edge. 

J(t) = p(x, t)u(x, t)+ e -atE(x, t)- D - p(x,  (2) 
ax 

where the charge density p, the drift velocity u of 
carriers, and the electric field E vary not only with time 
t but also with position x in the high-field domain. 
In eqn. (2) the total current in the high-field domain is 
obtained by the sum of the conduction, the displace-
ment, and the diffusion currents, respectively, where 
D is the diffusion coefficient. The term p(a DI ex) is 
neglected in eqn. (2) since it has little effect on the 
analysis and complicates physical understanding of the 
results. The field dependency of the diffusion co-
efficient is, however, taken into account when the 
value of the average diffusion coefficient of the domain 
is computed in Section 6. The total current density Jis 
a function of only the time t since total current density 
is continuous through a diode with a uniform cross-
sectional area. The Poisson equation in a high-field 
domain is 

t) = -1 {p(x, po} E -1 Ap(x, t)  (3) 
ax e e 

Using the continuity of total current, and putting 
equation (1) equal to equation (2), we have 

a2 POlid 
D —ax2AE(x, t)- u(x, t) - AE(x, t)- àE(x, t) 

ax 

= AE(x, t)  (4a) 

AE(x, t) = E(x,t)-E0(t)  (4b) 

u(E)- u o(E 0) 
E0) -   (4e) 

E = E0 
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where 3,E(x,t) is the electric field which is the dif-
ference between the fields in the high-field domain 
and the low-field region, as shown in Fig. 1(a). The 
parameter pd has the dimensions of mobility and is 
considered to be a function of the fields E and Eo. It 
is interesting to notice that eqn. (4a) is a very similar 
equation to that for the perturbation in the charge 
density of a bulk semiconductor examined by the 
Haynes-Shockley experiment». 13 although in eqn. 
(4a) the diffusion coefficient and the mobility para-
meter depend strongly on the field. In eqn. (4a), which 
is the equation for a domain excess field AE, the three 
terms in the left-hand side can be interpreted in the 
following way: the first term represents the diff4on 
effect of spreading in width; the second term repre-
sents the propagation of the domain excess field AE 
with the velocity u(x, t); and the third term represents 
change of the domain at the rate of the relaxation time 
E/ ate growing with negative lid and decaying with 
positive pd. In a semiconductor in which the drift 
velocity is linearly proportional to the field, a perturba-
tion in the field decays to zero since the mobility given 
in eqn. (4e) is always positive. On the other hand, in a 
semiconductor which exhibits the Gunn-effect, the 
mobility ¡Id can be negative as long as the drift 
velocity u(E) of carriers in the domain is slower than 
the drift velocity u0(E) of carriers in the low-field 
region. Thus a perturbation in the field grows because 
the slow velocity of carriers in the domain causes a 
depletion region in the leading edge and an accumula-
tion region in the trailing edge. The mobility pd 
given in eqn. (4e) reduces to the differential mobility 
(3u/3E) in a small-signal treatment when the 
difference of the field AE tends to the value being 
considered as a perturbation. In a large-signal 
treatment, the mobility in the relaxation time is not 
given by the differential mobility. As long as the 
mobility pd is positive, there is a decay of the domain 
in diodes even if the differential mobility (au/ E) of 
the carriers in the domain is negative. The decay of the 
domain, other than at the anode contact (the high-
voltage side) of diodes, has been seen in the figures of a 
high-field domain presented in the flip-page sequence 
III given by computer analysis.2 

3. Transient Behaviour of Domain 

The distribution of the charge density of the carriers 
in a high-field domain is shown in Figs. 1(b) and 3(b). 
The carriers are depleted in the leading edge and 
accumulated in the trailing edge. The carriers in the 
leading edge cannot be depleted more than the doping 
concentration. When the carrier depletion in the 
leading edge becomes complete, the leading edge 
spreads in width, as shown in Fig. 3(b). For simplicity, 
the analysis of the domain growth is divided in two 
parts: the first analyses the transient behaviour with a 
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fractional depletion of carriers in the leading edge and 
does not take into account the effects on the domain 
growth of the limitation in carrier depletion; the 
second analyses the transient behaviour with a 
complete depletion of carriers in the leading edge, 
assuming the replacement of an almost complete 
depletion by a complete depletion with the same 
amount of depleted charge. 

3.1 Growth of Domain with Fractional Depletion 

The diffusion coefficient D, the drift velocity u, and 
the mobility pd in eqn. (4a) depend strongly on the 
field. They could be assumed nearly constant, 
however, when eqn. (4a) is applied in a sufficiently 
short time that their variations are small enough to 
neglect. The coefficients for the subsequent short time 
can be obtained from the field distribution for the 
previous short time since the coefficients are functions 
of the field. By postulating an initial disturbance in the 
field, we could study transient behaviour of the 
domain in successive short time intervals until the 
domain reaches a stable state. By transferring 
eqn. (4a) to the coordinate 

x' = x—ut  (5) 

we analyse the field in the coordinates moving with the 
carrier velocity u in the domain and we obtain 

D-32 Polld 
AE(x', 1)— — AE(x', t)=—Dt AE(x', t)   ax'2 e (6) 

The field in an initial disturbance is assumed to have a 
Gussian distribution which is expressed by 

AE(x, 0) = AE(0) exp [ (x — x0)2  (7) 

where AE(0) is an initial amplitude of the field, xo is 
the position of the disturbance occurring near the 
cathode x = 0, and k is such a small value of the 
length parameter that the value of the excess field àE 
is assumed zero at the cathode in the analysis. The 
potential in an initial disturbance is obtained by 
integrating eqn. (7) from the cathode x = 0 to the 
anode x = L, we have 

A V(0) = „iiit AE(0)  (8) 

where zero excess fields at the cathode and the anode 
are assumed. From eqn. (6) the field distribution in 
the domain is obtained as 

A V(0) Polid (x' — xo)2 
AE(x', t)—   ex p [ — — t — 

,Por + iiirDt e k+4Dt j 
(9) 

which satisfies the initial disturbance given by eqn. (7). 
In eqn. (9) the term exp[ — (x'— x0)2/(k+4Dt)] 
describes the Gaussian distribution of the field in the 
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domain, the term exp(— pedtle) describes the domain 
growth at the rate of the inverse relaxation time 
(PoPd/e), when the mobility Pd is negative, and the term 
‘Ilar+4trDt describes the spread in width with time 
by the diffusion effect. The integration of the field 
distribution gives the potential of the domain, 

AV(t) = à V(0) exp [ — 
e 

= \lkir+47rDt • à.E(xo, t)  (10) 

where AE(xo, t) is the maximum field in the domain. 
The expression of eqn. (6) in terms of the potential 
rather than the field becomes 

2eD AV(t)  
(Jolla+ 

k+4Dt) ler+47rDt 

at {N, I e /kir  4nDt 
  • AV(t)J. =  (11) 

It can be seen that the admittance of the domain of the 
excess field can be represented by the parallel con-
nexion of the conductance 

2eD 1 
Gd(t)= (Polid+ k+4Dt) kir+47rDt 

and the capacitance 

L 

(12) 

Cd(t) =    (13) 
kir+41rDt 

both of which show time variation. It is seen in eqn. (11) 
that the total current is zero in the domain. The term 
,I(kir+41cDt) in eqns. (12) and (13) is the effective 
length of the domain, as can be understood in eqn. ( 10), 
where it appears as the ratio of the potential à V(t) to 
the field àE(xo, t). The term pod is a negative 
conductivity resulting from the negative mobility, and 
the term 2eD1(k+4Dt) is positive conductivity 
resulting from the diffusion effect. It should be noticed 
that the time variation of the effective length 
‘1(kir+41rDt) depends on the relative value of the 
initial length .‘l(k7t) to the variable length .‘l(kilDt); 
large variation of the effective length or of the capaci-
tance could not be expected if ktr>>47tDt for the time 
period being considered. Substituting eqn. (9) into 
Poisson's equation (3), we obtain the distribution of 
the charge density of the carriers in the domain: 

àp(x', t) — 2e(x'— xo) AE(x', t)  (14) 
k+4Dt 

which is shown in Fig. 1(b). The integration of the 
charge density in the leading or trailing edge gives the 
charge àQ(t) = eàV(t)1V(kir-F4nDt). Using the 
definition of the capacitance Cd(t) = AQ(t)/à V(t), we 
obtain the domain capacitance already derived in 
eqn. ( 13). The differential capacitance, defined as 
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C(t) = a{àQ(0)/8{àV(t)}, is often of interest and is 
in the present case given by C(t) = Cd(t) since the 
charge Q(t) is a linear function of the voltage à V(t). 
The admittance of the domain can be interpreted 

in Fig. 2 where the charge distributions of the carriers 
are shown. With the domain growing, the carriers 
are being depleted in the leading edge and accumu-
lated in the trailing edge. There are, in Fig. 2(b), 
larger depleted and accumulated regions than in 
Fig. 2(a). Although in practice the accumulation is 
formed by carriers coming behind the trailing edge 
of the domain, and the depletion by carriers moving 
forward from the leading edge, it could be considered 
that both the depletion and the accumulation are 
formed by a virtual transfer from the leading edge to 
the trailing edge. There is in the domain an effective 
velocity component directed from the leading edge to 
the trailing edge whereas the total carrier in the diode 
moves from the cathode contact to the anode. 
Negative conductance of the domain thus can be 
considered as resulting from the inverse directed 
velocity component of the carriers in the domain. 
Positive conductance of the domain, on the other hand, 
results from the diffusion velocity directed from the 
trailing edge to the leading since the carrier density in 
the trailing edge is larger than that in the leading edge. 
The existence of the capacitance in the domain can be 
interpreted by saying that the carrier distribution of 
the domain corresponds to the charge distribution of 
the space-charge region in a p-n diode where the 
width of the region is given by \l(kir+41rDt). 

On applying a bias voltage Vb to a diode of length L, 
we have 

111,1=.EbL + A V(0)  (15) 
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where Eb is the bias field of the diode. After an initial 
potential A V(0) grows up to AV(t) in the diode, the 
electric field of the low-field region decreases from 
Eb to E0(t) which satisfies 

Vb E0(t)L-1-3,V(t)  (16) 

where the r.f. circuit voltage induced by the diode is 
assumed small compared with the d.c. bias voltage 
Vb. From eqns. (15) and (16), we obtain the field of 
the low-field region 

1 
EA0(t) = Eb— — {AV(t)— A V(0)}  (17) 

Substituting the field E0(t) into the equation: 

4(0 = 0PoilLEo(0+8 — E(t)  (18) 

we can calculate the total current density of the diode. 
In eqn. (18), the conduction current is given by the 
first term where tL is the carrier mobility in the low-
field region, and the displacement current is given by 
the second term. 

3.2 Growth of Domain with Complete Depletion 

The leading edge spreads in width as the charge 
depletion in the leading edge approaches completion. 
For simplicity of analysis, an almost complete 
depletion is replaced by a complete depletion with the 
same amount of depleted charge. The accumulation 
region is assumed to grow continuously according to 
the results obtained in Section 3.1. The field distribu-
tion of the trailing edge AEI(x,' t) is thus given by 
eqn. (9). The subscript I of AEI denotes the left-hand 
side of the domain, but not the leading edge which is 
in the right-hand side of the domain. The field 
distribution of the leading edge AE,.(x', t) is obtained 
by solving Poisson's equation and applying the 
condition of field continuity, El(xo, t) = Er(xo, t), at 
x' = xo which is the boundary between the trailing 
and leading edges as shown in Fig. 3. 

AEr(x', t) = — 9(x' — x0) + 

A V(0) Po  Piexp [ ild 
, — t  (19) 
lar+4nDt e 

The field distribution of the trailing edge is mainly 
affected by the diffusion effect; the field distribution of 
the leading edge is mainly affected by the charge of 
the impurity concentration, po. The width (w' — xo) of 
a complete depletion region is derived from the equa-
tion AE,.(w', t) = 0 which represents zero excess field 
at the edge x' = w' of the depletion region. 

w' —xo = 

February 1970 

eA V(0) 
exp ti ...(20) Paid 

PoNlicn+471Dt 

This shows that the width of a complete depletion 
region spreads with growth of the maximum field of 
the domain, 

AE(xo, t) = A V(0)exp( — popdt 1 e)I.N/ kir+47rDt. 

The potential of a domain is obtained by the integra-
tion of the field AE,(x', t) from the cathode contact to 
x' = xo and the integration of the field AEr(x', t) from 
X' = xo to x' = 

AV(t) — AV(0) exp [ — Polid + —e {AE(xo, t)}2 

2 e 2p0 
 (21) 

where the first term presents the potential of the 
trailing edge and the second the potential of the 
leading edge. With sufficient growth of the domain, 
the potential of the leading edge becomes larger than 
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Fig. 3. Distribution of electric field (a) and charge density of 
carriers (b) in Gunn-effect diode with complete depletion of 

carriers in leading edge. 

the potential of the trailing edge. Thus the potential, 
with sufficient growth of the domain, becomes 
proportional to the square of the maximum excess 
field of the domain, AE(xo, t). This proportionality 
has been observed in the experiments on the shape of 
travelling domains in GaAs by J. B. Gunn" and the 
experiments on high-field dipole domains in GaAs by 
I. Kuru et al. 15 The charge of the domain, AQ(t), is 
obtained by the assumption of charge neutrality in the 
diode: 

AQ(t) = po(w' — x0) = sAE(xo, t)  (22) 

With sufficient growth of the domain, the charge 
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AQ(t) is proportional to the square root of the domain 
voltage, ,./A V(t) Nie/2po-.. AE(xo, t), which has been 
measured experimentally." The application of the 
definitions of the capacitance and the differential 
capacitance to eqns. (21) and (22) gives 

AQ(t) 
Cd(t, — =   

A V(t) kn+4nDt+(w' — xo) 

and 

3AQ(t) e cd(t) = — — = , 
mv(t) kn + 4nDt+(w' —xo) 

which show that the values of these capacitances are 
decreasing with time. The differential capacitance 
C(t) is different from the capacitance Cd(t) since the 
charge is not a linear function of the voltage A V(t). In 
the differential capacitance, the first term of the 
denominator represents the effective width of the 
accumulation region and the second the width of the 
depletion region. If, as obtained in Section 3.1, the 
total current in the omain is assumed to be zero here, 

Gd(t). AV(t)+ — {Cd(t).AV(t)) — 0,  (24) 

we can derive the conductance Gd(t): 

2eD  2 
Gd(t) = I Poild+ 

k + 4D v Icn+4nDt+(wl—x0) 
 (25) 

where the denominator has length dimensions and the 
same value as that in the capacitance Cd(t); and where 
the term popd represents negative conductivity 
resulting from the negative mobility and the term 
2eD1(k+4Dt) represents positive conductivity result-
ing from the diffusion effect. The fields of the low-
field region Eat) and the total current density of the 
diode Jo(t) are calculated by eqns. ( 17) and (18) given 
in Section 3.1. 

When the domain reaches a steady state, it can be 
expected for the domain not to vary with time. 
There is no displacement current in the domain, which 
by eqn. (24) implies zero conductance of the domain. 
In a steady state, no effective transfer of the carriers 
occurs between the leading and trailing edges. The 
admittance of the domain in a steady state is repre-
sented by the capacitance determined by the carrier 
distributions of the leading and trailing edges. 

3.3 Extinction of Domain at the Anode Contact 

The carrier distribution of the metal near the anode 
contact is disturbed by the arrival of the depletion 
region of the domain. The disturbances are 
extinguished at the rate of the dielectric relaxation 
time elcrm where cr. is the conductivity of the metal. 
As the conductivity of the metal is large, the dis-
turbances would be assumed to be extinguished the 

 (23a 
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 (23b) 

instant the depletion region of the domain arrives at 
the anode contact. Transient behaviour of the domain 
being extinguished at the anode contact is studied in 
this section by a simple analysis in which zero relaxa-
tion time of the metal is assumed. At the time t after 
the depletion region arrives at the anode contact, the 
width of the depletion region is given by 

— xo — pLE0(t)t), 
where (w — xo) is the width of the domain in the steady 
state and the domain velocity is approximated by the 
velocity of the carriers in the low-field region, pLE0(t). 
The neutrality of total charge in the diode implies 

eA V(0) Poild t, 
   exp [ 

+4nDt' 

= Po{wsi—xo—PLEo(1)t}  (26) 

where the left-hand side gives the charge in the 
accumulation region and the right the charge in the 
depletion region. In eqn. (26), t' denotes a time 
parameter which decreases with increasing values of 
the time t because the accumulation region must 
decrease with the time t. The bias voltage Vb is 
expressed by 

A V(0) Polid t, 
Vb = E0(01., ± -2 exp [ 

C 

Po , 
+ —2e {ws—xo— pLE0(t)t} 2  (27) 

where the r.f. circuit voltage is assumed small com-
pared with the d.c. bias voltage Vb. In eqn. (27) 
the first, second, and third terms represent the 
potentials of the low-field region, of the trailing edge, 
and of the leading edge, respectively. The field E0(t) 
and the time parameter t' are obtained from eqns. (26) 
and (27) at a given time t. The use of the potential of 
the domain and the charge given by eqn. (26) with the 
definitions for capacitance and differential capacitance 
gives the domain capacitance: 

2e 
Cd(t) = 

kn+41tDt' +{w's—xo— pLE0(t)t} 

and the differential capacitance of the domain: 

C(t) — e  (28b) 
kn+4nDe +{w's—xo— pLE0(t)t} 

The first and second terms in the denominator of 
Cgt) are respectively the effective widths of the 
trailing and the leading edges. As these terms decrease 
with time the capacitances Cd(t) and C(t) of the 
domain being extinguished at the anode contact, in-
crease with time. The conductance is obtained from 
eqn. (24); the width of the domain is given by the 
denominator of eqn. (28b); the field distribution of the 
trailing edge is given by eqn. (9), using the time para-
meter t' in place of the time t; the field distribution of 

 (28a) 
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the leading edge is given by 

AE,.(x', 0 = — -e-0{w-xo-pLEaot}+ 
e 

A V(0) [ , Potid ; +    exp 
kir + 41tDe 

the domain potential is given by the second and third 
terms in eqn. (27); and the total current density is 
obtained from eqn. ( 18). The time for the domain to 
be extinguished at the anode contact can be approxi-
mated by the time when the width of the domain 
reduces to the width of the initial disturbance, 
/(kir). The time obtained from this calculation would 
not be an accurate value of the time for extinction, but 
could give an approximate value of it. 

4. Domain Characteristics 

4.1 Domain Shape 

Two types of domain shape could be considered 
when the domain reaches a steady state: one with a 
fractional depletion in the leading edge; the other 
with a complete depletion in the leading edge. As 
shown in Fig.1(a), a domain with a fractional 
depletion is in the shape of a Gaussian distribution 
which is symmetrical with respect to the position of 
maximum field. The shape of a domain with a 
complete depletion is asymmetrical as shown in 
Fig. 3(a). The potential of a domain with a complete 
depletion is generally larger than that of a domain 
with a fractional depletion because it reaches a steady 
state through the process of growth of a domain with 
a fractional depletion. It can be said that the shape of 
the domain with a relatively small potential is a 
symmetrical triangle and that the shape of the domain 
with a relatively large potential is an asymmetrical 
triangle. These shapes have been observed in 
experiments. 14 

4.2 Domain Excess Potential 

The approximate value of the potential of a domain 
in a steady state is calculated by a simple equation. 
Neglecting an initial potential A V(0) in eqns. (16) and 
(17), we obtain 

A V(t) E0 
= 1 —  (29) 

Vb Eb 

in which the value of A V(t)/ Vb is 54% when the 
threshold field 3.25 kV/cm is used for the bias field 
Eb and a minimum sustaining field (about 1.5 kV/cm) 
is used for the field E0 in the low-field region. 

4.3 Time-Constant of the Domain Admittance 

The time-constant of the admittance of the domain 
with a fractional depletion is derived by using eqns. 
(12) and ( 13). 
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1 Gd(t) pod 2D  
_ = =  (30) 

Cd(t) e k+4Dt 

It is interesting to see that the time-constant of the 
domain admittance relates closely to the dielectric 
relaxation time. As pd is negative for the domain 
growth, the second term in eqn. (30) indicates the 
reduction of the growth rate by the diffusion effect. 
The time-constant of the admittance of the domain 
with a complete depletion is derived from eqns. (23a) 
and (25), and it is given by the same expression as that 
of eqn. (30). 

5. Non-linear or Parametric Operation of 
Diode 

A time-varying admittance is derived for a diode 
which is treated as an active element of a circuit. When 
the diode is biased by the direct voltage Vb and the 
r.f. circuit voltage A Vc(t), the voltage equation (16) 
is rewritten as 

Vb AV,(i) = Eo(OL + A V(t)  (31) 

where the r.f. circuit voltage can either be induced in 
the circuit by the domain voltage or introduced as an 
applied r.f. voltage, not necessarily of the same 
frequency or variation as the domain voltage. Sub-
stituting E0(t) into the total current l(t) = A . J(t) 
where A is the cross-sectional area of a diode and J(t) 
is the total current density given by eqn. ( 1), we obtain 

Al(t)= G(t) . A Vc(t) + —t {Cp(t). A Vc(t)}  (32a) 

1 
M(t) = — I, 1= f /0(t)dt  (32b) 

o 

Go. Vb — I {. A Mt) f AV(01 
G(t) =  A V( 0 + Go 1    (32c) 

c  

ev(0 
C(t) = co {1 A vc(0 }  (32d) 

where T is the period of the domain transit in a diode, 
Go is a low-field conductance given by ApopLIL, Co is 
the geometrical capacitance given by AelL, and Ai(t) is 
the r.f. current obtained by subtracting the d.c. 
component I from the total current 10(t). It is seen in 
eqn. (32a) that the terms G(t) and C(t) could be 
considered to be the conductance and the capacitance 
of the diode which is treated as an active element of a 
circuit. The domain voltage A V(t) in the conductance 
G(t) and capacitance C(t) varies not only with the 
frequency determined by the length of the diode but 
also with the frequency of the circuit voltage which 
affects the domain growth non-linearly. The con-
ductance G(t) and the capacitance Cp(t), which vary 
non-linearly with respect to the applied r.f. voltage 
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and parametrically with respect to time, allow 
interpretation of the non-linear or parametric opera-
tiont of diodes when used as frequency mixers, 
frequency up-converters and self-pumped oscillators. 

6. Numerical Examples of Domain 
Characteristics 

Transient and stable characteristics of domains are 
shown in numerical examples calculated by the analytical 
results obtained in previous sections where the diffusion 
coefficient D, the drift velocity u, and the mobility pd 
have been assumed approximately constant in a very 
short time At. The growth of the disturbance for the 
time t = At, from t = 0 to t = At, can be calculated 
by using an initial disturbance in field and potential, 
and initital values of the diffusion D, the velocity u 
and the mobility pd. In a subsequent time interval 
from t = At to t = 2At, the growth of the disturbance 
is calculated by using the coefficients which are 
averaged with respect to the carrier density at time 
t = At; for example, 

Em 

Pd — f Pct• (Pi+ Pr)dE 

f (PI +pr)dE 

(33) 

where E„, is a maximum field in a high-field domain, 
and pl and p , are the distributions of the charge 
density expressed in terms of the electric field. The 
subscripts 1 and r denote the left-hand side (trailing 
edge) and the right-hand side (leading edge) of the 
domain, respectively. When the charge distributions 
are symmetrical as shown in Fig. 1(b) and written as 
Pi = p0+Ap(E) and pr = p0— Ap(E), the average 
mobility is given by 

Em 

Pd = f pddEl(E„,— E0)  (34) 
E0 

In a domain with a complete depletion region, the 
leading edge is not taken into account for evaluating 
the average mobility pd since there are no carriers in 
the leading edge: Pr = O. The mobility of the region 
between a low-field E0 and the threshold field ET in a 
domain would act to suppress the growth of the 
domain because the mobility in this region reduces the 
absolute value of a negative mobility Pd in the evalua-
tion of eqn. (33). Thus the average mobility given by 
eqn. (33) takes into consideration such effects as the 
lack of carriers in the leading edge and the suppression 
of domain growth by the low-field mobility in the 
domain. The velocity-field characteristic shown in 
Fig. 4, which is approximated from that derived 
theoretically by Butcher and Fawcett," is used in 

t A parametric operation of the Gunn-effect diode has been 
verified by the experiments on a self-pumped parametric 
amplifier which will be published. 
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Fig. 4. Velocity-field characteristic used in computation. 

making the calculations. The field dependency of 
the diffusion coefficient is also taken into account in 
the calculations, and the diffusion coefficient-field 
characteristic approximated from that given theoretic-
ally by Butcher et al." is used. The average diffusion 
is evaluated by the technique of eqn. (33). 

The potential corresponding to thermal energy at 
room temperature, 0.025 V, is assumed as the value 
of the initial potential A V(0). It is generally con-
sidered" that significant departures from electrical 
neutrality are not found over distances greater than 
about four or five times the Debye length Ld. Thus 
we could choose five times the Debye length as an 
initial value of the effective width of the domain, 
,l(kn). It could be understood for uniformly-doped 
semiconductors that the values of A V(0) = 0.025 V 
and .,J(kir) = 5LD were determined by one of the 
methods to decide what are initial disturbances in 
theoretical analysis. In actual cases of the Gunn-
effect diodes, initial disturbances could be caused, for 
example, by non-uniformity in doping and non-ohmic 
characteristics of the cathode contact. 

The impurity concentration of 2.0 x 10"m-3 and a 
low-field resistivity of 4.6 ohm-cm are used in the 
calculations of transient and stable characteristics of 
domains in Gunn-effect diodes. Numerical examples 
of domain characteristics are shown in Figs. 5-7, for 
three different values of the product n0L, the time for 
the domain growth is taken as the time from the 
initial perturbation until the field of the domain stops 
increasing. The value of tIT in the abscissa of the 
figures indicates the ratio of the time t to the period T, 
which is the transit time of the domain through the 
sample length with average velocity 105m/s. 
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Fig. 5. Transient characteristics of domain growing in diode 
with no = 2-0 x 102° M -3 and L = 40 gm (noL = 0.8 x 1012 cm-2) 

and biased at threshold. 
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Fig. 6. Transient characteristics of domain growing in diode 
with no = 2.0 x 102° m-3 and L = 200 gm (no/. = 4 x 1012 cm -2) 
and biased at threshold. E0, E., AV, Gd, and Cd are in the same 

units as in Fig. 5. 

It can be seen in Figs. 5-7 that the capacitance of a 
domain decreases during domain growth because the 
effective width of the domain is spreaded by the 
diffusion effect. It can also be seen that a negative 
conductance of domain is large at the beginning of the 
domain growth and then decreases during growth of a 
domain. The domain growth in a diode always 
accompanies these variations of the capacitance and 
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Fig. 7. Transient characteristics of domain growing in diode 
with no = 2.0 X 10" m -3 and L = 400 gm (noL = 8 x 10'2 cm -2) 
and biased at threshold. Eo, E., A V, Gd and Cd are in the same 

units as in Fig. 5. 

the conductance. Larger variations in the fields, the 
potential, and the admittance of a domain are observed 
with larger values of the product noL. The discon-
tinuity appearing in the variations of the capacitance 
and the conductance in Fig. 7 is attributed to the 
abrupt change of the effective length of the domain, 
resulting from the assumption of the replacement of an 
almost depleted region in the leading edge by a com-
pletely depleted region. 

Characteristics of domains in a steady state are 
summarized in Table 1. It is understood in Table 1 
that the value of the time for the domain growth 
ranges between 5 and 10% of the period of the 
transit-time oscillation of the diode and thus a long 
time is required to achieve a steady state in a long 
sample. The potentials of domains are less than 54 % 
of the bias voltage which was the percentage obtained 
in Section 4.2 as the maximum value of the potential 
in the domain of a diode biased at the threshold field. 
The displacement current in a sample is much less than 
the conduction current. The variation of the total 
current in a sample biased at the threshold field is 
approximated by the variation of the electric field 
outside the domain, as shown in Figs. 5-7. A small 
capacitance accompanies a large domain potential 
since the domain grows with spreading width of the 
domain by the diffusion effect. The width of the leading 
edge until complete depletion appears in the leading 

89 



A. SASAKI 

Table 1. Characteristics of domain when it reaches a steady state. Diodes are biased at threshold. 

Length of diode gm 

noL CM - 2 

Time for domain growth ps 

Time for domain growth/period of oscillation 

Maximum field of domain 

Potential of domain 

Potential of domain/bias voltage 

Current density 

Displacement current/conduction 

Capacitance per unit area 

Effective width of domain 

kV/cm 

volt 

A/m2 

current 

F/m2 

gm 

Effective width of domain/length of diode 

Accumulation width/depletion width 

40 

0-8 x 1012 

25 

0-063 

3-4 

0-08 

0.0062 

70x 106 

0.65 x10 -3 

27 x 10 -6 

4.1 

0.10 

1 

200 

4 x 10'2 

210 

0.11 

14 

10 

0.16 

5.9 x106 

1.7 x 10-3 

12 x10 -6 

9.1 

0.046 

1 

400 

8 x10'2 

300 

0.075 

43 

46 

0.35 

4.6 x106 

0-084 x10 -3 

9-8 x10 -6 

18 

01)45 

0.3 

600 

12 x 10'2 

340 

0.057 

58 

77 

0-40 

4-3 x10° 

066x 10-2 

8-0x10 -6 

23 

0.038 

0.21 

no = 2-0 x102° m-3 
The ratios of the displacement current of the conduction current are given just before the arrival at a steady state. 

edge, then the width of the leading edge becomes large 
compared with the width of the trailing edge. The 
ratio of the accumulation width to the depletion width 
becomes small, as shown in the last row in Table 1. 

The characteristics of a domain at a steady state 
are shown in Fig. 8 where the analytical results 

5 10 15 
,Vird ( VOLT ) 

Fig. 8. Theoretical variations of carrier velocity uo outside 
domain, excess field (E.— E.)) of domain, and ionized impurity 
density An = .elplq appearing in the leading depleted region, 
plotted as functions of the square root of domain voltage V V,,. 

Note different scales and zeros in each quantity. 

90 

obtained in Sections 2 and 3 are applied to a diode of 
no = 2.0 x 10" m' and L = 200 gm at various 
applied bias voltages. The voltages are assumed to 
bias the diode instantaneously beyond the threshold. 
The characteristics shown in Fig. 8 are qualitatively 
in good agreement with the experimental data 
measured by the capacitive probe techniques." The 
domain excess field (E.— E0) is linearly proportional 
to the square root of the domain voltage, \/ VD. The 
carriers in the leading edge are almost depleted, except 
when the domain field and potential are relatively 
small. Outside the domain the carrier velocity uo, 
which is approximately equal to the domain velocity 
at a steady state, decreases with the increase of 
domain voltage or domain field. The decrease of the 
domain velocity can be understood by the negative 
differential characteristic shown in Fig. 4 which 
implies slower velocity at higher field. Quantitative 
agreement can be obtained by the use of slightly 
different initial conditions and velocity-field character-
istic in the computation since the trends of the 
variations given in Fig. 8 are the same as those 
measured experimentally.'4 

The time for domain extinction at the anode can be 
roughly estimated by the ratio of the domain width 
to the average velocity. In Table 1, the domain width 
is 18 gm for the diode, biased at the threshold, with 
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Fig. 9. Transient characteristics of domain being extinguished 
at the anode of diode with no = 20x 102° m-3 and L = 400 gm 
(noL = 8 x 1012 cm-2) and biased at threshold. Eo, Em, AV, Go, 

and Co are in the same units as in Fig. 5. 

no = 20x 10" m-3 and L = 400 gm. The time for 
domain extinction is 180 ps when the average velocity 
is assumed to be 105m/s. Using the analytical results 
obtained in Section 3.3, we obtain in Fig. 9, transient 
characteristics of domain being extinguished at the 
anode. The time chosen for the extinction is from the 
arrival of the edge of the domain at the anode to the 
reduction of the domain width to the width of the 
initital perturbation. In Fig. 9 we see that the time for 
the extinction is 63 ps, which is shorter than the value 
of 180 ps, since the domain velocity becomes larger as 
the domain field is decreased (see Fig. 4). It is shown 
in Fig. 9 that the capacitance of a domain being 
extinguished at the anode is increased because the 
domain width is becoming shorter. The conductance 
of a domain being extinguished at the anode is 
positive and becomes infinite when the domain 
approaches complete extinction. The variations of the 
capacitance and the conductance for domain extinc-
tion are the inverse of those for domain growth. The 
sign of the conductance for extinction is opposite to 
that for growth. 

7. Conclusions 

Quasi-linear equations have been used to analyse 
the characteristics of domains in Gunn-effect bulk 
semiconductors. Since the equations have been 
treated analytically, some physical interpretations have 
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been given to the behaviour of high-field domains 
observed in experiments. The analysis shows that the 
differential mobility appearing in the relaxation time 
of the large-signal analysis is not the same as that used 
in the small-signal analysis. The differential mobility 
of the large-signal analysis, however, becomes equal 
to that of the small-signal analysis when the domain 
reduces to a perturbation. It is shown in the analysis 
that an equivalent admittance of a domain is repre-
sented by a parallel connexion of capacitance and 
conductance which vary with time in the transient 
state. The time-constant of the admittance is shown 
to equal the dielectric relaxation time plus a term 
dependent on the diffusion effect. The shape of a 
domain with a fractional depletion of carriers in the 
leading edge is expressed by a symmetrical triangle. 
The shape of a domain with a complete depletion, 
however, is expressed by an asymmetrical triangle in 
which the gradient of the leading edge is determined 
by the density of the ionized impurity and the shape 
of the trailing edge is determined by the diffusion effect. 
The depletion width is equal to the accumulation 
width for a domain of relatively small field and 
potential. The depletion width increases relative to 
the accumulation width after complete depletion 
appears in the leading edge. The maximum value of 
the domain potential in a diode biased at the threshold 
is derived to be approximately 54% of the threshold 
voltage. The displacement current of the diode is 
shown numerically to be very small in comparison 
with the conduction current. Thus the total current 
of the diode is given mainly by the conduction current. 
The characteristics of a domain calculated from the 
results of the analysis have been given as numerical 
examples, which show qualitatively good agreement 
with the measured values of experiments. It has been 
pointed out that non-linear and parametric operations 
of Gunn-effect diodes can be interpreted by the use of 
an expression for admittance of the diode in which the 
effects of r.f. circuit voltage on the domain are taken 
into account. 
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Automation 
of Optical Astronomy 

The Royal Observatory Edinburgh, one of the seven 
establishments of the Science Research Council, has 
accepted and completed post-delivery trials of the 
GALAXY (General Automatic Luminosity and XY) 
measuring machine from its manufacturers, Faul 
Coradi Scotland Limited. 

The GALAXY machine is the first of its kind anywhere 
to bring complete automation to processes of optical 
astronomy. Coupled with the Observatory's 16- in 
Schmidt telescope and Elliott 4130 computer system it 
enables astronomers to program their work in such a 
way that considerable quantities of astronomical data 
can be taken from the telescope by the GALAXY 
machine and fed into the computer for the results to 
be analysed in a fraction of the time that it has taken 
in the past. 

Work on the machine was first started at the 
Observatory over five years ago and since then hard-
ware has been designed and constructed by Faul 
Coradi Scotland Ltd. in conjunction with astro-
physicists working at the Observatory. 

A GALAXY machine has been ordered for the Royal 
Greenwich Observatory at Herstmonceux, another 
establishment of the S R.C., and delivery is expected 
in 1971. It is hoped that as a result of this work, 
further GALAXY machines will find application in 
medical and industrial, as well as astronomical, fields. 

Exploring the stars 

The invention of the Schmidt telescope more than 
thirty years ago provided astronomers with the means 
of recording information about the stars at an unprece-
dented rate. A single photograph of an area of the sky 
a few times the size of the Moon, taken in a few minutes 
on a clear, dark night by a Schmidt telescope of even 
moderate size, records images of tens of thousands of 
stars. Such photographs contain a wealth of informa-
tion. Precise measurements of the positions of star 
images on photographs taken at different times give 
the angular motions of the stars, enabling their dis-
tances to be calculated. The distribution and motions 
of the stars which make up our Galaxy can be ob-
tained in this way. Measurement of the strengths of 
the images give the brightnesses of the stars, and by 
taking photographs through different colour filters 
the temperatures of the stars can be deduced. Similar 
measurements enable the distribution of interstellar 
dust—the Galactic fog—to be determined, dust which 
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increasingly appears to play a crucial role in the 
formation of stars and the evolution of galaxies. 

The task of extracting all the information from the 
photographs, of measuring precisely the positions and 
image strengths of tens of thousands of stars on each, 
has been beyond the capacity of available measuring 
devices; only a few hundred selected stars on each 
photograph could be examined. This has severely 
restricted the research programmes of astronomers. 
For example, the search for newly-formed stars, 
which are very heavily obscured by clouds of inter-
stellar dust surrounding them, has been limited to a 
few very small parts of our Galaxy of stars. 

The GALAXY machine was conceived to overcome 
these limitations, to enable astronomers to make full 
use of the information they can record at the telescope. 
The application to astronomy of modern methods of 
automatic control and data handling has been a 
feature of the work of the Royal Observatory, Edin-
burgh under its present Director, Professor H. A. 
Brück, C.B.E. 

The Measuring Problem 

The light from a single star is focused by the tele-
scope to form a spot of light only a few tens of 
micrometres across. The light is scattered and absor-
bed by the photographic emulsion; the brighter the 
star, the further the light spreads out in the emulsion, 
so that when the photograph is developed (it is of 
course a negative) the images of bright stars are 
larger and more dense grey spots than those of faint 
stars. The measurement of the strength of a star image 
is consequently a matter of measuring its size and 
density, sizes typically lying in the range from tens to 
hundreds of micrometres. 

A suitable machine is required to do three things: 
to find the images of the stars on the photograph, to 
measure their positions, and to measure their sizes and 
densities. It has to do these with precision and at high 
speed. 

The requirements laid down for the GALAXY machine 
were that the precision of measurement should be 
1 pm in the position of a star image and 0-25 pm in 
the size, and that the machine should find and 
measure a thousand star images an hour, entirely 
automatically. 

The GALAXY Machine and its Method of 
Operation 
The basic conception of GALAXY was due to Dr. P. B. 

Fellgett (now Professor of Cybernetics and Instrument 
Physics in the Applied Physics Department at Reading 
University). Four main features were decided upon: 
a cathode-ray tube to scan the photograph with a spot 
of light, for finding the star images and measuring 
their sizes and densities; a precise mechanical carriage 
to hold and position the plate with an accuracy better 
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than 1 pm; a system developed by Ferranti Limited 
for measuring the carriage position to 1 pm; and an 
electronic system similar to a computer to control the 
operations. 

GALAXY works as follows. To find the star images 
the photograph is scanned by a small spot of light, 
produced by a cathode ray tube and projected down 
to a chosen size, 16 gm across being typical. The 
light passes through the photograph and is measured 
by a photoelectric cell. The passage of the spot of 
light over a star image is then detected by the cell as a 
reduction in brightness, and the position at which the 
event occurred is recorded. With this resolution of 
16 gm, the plates currently being measured are 
searched at a rate of 30mtemin, ten thousand stars 
being found and recorded per hour. 

When the star images have been found, the carriage 
carrying the photographic plate is moved to put each 
star in turn beneath a scanning system working at 
high magnification, for a more detailed examination 
of each image. 

The spot of light is now only 1 p.m across, and 
this is scanned in a spiral pattern over the image. 
The amount of light passing through and around the 
image is again measured by a photo-electric cell. If 
the image is not centred on the spiral pattern, more 
light passes through one side than through the other, 
and the carriage is moved until equality is obtained. 
The position of the carriage is measured, and in this 
way the position of the image is determined in units of 
1 gm. Meanwhile, the measurements of the amounts 
of light passing through different parts of the image 

Method of operation of the GALAXY measuring machine at the Royal Observatory, Edinburgh 

(1) A typical photograph taken with the Schmidt telescope. The stars have produced black images 
on the negative. A typical photograph contains 40 000 images. An area of the negative is selected 
for measurement. 

(2) The selected area of the negative enlarged. GALAXY searches the selected area for star images, 
using linear scanning. 

(3) A single star image greatly enlarged. GALAXY scans the star image, using concentric circle 
scanning. 

(4) The same star image; GALAXY centres the star image and measures its position to 1 m. 

(5) Drawing of the oscilloscope display on GALAXY. The profile of the star image is measured with 
an uncertainty of 0.25 1.Lm. 
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are being examined by the control system in order to 
determine the image structure. A measurement of the 
strength of the image is obtained, in units of 0.25 gm: 
this measurement is directly related to the brightness 
of the star photographed. The measurements of 
position and brightness are coded and output recorded 
on computer tape, at the rate of a thousand stars an 
hour, for subsequent analysis in the Observatory's 
computer. 

Engineering Details 

The machine basically is a high accuracy two-
dimensional co-ordinate table fitted with means of 
precise photo-electric examination of star images on a 
photographic plate. Since accuracies of the order of 
1 pm are involved, the construction must be very 
rigid and hence large and heavy, the overall dimen-
sions of the machine itself being 2.45 m x 1.85 m x 
2.15 m high (8 ft x 6 ft x 7 ft) and the weight 3.6 tons. 
The base is a hollow webbed casting on which is 
mounted a carriage with compounded X and Y move-
ments on linear ball races with a high degree of linearity 
and orthogonality. Three V-grooves are mounted on 
the carriage which locate three ball-ended screws on 
the plate carrier. 

Two cathode-ray tubes of the micro-spot type with 
their scanning assemblies and optical systems are 
rigidly mounted to a bridge casting over the carriage, 
so that the plate can be positioned relative to their 
optical axes, the resulting variations in light trans-
mission being detected by two photomultipliers 
mounted below the carriage level. 

X and Y movements are measured by two linear 
glass gratings having 100 lines/mm using the well-
established two-phase moiré technique with division 
of the cycle by ten, giving a basic measuring unit of 
1 gm. The actual position of the carriage is given by 
two six-stage octal counters which are continuously 
updated by information from the measuring units. 
Carriage movements are actuated by two hydraulic 
rams controlled by electro-hydraulic valves, operated 
by servo amplifiers to which position and velocity 
feedback are applied. 

All electronic circuitry and controls are mounted in 
two 6 ft high 19 in racks forming a single floor-
standing unit. Circuitry is assembled on pluggable 
printed circuit cards and consists partly of discrete 
component and partly of microcircuit type. 

Operation of the equipment consists of going 
through an automatic datum setting routine, followed 
by a search mode in which the plate is scanned in 
columns 8.192 mm wide by the combination of a linear 
scan on the search cathode-ray tube and mechanical 
indexing of the carriage in the orthogonal direction. 
This operation uses the low magnification optical 
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system and gives an output on 8-channel paper tape 
of the approximate X and Y co-ordinates of images 
found. Also incorporated in this list of 'finding 
co-ordinates' are those of a group of reference 
images which have been preselected and measured, 
and are repeated every thousand images. This tape is 
now used as an input for the second operation, 
namely the measurement mode, after carrying out a 
second automatic datum routine now to refer co-
ordinates to the optical axis of the high magnification 
system. Each pair of co-ordinates is read in turn by a 
photoelectric tape reader, followed by a digital 
positioning operation which brings the corresponding 
image into the field of view of the 256 gm diameter 
spiral scan. Control of the servos, which has been 
digital up till this moment, is handed over to the 
analogue signals derived from the image photo-
multiplier, causing centring of the image in the field. 
This is followed by the comparison of the density 
profile of the image against radius with 1024 standard 
profiles contained in a core store. The address of the 
matching profile and the co-ordinates of the image 
centre to 1 gm uncertainty are output on 8-channel 
paper tape. This complete operation takes an average 
4 seconds per image. This means that the group of 
reference images are measured every hour, and so the 
measurements are not dependent on absolute calibra-
tion as an off-line computer examination can com-
pensate for long-term drift. 

Since the measurement mode optical system requires 
a short focus microscope objective, means must be 
provided to maintain focus in spite of variations in 
photographic emulsion height. This is achieved by 
mounting the lens system in a stainless steel barrel, 
centred by an air-bearing, whose weight is relieved by 
an air-balance system which allows the lens unit to 
rest on the emulsion surface with a downward thrust 
of about 3 grammes. 

Progress of the Project and Performance of 
the Machine 

The design and construction of the whole system 
was entrusted to the Scientific Instrument Control 
Department of Ferranti Limited at Dalkeith, Mid-
lothian, now Faul Coradi Scotland Limited, Hadding-
ton, East Lothian. In September 1965 a detailed 
design study of the system was begun by the manu-
facturer together with Dr. V. C. Reddish of the 
Royal Observatory, Edinburgh, who has been the 
astronomical consultant throughout, and when this 
was completed in June 1966 it formed the basis of a 
contract signed in August of that year. It was then 
estimated that the whole machine including associated 
control systems would be completed in three years. 
The mechanical carriage system was constructed by 
Sogenique Limited and delivered to Edinburgh in 
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April 1967, and the cathode-ray scanners were 
developed by Ferranti Limited, Moston, Manchester. 

The various parts of the GALAXY system were 
connected up and tested together for the first time in 
March 1969. During the succeeding months a number 
of minor modifications have been made but the 
design as a whole has proved to be satisfactory. The 
machine was put through a series of increasingly 
demanding tests and by the end of June it had become 
apparent that its performance was exceeding expec-
tations. Positions were being measured with a pre-
cision of 0.5 gm, better by a factor of two than that 
demanded by the specification, and image sizes were 
measured with a precision 20% better than specified. 
Intensive trials of the machine in the following three 
months showed that this performance was maintained, 

and the machine was formally accepted in October. 
It was immediately put to measuring photographs 
taken as part of one of the Observatory's programmes 
—the search for newly-formed stars almost hidden by 
dense obscuring clouds of interstellar dust. By the 
end of the year, colours and brightnesses of about 
forty thousand stars had been obtained from measure-
ments of more than a quarter of a million star images. 
The Observatory's astronomers now face a major task 
in programming the computer to deal with the output 
of the GALAXY machine. 

Postscript 
Since the machine was first switched on last March 

it has been run for more than two thousand hours, 
with no major breakdown and a negligible amount of 
time lost through minor faults. 

FORTHCOMING CONFERENCES 

Conference on Trunk Telecommunications 
by Guided Waves 

The conference on trunk telecommunications by 
guided waves which was to have been held at the 
Institution of Electrical Engineers, Savoy Place, 
London, W.C.2, in September 1969, and was post-
poned, will now be held from Tuesday, 29th Sep-
tember to Friday, 2nd October 1970. 

The aim of the conference is to survey and to assess 
current achievements, problems and prospects in the 
development of trunk telecommunications systems by 
guided waves at millimetric and optical frequencies. 
Special attention will be paid to: 

systems aspects, modulation and multiplexing 
techniques 
guiding structures, transmission imperfections 
installation and fabrication 
terminal and repeater equipment 
measurement techniques 
components. 

Offers of contributions to the conference pro-
gramme are invited. Intending contributors should 
submit a 250 word synopsis of their paper to the 
I.E.E. Conference Department without delay; full (2000 
word) manuscripts will be required by 1st June 1970. 

The conference is being organized by the I.E.E. 
in association with the I.E.R.E. and the Institute of 
Electrical & Electronics Engineers. Further details 
will be available in due course from the Manager, 
Conference Department, I.E.E., Savoy Place, 
London, W.C.2. 
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Radiological Protection Problems 

The Commission of the European Communities, in 
collaboration with the Centre of Atomic and Nuclear 
Physics of the Faculty of Science of the University of 
Toulouse, is organizing an international symposium 
to be held from 3rd-6th November 1970 at Toulouse, 
France, on 'Radiological Protection Problems associ-
ated with Parasitic X-ray Emission from Electronic 
Products'. 

The aim of the symposium is to enable electronics 
engineers, technical inspection bodies, public-health 
and occupational-safety authorities to carry out 
exchanges of views and experience. Electronic products 
to be considered include rectifying valves, transmitting 
valves, thyratrons, klystrons, magnetrons, electron 
microscopes and television receivers and the pro-
visional scope covers the following: 

possible sources of parasitic X-rays, and 
experimental results; 

methods of measuring soft X-ray emission; 
biological aspects of exposure to soft X-rays; 
means of reducing parasitic X-ray emission; 
performance standards, testing and inspection 
methods for electronic products. 

Offers of papers and requests for registration forms 
and further information may be obtained from: 

Mr. E. A. Hampe, Commission of the European 
Communities, Directorate-General for Social Affairs, 
Directorate for Health and Safety, 29 rue Aldringer, 
Luxembourg (G.D. of Luxembourg). 
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A Sealed- off Beryllia Tube Argon Ion Laser 

• 

By 

P. C. CON DER 

and 

H. FOSTER; 

Reprintedfroin the Proceedings of the I.E.R.E. Conference on 'Lasers 
and Opto-Electronics' held at the University of Southampton on 25th 
to 28th March 1969. 
An argon ion laser is described in which the discharge is confined by a 

beryllia capillary tube. This has enabled the current density in the dis-
charge to be increased to more than 600 A cm-2 with negligible gas clean-
up. Sealed-off lasers have been life tested for more than 1000 hours without 
the need for a gas replenishing system and have shown less than 10% 
change in output. The total output of 1.5 W can be increased to more than 
3 W by the application of a magnetic field. This performance is obtained 
from a 3 mm bore, 30 cm long plasma tube with an argon pressure of 
0.7 torr. 

1. Introduction 

The rare gas ion lasers which were first discovered as 
pulsed systems now produce more c.w. power and the 
widest choice of wavelengths of any class of laser 
operating in the visible wavelength range. From the 
several hundred wavelengths reported' the highest 
powers are obtained from transitions between the 
excited states of the argon ion. 

The essential parts of a basic argon laser are as 
shown in Fig. 1. The high current density needed to 
achieve high power operation is obtained by con-
centrating a d.c. discharge in a narrow bore water 
cooled tube. A by-pass tube between the cathode and 
anode regions prevents build-up of gas pressure at one 
end. An axial magnetic field is sometimes used to 
increase the laser output. In the early designs of 
argon ion laser the discharge tube has usually been of 
silica. 

2. Power and Life Limitations 

Saturated output of the argon laser is not achieved 
in a sealed-off device and the maximum powers 
obtainable are limited by the technology of the gas 
discharge tube. As the current through the laser is 
increased beyond the threshold for laser action the 
output power rises quadratically with current since 
both electron density and ion ground state density are 
proportional to the current. Discharge current 
densities of several hundred A cm' at gas pressure of 
a few tenths of a torr are required to be confined in a 
2 to 3 mm bore capillary. More than 80% of the 
input power is dissipated in the discharge tube, 
corresponding to 200 W per cm length of the capillary. 
These severe operating conditions can cause serious 
damage to the plasma confinement structure and to 
achieve a reasonable working life, strict limits have 
been imposed on the input drive power. These limits 
are set by sputtering, disintegration and overheating of 
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the plasma confinement structure, gas clean-up and 
cathode poisoning. 

The silica used in the conventional argon lasers 
has excellent thermal shock resistance but its low 
thermal conductivity results in a very high inside wall 
temperature. Gas clean-up into the hot silica leads to 
a rapid fall in the argon pressure with resulting 
deterioration of performance. The clean-up problem 
has been overcome to a limited extent by the provision 
of a gas-replenishing system. The life of a silica tube 
laser has been mainly determined by erosion of the 
tube by ion bombardment and subsequent breakage. 

SOLENOID 

ANODE 

BREWSTER 
WINDOW   GAS RETURN 

PATH 

Fig. 1. Components of a d.c. ion laser. 

PLASMA CONFINEMENT 

CATHODE 

Alternative methods of confining the discharge by 
the use of segmented metal or graphite structures have 
been used but a gas replenishing system has been 
necessary to obtain a useful life.' 

3. Choice of Beryllia 

The properties of the discharge tube materials 
previously used are responsible for some of the argon 
laser problems. A survey of materials with some 
suitable properties reveals that choice is limited by the 
availability of very straight small bore tubes and the 
ability to make joints consistent with high vacuum 
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Table 1. Properties of some discharge tube materials 

Material 
Thermal 

conductivity 
cal/cm.s degC 

Thermal Thermal 
expansion shock 

deg C-1(0-100°C) cal.s- cm -1 

Melting 
point 
°C 

Electrical 
resistivity 
ohm.cm 

Silica 0.0035 0.55 x 10 -6 

Alumina 0.054 6.9 x 10 - 8 

Boron Nitride 0.023 to 0145 0 to 2.3 x 10 -6 

Eteryllia 0.525 54x 10 -6 

Graphite 0.3 3.6 x 10 -6 

Vitreous Carbon 0-01 to 0.02 20x 10 -6 

Molybdenum 0-346 49x 10 -6 

Tungsten 0.476 4-45 x 10 -6 

Copper 0.92 16.4 x 10 -6 

Aluminium 0-57 23.5 x 10-6 

13-0 —1600 

1.5 —2100 

—2800 

11.7 2573 

310 —3500 

2622 

3382 

1083 

660 

>10's 

>10's 

1.2 x 1012 

>1013 

3 x10 -6 

1 to 5x 10 -6 

5-7 x 10-6 

5-3 x 10-6 

1-5 x 10-6 

2-6x 10-6 

technology. These materials with some relevant 
properties are listed in Table 1. Some metals are 
included but are not considered suitable because of 
their high sputtering rates. 

Of the insulating materials beryllia is unique with a 
high thermal conductivity and good thermal shock 
resistance. Discharge tube experiments confirmed its 
suitability provided that the technology problems 
could be overcome and that no toxic hazard would 
arise following ion bombardment. 

3.1 Toxic Considerations 

The toxicity of beryllia is associated with dust or 
fine particles which can be inhaled. Precautions are 
necessary to prevent concentration exceeding the 
recommended limits.' Clean, fired beryllia compo-
nents present no toxic problems. A beryllia discharge 
tube could be a source of fine particles if beryllia were 
eroded by ion bombardment in a similar way to 
silica in the early ion lasers. An accumulation of 
particles in the laser and in the vacuum processing 
system could then lead to contamination levels 
exceeding the recommended limits. 

Chemical or spectroscopic tests for contamination 
levels can readily be carried out at several stages in the 
construction and operation of beryllia discharge tubes. 
Such tests have shown safe levels at all times though 
strict cleaning procedures at some stages are necessary 
to prevent an accumulation of contamination. Tests 
on discharge tubes which have been life tested have 
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also shown safe levels, indicating that erosion of 
beryllia by the discharge is not significant. 

3.2 Thermal and Mechanical Considerations 

Due to superior thermal conductivity of beryllia, 
it becomes possible to use a thicker wall tube than 
with silica while maintaining a lower internal wall 
temperature. The larger external surface area to the 
tube which results from this, permits the removal of a 
greater heat load. A limit to the wall thickness is 
reached when the stresses due to temperature difference 
become too high and a compromise has to be be made. 

The inner surface temperature of the beryllia tube 
can be calculated from 

K = dQ log. (r2/r1) 
dt 27r(Ti — T2) 

where 

K = thermal conductivity. 
d Q 

= power per unit length. d t 
r1, r2 = inner and outer radius of tube. 

7'1, T2 = inner and outer wall temperature. 

Taking values of 

K = 1.88 W/cm degC ( 100°C) 

= 180 W/cm (at 40 A discharge current). 
d t 
T2 = 373°K 
r2 = 0.35 cm 
r1 = 0.15 cm 
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Fig. 2. Beryllia tube laser. 

from which the inner surface temperature T, = 386°K. 

A similar calculation for a typical silica tube laser 
dissipating 80 W/cm at 20 A gives an inner surface 
temperature of 900°K. 

The inner surface temperature of the silica tube 
determines the maximum safe continuous operating 
level. This limitation is removed by the use of 
beryllia and the power input to the discharge may be 
raised until limited by boiling of the cooling water. 

3.3 Vacuum Technology of Beryllia 

Beryllia can be used for vacuum device construction 
if ceramic metallizing and high temperature soldering 
techniques are reliable. The vacuum joints have to be 
carefully designed and tested to withstand subsequent 
temperature cycling. In order to provide a surface for 
soldering, the beryllia is first metallized and then 
nickel plated. Differences in thermal expansion 
between the beryllia, metal and solder can lead to 
failure of the joint if excessive stresses are created and 
this can be avoided by the choice of suitable materials. 
These considerations of the use of beryllia have led to 
the present design. 

4. General Requirements for a Sealed- Off 
Device 

In addition to the beryllia design considerations 
outlined above, a number of other restrictions are 
placed on the choice of tube components and method 
of fabrication. In order that the low pressure of 
spectrally pure argon gas within the device should not 
become contaminated, stringent standards of high 
vacuum technology have been employed. All 
materials, brazed or welded joints and tube compo-
nents are of low vapour pressure and have been 
designed to withstand the usual rigorous vacuum tube 
processing and cathode activation. 
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5. The Beryllia Laser 

In this design of argon laser (Fig. 2) the gas dis-
charge is laterally confined by a straight small bore 
beryllia tube. The d.c. discharge is maintained 
between an anode and a concentrically mounted 
impregnated cathode of sufficient area to provide 
40 A emission. The ends of the laser are terminated 
by Brewster-angle windows of optically flat Spectrosil. 

A gas return path is provided by a glass tube which 
connects the cathode housing to the outer end of the 
anode. This is necessary to reduce the pressure 
difference which would be created due to gas pumping' 
during operation Of the high current discharge. The 
tube is external to the main discharge and returns 
within the bore of the solenoid. Since the solenoid 
will not withstand the elevated temperature used 
during vacuum processing the design permits the 
solenoid to be fitted to the discharge tube after 
seal-off. 
The discharge tube, anode, cathode housing and 

magnet are cooled by a 3 gallons/min ( 13.5 1/mm) flow 
of recirculated de-ionized water and a heat exchanger 
of 8 kW capacity transfers the heat to mains cooling 
water. The use of de-ionized water prevents short circuit 
ofthe discharge when high starting voltages are applied 
to the tube and avoids the build-up of scale which 
would create a thermal barrier between the beryllia 
tube and the cooling water. 

6. Magnet Design 

The application of a magnetic field to an argon ion 
laser can produce an increase in output and efficiency.' 
The gain of the laser depends on the charged particle 
density and this is increased with the application of an 
axial magnetic field. The laser output enhancement 
obtained varies with the strength of the magnetic field 
and with the other variable parameters of the laser. 
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Fig. 3. The effect of magnetic field on discharge voltage 
gradient. 

Another effect of the magnetic field is a reduction 
in the axial voltage gradient in the discharge at a fixed 
current, as shown in Fig. 3. The power input to the 
discharge for a fixed current is thus reduced, giving 
an increase in efficiency. 

Consistent with the compact beryllia tube laser 
design, a magnet of minimum size and weight to 
provide a uniform axial magnetic field of 1000 gauss 
was designed. The solenoid winding is 1200 turns of 
aluminium foil 0.012 mm thick and coated with 
0.005 mm epoxy insulation. The completed magnet is 
10.16 cm (4 in) diameter, 31.75 cm (12.5 in) long, 
weighs 4.32 kg (9-11b) and incorporates water cooling 
on internal and external surfaces. The 3.16 cm (11 in) 
diameter bore of the solenoid locates and supports the 
laser and the gas by-pass tube. 

7. Power Supply 

The voltage-current characteristic of the beryllia 
discharge tube is shown in Fig. 4. A high direct 
voltage is required to initiate the discharge and as a 
small current is passed through the gas the maintaining 
voltage falls. The discharge now behaves as a low 
negative resistance as the current is increased. A load 
resistance is in circuit in this range to maintain control 
of the discharge current. Above about 10 amperes the 
tube becomes a positive resistance and the load is 
shorted out. A well-stabilized constant current supply 
is necessary. 

The power supply for the beryllia tube laser com-
prises a starting circuit capable of 1000 V, + A, 
followed by a main power unit delivering 350 V, 40 A, 
with current control and incorporating an auto-
matically controlled load resistor. Magnet and 
cathode heater supplies are incorporated in the same 
unit and to prevent damage to the laser a controlled 
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starting procedure is necessary. This is achieved by an 
interlock system which prevents initiation of the 
discharge until high current operating conditions are 
satisfied. 

8. Performance 

A number of lasers constructed in the manner 
described have been built and tested. The extent of the 
improvements made possible by the use of beryllia 
instead of silica may be seen by reference to Table 2. 

Table 2. 

Comparison of silica and beryllia tube laser 

Total output power (without 
magnet) 

Total output power (with 
magnet) 

Overall efficiency 

Life 

Gas clean-up rate 

Gas replenishing frequency 

Gas pressure 

Active discharge length 

Discharge tube internal dia-
meter 

Discharge tube external dia-
meter 

Discharge current 

Tube voltage 

Power input per cm length 

Axial magnetic field 

Silica Beryllia 

05W >1 W 

10W >3W 

0-016% OB56 % 

150 hours > 1000 hours 

20 gm 1/hour 0.12 gm 1/hour 

8 hours 

0.2 torr 

60 cm 

nil 

0.7 torr 

30 cm 

3 mm 3 mm 

5 mm 7 nun 

20 A 40 A 

265 V 165 V 

80 W 180 W 

1000 gauss 1000 gauss 

600 

-; 500 

o 
,>-• 400 

cr. 

"r- 300 
> 

Fr 200 

3 100 

o 1 10 

Discharge current ( amps) 

Fig. 4. The voltage/current characteristic. 
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A typical output characteristic of the beryllia tube 
laser is shown in Fig. 5. The total output power is 
plotted as a function of discharge current at various 
magnetic fields. 

The results shown are for multi-mode, multi-
wavelength output. The optical cavity consisted of a 
3 metre radius of curvature low transmission mirror 
and a flat 8 % transmission mirror at a separation of 
65 cm. Uniphase output at slightly reduced power can 
be obtained by the use of a longer radius of curvature 
mirror. Single wavelength operation can be obtained 
by the usual methods, such as the insertion of a 
suitable dispersion prism within the optical cavity. 
Table 3 shows the total range of wavelengths available 
from this design of laser. Approximately 40 % of the 
total output power is available at either of the princi-
pal wavelengths of 488 nm (4880 A) or 514.5 nm 
(5145 A). 

Table 3. 
Laser output with selected mirror transmissions 

Wavelength Mirror Laser Output 
Transmission 

mW 

5287 

5145 

5017 

4965 

4880 

4765 

4727 

4658 

4579 

7 

4 

3 

5 

4 

6 

1 

3 

45 

1300 

140 

420 

1300 

600 

225 

10 

140 

To obtain optimum performance at any other 
wavelength it is necessary to use lower transmission 
mirrors to compensate for the lower gain for these 
transitions. 

As seen in Table 2 the efficiency of the beryllia laser 
is more than three times that of a silica tube laser. 
This is because of the higher current in the discharge. 
Reference to the discharge Vi/ characteristic in 
Fig. 4 shows that with increasing current through the 
discharge the power input is almost linear. The output 
power rises quadratically with increasing discharge 
current and therefore a higher current leads to an 
increase in efficiency. 

The significant features of the performance of the 
beryllia tube laser from the data in Table 2 are the 
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Fig. 5. Laser output as a function of discharge current at 
different magnetic fields. 

low gas clean-up rate, the high optimum gas pressure 
and the long life at high output power. Life tests on 
two lasers were obtained by day and night operation 
with frequent switching off and re-starting to simulate 
a laser in use. After 1000 hours when the test was 
terminated the output power had fallen by less than 
10%. 

The gas pressure in the laser was monitored by a 
Pirani gauge in a half-litre gas ballast volume attached 
to the laser, and the variation of argon gas pressure 
during the life of beryllia and silica tube lasers is 
shown in Fig. 6. It will be apparent that the very low 
gas clean-up rate makes a gas replenishing system 
unnecessary for a beryllia tube laser. 

The higher optimum gas pressure may be explained 
by the cooler internal surface temperature of a beryllia 
discharge tube (Sect. 3.2). The gas temperature in the 
region of the walls is influenced by the temperature of 
the tube wall. 

The gas density pg in the discharge is given by 

Twpw 

Pg= 

1.0 

0.8 
o 

0.6 

04 
o. 

t?in 

Gas pressure 
topped up 

Beryllia tube laser 

a tube laser 

PIN>NNN\  INN\  

100 

Hours 

Fig. 6. Variation of argon gas pressure 

l000 

during laser life. 
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where p,„ = gas density near the wall 
Ty, = gas temperature near the wall 
Tg = gas temperature in the discharge. 

Thus the lower the wall temperature the lower will 
be the gas density in the discharge. Argon laser gain 
is proportional to the product of tube radius and 
normalized gas density', hence the beryllia tube laser 
requires a higher initial cold filling pressure. 

It will be seen that the use of higher gas pressures 
results in a shorter mean free path in the gas and leads 
to a reduction in the gas clean-up rate. In the region 
of the discharge near the wall, the mean free path is 
given by 

P 

W To Pw 

where = 6.32 x 10_8 at n.t.p. 
To = 273°K 
P = 760 torr 
Pw = pressure near wall 

(cold-fill pressure = 0.7 torr) 

This gives the value of 2„ as approximately 0.1 mm 
which is a factor of ten shorter than for a typical 
silica tube confined plasma. 

The shorter mean free path in the gas can be 
expected to reduce or prevent erosion of the beryllia 
by the discharge. Results of the tests for beryllia 
powder contamination as described in Sect. 3.1 
indicate that a beryllia tube is not eroded by the 
discharge under the conditions used for the life test. 

9. Discussion 

The encouraging performance and life test results 
of sealed-off beryllia tube lasers leads to a considera-
tion of extensions to the design described. 

A change of any one parameter of the laser requires 
adjustment of the other variable parameters to 
achieve optimum performance, and scaling laws 
require experimental confirmation. The gas pressure, 
discharge current, magnetic field strength and tube 
diameter and length are all inter-related and modify 
the gain of the laser, so that re-optimization of the 
output is therefore necessary. 

A higher output power per unit length could be 
obtained by further increasing the current density in 
the plasma. With no power supply limitations the 
current can be increased to the point where boiling 
of the cooling water takes place on the outside 
surface of the beryllia. A well optimized design for 
maximum heat extraction' might allow a current of up 
to 100 A to be used but other limitations would arise 
at lower currents. A cathode capable of this emission 
would require some development but a more serious 
limitation would be set by damage to mirrors and 
Brewster windows at an estimated laser output of 
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15 W. Damage to some optical components has 
been observed at the 5-10 W level. A more funda-
mental limit would be reached at current densities 
above 1000 A cm', where resonance radiation 
trapping can occur between the lower laser levels and 
,  the ion ground state leading to a destruction of the 
population inversion. 

Another approach to attain a higher output power 
would be to increase the tube diameter and length 
whilst maintaining the same current density and thus 
provide a larger volume of excited gas. A larger tube 
diameter would also reduce the laser power density 
which should then extend the operating range before 
the mirror damage threshold is reached. A longer 
discharge tube would require a higher starting voltage 
and a reasonable estimate would be to increase the 
length of the present compact design by a factor of 2 
thus doubling the laser output for the same current. 
The gas pumping problem would be accentuated in a 
long tube. Careful re-design of the by-pass tube would 
be necessary to maintain the optimum pressure in the 
plasma and to prevent a discharge breakdown in the 
by-pass tube at the higher starting voltage required. 

The features of a beryllia discharge tube could be 
exploited in another way by a further reduction in size 
of the present compact design. For example, if the 
plasma tube were reduced from 30 cm to 10 cm giving 
an overall laser length of about 30 cm, a total output 
of a few hundred milliwatts could be expected. 

10. Conclusion 
The argon laser described is made possible by 

overcoming the technological problems encountered 
in the use of beryllia for a sealed-off discharge tube. 
The improved performance of the laser is due to the 
properties of beryllia. Long life and low gas clean-up 
features are obtained when good standards of high 
vacuum technology are maintained and when cathode 
emission is adequate throughout life. 

Evidence that a toxic hazard does not arise when 
beryllia is used under the conditions described has 
established confidence in its use and further exploita-
tion of its properties as a plasma confinement material 
is possible. 

A practical sealed-off argon ion laser with a long life 
will improve the usefulness and the reliability of the 
device and make it a more successful competitor for 
visible laser applications. Although the efficiency of 
the laser is comparable with other visible lasers, to 
obtain the output powers quoted a large and expensive 
power supply is required. However, the cost per 
watt-hour of laser output will be comparable. Sealed-
off ion lasers using other gases have similar problems 
to those of the early argon ion lasers. It is likely that 
the beryllia discharge tube design will provide a 
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similar improvement for these lasers to that obtained 
for argon. Devices other than lasers which use a low 
pressure gas discharge may also benefit from the low 
gas clean-up and high dissipation properties of 
beryllia. 
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Computer Control of Motorway Signals 

More than 800 miles of motorways in England and 
Wales are to be equipped with motorway signals 
linked to a network of ten on-line computers made 
by GEC-Elliott Traffic Automation Ltd. The 
company is supplying ten MARCH 9050 on-line 
computers, communications links, standard programs 
and special modular applications software. Altogether 
the orders cover the provision of five computer centres, 
and 12 motorway control offices. 

Computer centres will be located at Scratchwood, 
Hook, Perry Barr, Almondsbury and Westhoughton. 
The separate control offices, which are to be manned 
by traffic police operators, will be at Preston, Chester, 
Winchester, Guildford, Almondsbury, Devizes, Kid-
lington, Cwmbran, Scratchwood, Welwyn, Perry Barr, 
and Warwick. Each computer centre will house the 
two MARCH 9050 computers working in parallel 
together with MARCH input and output channels 
providing facilities for controlling motorway signals 
and communications links with the control offices, 
as well as automatic telex and data links. 

Video data terminals, emergency telephone panels 
and display diagrams will be linked to a local computer 
centre. Using the alpha-numeric keyboard on the 
video data display, the police operators at each con-
trol office will set up any or all of the signals to display 
warnings of hazards, instruct traffic to slow down or 
stop, and advise of lane changes and obstructions. 
Information displayed on the motorways is also shown 
on the video data terminals, enabling operators to 
check the operation of the motorways signals. 
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Basically the Elliott ARCH 9050 central processor 
each MARCH 9050 has a 16k core store. Two compu-
ters, linked via a standard MARCH interface, are to be 
located in each computer centre. Normally input data 
are fed to both computers, but only one machine will 
be the control computer. Self-checking programs are 
to run continuously and, if at any time a computer fails 
a test, executive control of the real-time situation is 
automatically switched to the other computer and 
details of the fail condition are passed immediately to 
to the nearest maintenance unit. 

One of the most significant features of the GEC-
Elliott Traffic Automation on-line computer systems 
is that all hardware and software is designed to 
modular standards. For example, the central proces-
sors, data links, inputs/outputs and other items of the 
systems hardware are developed from readily available, 
compatible units in current production. 

On the software covering standard programs and 
special applications a fully modular approach will be 
used, making it especially simple in future orders for 
U.K. and world markets to adapt the programs to 
suit special applications and differing legal require-
ments in traffic control situations. In addition to the 
standard MARCH 9050 supervisory program, GEC-
Elliott Automation are supplying module packages 
for operation of the central processor, control office, 
traffic control and weather surveillance. Programs 
for data transmission and test facilities will incorporate 
the possibility of full remote access for future program 
development and off-line processing of data. 
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This paper considers the scattering, at normal incidence, of a laser beam 
by single and cladded optical glass fibres with a view to estimating their 
radii and refractive indices. For parallel and perpendicular polarizations 
of the incident light, the scattered intensity was calculated using the wave 
theory. The scattering pattern from a single fibre was also calculated by 
geometrical optics. The light scattered by a cladded fibre in air was 
photographed for fibres of three different overall diameters. A similar 
experiment was conducted for the fibre immersed in a liquid having a 
refractive index near to that of the cladding. Matching was achieved by 
thermal means. 

In both cases considered, the experimental results were found to be in 
agreement with theoretical results. For a cladded fibre in air, information 
about the core could not be obtained but a measurement of the angular 
fringe spacings and positions enabled the cladding diameter and index to 
be calculated. For a cladded fibre immersed in an index matching liquid, 
it was found that a measurement of the angular positions of minimum 
intensity enabled the core diameter to be calculated. 

List of Principal Symbols 

a,b radius of core and outer radius of 
cladding respectively. 

/1,À0 wavelength of incident radiation in a 
medium, in vacuum 

x = brabto size parameter of cylinder of radius a. 
central ray phase shift = 2x M 

m2,mi,rno refractive indices of core, cladding and 
air respectively. 

M = m2/mi relative index. 
J„ Bessel function of the first kind. 
Hq) Hankel function of the second kind. 
T, angular amplitude function of scattered 

radiation: Case I, E II to fibre axis. 
T2 angular amplitude function of scattered 

radiation: Case II, E 1 to fibre axis. 
angular intensity function of scattered 
radiation: Case I, E li to fibre axis. 

I. angular intensity function of scattered 
radiation: Case H, E 1 to fibre axis. 

1. Introduction 

Recently reported experiments"2 have shown 
that angular scattering measurements provide a very 
accurate means of determining the radius and re-
fractive index of submicron glass and silica fibres. 

This paper considers further the value of making 
light scattering measurements using coherent radiation 

t Standard Telecommunication Laboratories Ltd., Harlow, 
Essex. 
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on single and cladded optical glass fibres with a view 
to estimating their radii and refractive indices. The 
determination of these parameters is particularly 
difficult in the case of optical waveguide fibres, which 
are characterized by a very small core radius and only 
a small difference between the core and cladding 
refractive indices (Fig. 1) 

2. Rigorous Solution of Maxwell's Equations 
for Concentric Cylinders 

The problem of an infinitely-long single circular 
cylinder has been treated by Lord Rayleigh' for the 
case of a plane wave at normal incidence and by Wait' 
for the case of oblique incidence. The solutions in 
these treatments are general for all sizes and refractive 
indices. Van de Hulst5 also deals with scattering by a 
single cylinder. The theory has been extended to cover 
the case of a cylinder and concentric sheath at normal 
incidence' and at oblique incidence.7 

The concentric cylinder problem amounts to solving 
Maxwell's equations with two sets of boundary 
conditions. The method is to separate the vector wave 
equation in curvilinear coordinates which have been 
chosen in such a way that the surface of the cylinder 
coincides with one of the coordinate surfaces. The 
field outside the cylinder can be represented by an 
infinite series of trigonometric functions and Bessel 
functions of integer orders. The series converge slowly 
for large values of x, but this difficulty has been over-
come by using Debye's8 asymptotic representation of 
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Parameters 
Core radius (o) 
Core refractive index (m,) 
Overall radius (b) 
Cladding refractive index (m,) 

Typical values 
2szm 
1.52 

50µm 
I -50 

Fig. 1. Cross-section of dielectric fibre waveguide (not to scale). 

the Bessel functions. Figure 2 shows the configuration 
for the case of a normally incident plane wave 
scattered by a cylinder and concentric sheath. The 
rectangular and cylindrical polar coordinates are 
depicted and the refractive indices mo, ml, m2 apply 
to the regions shown. Any plane polarized incident 
wave can be resolved into the horizontally and per-
pendicularly polarized components shown in the 
diagram. 

The following analysis of the scattering problem is 
based on the treatments given by Van de Hu1st,' 
Lind and Greenberg," and Kerker and Matijevic.6 

The incident plane wave travelling (in vacuum) in 
the x-direction is represented by 

uo = exp [ ( — j)" J„(kr) exp [mno] 
n= — so 

This is the form of the scalar wave in cylindrical 
coordinates. 

For the wave inside the cylinder, the radial com-
ponent is the Bessel function of the first kind J„(m2kr) 
to maintain regularity at r = O. 
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For the scattered wave, we use the Hankel function 
of the second kind H(2)(kr) to obtain the condition 
of finiteness at infinity. 

The field outside the cylinder is due to the super-
position of the incident and scattered waves. 

Case I, (E li to axis): 
OD 

(r > b) u = E F„[.1„(mokr)—b,l; H 2)(mokr)] 
n= — OD 

00 

(b > r > a) u = E F„[B,1, J(mikr)— bni I-1 2)(m ikr)] 

as 

(r < a) u = E F„B,J„(m2kr) 
n= — 

Case II, (E 1 to axis): 
OD 

(r > b) y = E Fnpn(nokr)—anott,2)(mokr)] 
n= — co 

co 

(b > r > a) y = E Fn[Apn(n,kr)—anim,2)(m,kol 
n= — co 

co 

(r < a) y = E FnA„2.1,,(n2kr) 
n= — so 

where 

F„ = (- 1)" exp Une +jcot] 

k = 27r/Â0 

a„ b, A„ and B„ are undetermined coefficients. 

The coefficients are determined by solving the 
equations obtained from the boundary conditions that 
mu, maular, m2y and DylOr are continuous at r = a 
and r = b. The equations and the solutions for the 
coefficients describing the scattered field [en and bn] 
are given by Kerker and Matijevic6 in the form of 
quotients of 4 x 4 determinants involving Bessel and 
Hankel functions. 

The incident plane polarized wave can be 
resolved into two components 

E 

Case 1 Case 

( Parallel polarization ) 

H 

( Perpendicular polcirization ) 

Fig. 2. Coordinates and vectors for scattering of a normally incident plane 
wave by concentric cylinders (after Kerker and Matijevic6). 
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The principal asymptotic form of the Hankel 
function is 

H2(kr) [nkr —2 I exp [—jkr +j(2n+1)7t14] 

for kr > 1 and kr > n. 

Van de Hulst9 shows that the scattered field at 
infinity is given by a function u which has the form 

2 * 
u= — xep 

Enkri 

for kr > 1 and for the incident E vector parallel to the 
cylinder axis (Case I). 

The amplitude function of the scattered wave is 

Tao) = E b,(,) exp [jnO] 
n= — oo 

oo 

= bg + 2 E b.° cos (nO) 
n=1 

Similarly, for the case of E perpendicular to the 
cylinder axis (Case H) 

CO 

T2(0) = a g + 2 E a,? cos (nO) 
n=1 

Only coefficients of positive order are needed because 

b,? = b° „, a„° = a° n 

The Ez component of the electric field vector is pro-
portional to WI'. Therefore, if ./0 is the incident 
intensity, the intensity of light scattered in the direction 
O at a large distance r from the cylinder is 

2 
/, = T,(0)12/0, for Case I 

(nrk)1 

and 

/2 = (nrk-2 T2 (0) °' 121 for Case II 

These forms of the angular intensity distribution 
apply also to a homogeneous single cylinder and to any 
number of concentric cylinders. However, the co-
efficients of the amplitude functions for the scattered 
wave become more difficult to calculate as the number 
of concentric cylinders increases. In the simplest case, 
that of a single cylinder, the coefficients are given by 

in(moc() 
?no- Vine) 

bn° —   
H(m0Œ) 

m()}1,;(nlocc) 

oJn(in oc() 
Jni(mou) 

an° — 
moHn(notx) 
11.'(n oc() 

Jn(n1,2) 

Jn(n la) 
miini(micx) 
miJn(mitrx) 
Jn'(nict)  

iMmioc) 
J.1(mic() 

where a = kb(= ka) and m1 = m2. The primes 
denote derivations with respect to the argument. 
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3. Geometrical Optics Solution for Large 
Cylindersli 

The case of coherent light scattering by an un-
cladded dielectric cylinder in air will be treated. 

Let the glass have refractive index m. The scattered 
light will have cylindrical symmetry. The diffraction 
pattern in the far-field produced by laser illumination 
of the fibre is that due to a slit of width 2b. 

Near the forward direction 4) = 0, the diffracted 
light has an amplitude comparable to that of the 
refracted and reflected light, and the minima have an 
angular spacing of d4) = 421.. 

The refracted and singly reflected light will interfere 
over the range 4) = 0 to 4, = 2 cos 1(1/m) or about 
96° for m = 1.5. 

The path difference between rays 1 and 2 before and 
after passing through the cylinder will now be cal-
culated. (See Fig. 3.) 

Fig. 3. Calculation of path differences. 

Only the case of perpendicular polarization will be 
treated as the results for parallel polarization are 
easily obtainable from these. 

Let this path difference be J. 

Then 

• = 2b sin 0/2+2mb cos /3-26 cos a — 

Eliminating a and /3, we get 

• 2b sin 0/2 + 2b m2— 2m cos 0/2 — 2 

Equating LI = kA, for k = 0, 1 ... will give the 
angular positions of the maxima. 

Primary and secondary rainbows will occur 
between 150° and 180° and from 70° to 100° res-
pectively. These will considerably modify the angular 
fringe spacing calculated above. 
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4. Practical Considerations in Optical Fibre 
Scattering Measurements 

The accurate computation of scattering parameters 
and their variation with small changes in the pro-
perties of the scatterer is a direct way of determining 
the usefulness of scattering measurements in the study 
of optical waveguide fibres. 

An experimental study of a fibre core may involve 
measurements of either the angular scattering pattern 
of the core alone, or the modulation of the overall 
pattern by the component due to the core. If the 
refractive index difference between the core and 
cladding is much less than that between the cladding 
and the surrounding air or vacuum, the light scattered 
by the core is likely to be swamped by the greater 
intensity of scattered light from the cladding especially 
around the forward direction. The core scattering 
could be investigated more directly if the fibre were 
immersed in a liquid with a refractive index matching 
that of the fibre cladding. In practice, this means 
matching the refractive indices to much better than 
1 %. The matching liquid would have to be free from 
any suspension of particles which could cause scatter-
ing and introduce a high level of background noise to 
the fibre scattered signal. 

The scattering problem of a cladded fibre in a 
matching liquid (of large extent and slightly lower 
refractive index) reduces to that of a thin cylinder in an 
infinite medium of refractive index ml. If the wave-
length of the scattered light is 20 in vacuum, the size 
parameter of the cylindrical core is now 

2itam, 
x =   

20 

15 for a = 1 gm and elo = 633 nm. 

The phase parameter p = 2x(M — 1) becomes 

p = 2x1:-.21 - — 1 

4na l 
= 

20 

0.2 for Im2—mi••• 0.01 

The scattering is now due to an object with a 
moderate value of x and a small value of p. 

5. Theoretical Computation 

A computer program has been written for the 
calculation of the angular distribution of intensities 
scattered by a single fibre immersed in an infinite 
medium of refractive index m1. 

The scattered intensities have been calculated for 
the cases of the incident plane waves having parallel 
and perpendicular polarizations, and also their ratio. 
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Particular attention was paid to the evaluation of 
the Bessel functions. The IBM library subroutine 
which uses the backward interpolation formula has 
been adapted. The n orders of the Bessel function of a 
particular argument are generated simultaneously in 
a single array. 

.(a) = J(Œ)— jY„(a) where a = —2n 11  m la 
.10 

and 

2 1 J„, 1(a) 
1441(œ) = --ct —J.(ot) + J„(a) "(4 

are used for calculating 1-1.(a) with Yo(a) from the 
series representation. The accuracy of the Bessel 
functions is a parameter which can be varied. It was 
fixed at 0.001. This was found to be adequate for 
a up to 20. 

Case I: with m 1 = I and m2 around 1-50; a is taken 
from 4.to 20. 

10 - 4 

= 6.950 
t 

10-6 

10-7  
O 20 40 60 

e 

10 4r 

10 7o 

o = 12.908 

20 40 60 

a = 9.929 

10-7  

20 40 60 
qt° 

10-4 
O. =19.858 

o- 6 

.10-7  
0 20 40 60 

Fig. 4. Intensity scattering by a single fibre of refractive index 
1.50 in air for various values of a, for the case of parallel 
polarization of the incident light. The incident beam has unit 

intensity. 

Referring to Fig. 4, it will be seen that, as a increases, 
the angular distribution pattern becomes more 
complex and requires more points for detailed 
characterization. The program, however, can easily 
cope for a up to 20 which corresponds to a fibre 
diameter of about 72. 

Case II: m, = 1-526 and m2 = 1.621; a is taken from 
4 to 15. 

Figure 5 shows a similar tendency to Case I. There 
is a decrease in the level of the scattered energy 
compared to Case I. 
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1o' 
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10-9  Li,.1111•1111iliti 
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10-4 

Fig. 5. Intensity scattering by a cladded fibre immersed in an 
index matching liquid for various values of a, for the case of 
parallel polarization of the incident light. The incident beam 

has unit intensity. 
M2 

M - - 1.06. M2 = 1 -526 
mi 

6. Experimental Procedure and Results 

For single and cladded fibres in air, the angular 
scattering patterns are obtained by direct photo-
graphic recording. (See Fig. 6.) The fibre was 
mounted in the centre of a powder X-ray camera and 
was illuminated perpendicularly by a helium-neon 

Fig. 6. Photographs of the scattering patterns. The fibres are in air. 
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laser of wavelength 0.6328 gm. For a cladded fibre 
a = 7.576 in air the intensity of the light scattered by the core 

is approximately (alb)2 times the intensity of the light 
scattered by the cladding. Hence for b = 25a, the 
scattered intensity ratio is 0.16%. For such a fibre, 
the scattering pattern will give negligible information 
about the core. 

However, the overall diameter may be measured by 
correlating the angular fringe spacing with the overall 
diameter. This was done in the following manner. 

6.1. Angular Separation of the Fringes 

The following is valid if (b1),) » 1. 

For E 1, 

Path difference ¿I 

= 2b sin 0/2+26[1 + m2— 2m cos 0/211— 2-2 

icd = cos 0/2+  mb sin 0/2  
d0 + m2— 2m cos 0/2 

For neighbouring minima or maxima, dd = 

Therefore 

di) = b m sin 0/2 
[cos 012+ 

‘11+ m2 — 2m cos 0/21 

Figure 7 shows a minima at 60° for m = 1.526. The 
shape of the graph is independent of the fibre size for 
large fibres. 

6.2. Experimental Results 

The diameters of the fibres were measured with an 
accurate micrometer. For comparison purposes a 
travelling microscope was used to measure the fringe 
spacing d0 about 4) on the films. An average over 
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2 Or-

4 

o 

À= 0 6328p.rn 

Fibre A 

X-X Fibre C 

40 60 

I)* 
Fig. 7. Angular separation of fringes. 

rn = 1-526 

b - 40p.m 

Theory 

100 

10 fringes was taken to estimate an average value for 
each di). Table 1 shows the results. These are also 
plotted in Fig. 7. 

In practice, considerably more accurate results can 
be obtained by using a photomultiplier on an angular 
scale to detect the fringe positions. Readings were not 
taken for 4) greater than 75° since the secondary 
rainbow caused a different pattern from the one 
derived above. 

In practice the waveguide will be made from glasses 
having refractive indices in the range 1.45 to 1.7. It 
was found using geometrical optics, for this refractive 
index range, that a fibre of given diameter has a 
negligible change in fringe spacing (near 4) = 60°) 
with refractive index variation but the fringes them-
selves (near 4) = 60°) shifted by 0.8° for a 1 % variation 
in refractive index m. Thus for a fibre of given dia-
meter which is made from glasses in this refractive 
index range, the fringe spacing is independent of 
whether the fibre is cladded or single. This ensures 
that the above method is valid for the diameter 

o 

;t 0 6 

À= 0-63284m 

M = 1• 06 

rn 1= 1• 526 

1st minimum 

3rd minimum 

2nd minimum 

0  I 1 1 I I 
10 20 30 40 50 60 

Angular positions of minima 41° 

Fig. 8. Scattering by fibre core. 

measurement te cladded fibres. If now the fringe 
position is measured, the cladding refractive index 
may be determined. 

The coherent light scattering patterns produced by 
fibres with diameters down to 1 pm in air were also 
observed. A pyrex rod was heated and pulled over a 
bunsen flame. The fine fibre was mounted with 
extreme care. The resulting pattern showed its first 
minimum at about 20°. This corresponds to a radius 
of about 1 pm (see Fig. 4 top right). 

For fibres immersed in a liquid medium with 
refractive index near to that of the cladding, the 
scattered light is clearly visible. This light is due to 
scattering by the core. The liquid used was di-bromo 
ethane having n2° = 1.54; this was contained in a 
thin walled glass beaker. The fibre used had a cladding 
of about 1-53 at the D line. By heating the liquid on 
an electrical hot plate, matching was achieved. This 
particular small core fibre showed its first minimum 
at about 22°. This corresponds to a core radius of 
about 0.6 pm (see Fig. 8). For fibres having core 
sizes less than 0.3 pm the scattering pattern was 
dominated by scattering from centres in the liquid. 
Figure 8 indicates a way of determining the core 
diameter by means of index matching. However, the 
relative index M must be known approximately since 

Table 1. Experimental results 

Fibre A 
m = 1.526 

Fibre B 
m = 1.562 

Fibre C 
m = 1.579 

Diameter from micrometer 84± 1 
reading pm 

Experimental 
results 

0° dO x 104 radians 
13 111±3 
15 115±3 
30 93±2 
45 85±2 
60 83±2 
75 84±2 

Diameter from fringe 
spacing at 60 p.m 85.3±13-8 

67±1 

e do x104 radians 
15 127±3 
30 115±3 
45 108±3 
60 103±3 
75 104±3 

69.4±0.6 

109± 1 

0° cleA x 104 radians 

15 88±2 
30 73±2 
45 68±2 
60 64±2 
75 67±2 

111-2±1.5 
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• 

e 

it was found using the wave theory that the fringe 
positions shifted by 1/3° for a 1 % variation in M. 

7. Discussion and Conclusion 

The use of a laser source for scattering experiments 
enabled well-defined angular intensity distribution 
patterns to be easily obtained by photographic 
means and by suitable narrow field of view detectors. 

It has been demonstrated that the application of 
scattering techniques to the measurement of refractive 
indices and radii of single and cladded fibres could 
yield useful results over a wide range of fibre sizes 
provided that experimental techniques were suitably 
arranged. The techniques are particularly useful for 
single fibres from 1 to 100 gm. The method can be 
used as a means of monitoring fibre diameters during 
production. 

For cladded fibres, the technique is expected to 
resolve a core diameter of 0.6 gm in a uniform 
cladding of index difference 1 % from the core. 

The complexity of the results stresses the need for 
careful interpretation of experimental data based on a 
sound theoretical background. 
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STANDARD FREQUENCY TRANSMISSIONS-January 1970 
(Communication from the National Physical Laboratory) 

Relative phase readings 
Deviation from nominal frequency in microseconds 

in parts in 10" N.P.L.-Station Jan. 
Jan. (24-hour mean centred on 0300 UT) 1970 (Readings at 1500 UT ) 1970 

Deviation from nominal frequency 
in parts in 10" 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

GBR MSF Droitwich *GBR MISF GBR 145F Droltwich •GBR tMSF 
16 kHz 60 kHz 200 kHz 16 kHz 60 kHz 16 kHz 60 kHz 200 kHz 16 kHz 60 kHz 

1 - 300.1 0 + 0.1 649 551-6 17 - 300.0 0 ± 0. 655 560S 
2 - 300-1 - 0l 0 650 552-6 18 - 299.9 0 I + 0. 654 561 S 
3 - 300-0 - 0-2 0 650 554.4 19 - 300.2 0 ± 0- 656 56IS 
4 - 299.9 - 01 0 649 555.4 20 300.1 o 1 + 0. 657 562-4 
5 - 300- I - 0.1 0 650 556.2 21 - 299.9 0 + 0. 656 562-8 
6 - 300.2 - 0-1 0 652 557.0 n - 300.0 o ± 0. 656 5628 
7 - 300.2 0 + 0.1 654 557.0 23 - 300.0 0 ± 0. 656 562.6 
8 - 300.0 0 + 0.1 654 557-0 24 - 299.8 0 0 654 5624 
9 - 300.1 0 0 655 556.6 25 - 299.9 0 ± 0- 653 562.7 
10 - 300.1 - 0-1 0 656 557.4 26 - 300.0 0 I + 0. 653 563.7 
II - 300.0 - 0-1 0 656 558.2 27 - 299.9 o + 02 652 5638 
12 - 300-2 - 0.1 0 651 5691 28 - 299.9 - 0 I ± 01 651 565.2 
13 - 300 • I 0 0 652 568.8 29 - 300.0 + 01 651 - 
14 - 300.1 - 0.1 0 653 560.2 30 - 300.0 o ± 0.1 651 5648 
15 - 300•I - 0•I 0 654 560.8 31 - 299.8 0 + 01 649 565.0 
16 - 300-1 0 0 655 560.8 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to I part in 10". 

Note: The frequency offset of GBR for 1970 is - 300 x 10 - 1° 

• Relative to UTC Scale; (UTCNpL - Station) = + 500 at 1500 UT 31st December 1968. 

?Relative to AT Scale; (ATr.ipi, - Station) = + 468.6 at 1500 UT 31st December 1968. 
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LETTERS 

Weighing Vehicles in Motion 

I have just been reading Mr. Ferguson's paper in the 
August issue of The Radio and Electronic Engineer.t It was 
only after seeing his Fig. 8 that I realized something which I 
should have thought of before, namely that weighing in a 
limited time involves simply the problem of integrating over 
a fixed period a constant signal accompanied by unknown 
alternating signals or 'noise'. For every operation in the 
time domain there is a corresponding operation in the 
frequency domain, so that observing the signal for a sharply 
bounded time corresponds to passing the signal through a 
(frequency) filter of sin x/x form.$ The frequency 'side-
lobes' corresponding to an abrupt cut in time cause the 
result to include significant contributions from components 
with periods shorter than the integration time. The design 
of window functions to minimize this has been discussed 
by Blackman and Tukey§ and in particular the Hamming 
window 4(1-08 + 0.92 cos irr/27) is very similar to Mr. 
Ferguson's weighting function. 

The only constructive point arising from this treatment is 
to note that all this work assumes that the amplitude of the 
interfering components remains constant during the period 
of observation. If the damping is appreciable, even better 
results ought to be obtainable by using a correspondingly 
adjusted weighting function which would be asymmetric in 
favour of the later part of the period of integration. 

D. A. BELL 
Department of Electronic Engineering, 
The University, Hull. 8th December 1969. 

With regard to Professor Bell's letter the main point 
appears to be the proposal that an asymmetric 'weighting' 
function should be applied. There is in practice very slight 
damping during the weighing period and the amount of 
damping varies with the type and condition of the vehicle 
being weighed. No specific degree of asymmetry would be 
ideal nor is presetting prior to each weighing a practicable 
proposition. To justify the additional cost of introducing 
asymmetry, some real advantage would be required. 

In my paper, I made the point that greater attenuation 
could be obtained with more complex 'weighting' functions. 
As the complexity of the function increases so does the 
complexity of the electronic circuitry required to reproduce 
it. Another factor of equal importance is the need for a 
closer approximation to the theoretical curve in order to 
achieve higher performance standards. In practice a 
compromise is reached between accuracy of reproduction 
and complexity of function, the selection of which requires 
considerable skill and experience. 

A. C. FERGUSON 
W. & T. Avery Limited, 
Development Unit, 
Tame Bridge, 
Walsall, Staffordshire. 16th January 1970. 

Advertisements in the Journal 

In this world of pecuniary embarrassment, it was with 
some trepidation that I read in the Annual Report of the 
Institution's desire for increased advertising revenue. I do, 
of course, appreciate the financial advantage accruing from 
advertising, but I would like to make a plea: please don't 
encourage this aspect of the Journal! So many technical 
publications are cluttered with a mass of advertising 
jargon, that it is pleasing to open a copy of the Journal and 
thumb through this quality dissemination of knowledge, 
unhindered by the usual exhortations to buy. If advertising 
revenue is a necessity, would it not be possible to confine 
this activity to the Proceedings, especially as it is now to be 
published monthly? Personally, I would be extremely 
happy if this is a practical proposition and I feel that such 
a move would only serve to enhance the quality and reputa-
tion of the Journal. Do any other readers hold similar 
views ? 

IAN E. SHEPHERD 
3 Aylwin Close, 
Basingstoke, Hants. 8th October 1969. 

[We have much sympathy with Mr. Shepherd. The fact is 
that the proportion of members' subscriptions which can be 
allocated towards the cost of producing the Journal is not 
sufficient without the assistance of revenue from advertise-
ments. It will have been noted that subscriptions to the 
Journal payable by non-members (libraries, etc.) have had 
to be increased with effect from January 1970 (see The 
Radio and Electronic Engineer for November 1969, page 
250). 

The proposal that advertisments should be confined to 
the Proceedings of the LE.R.E. is at first sight a reasonable 
one: the Proceedings is published for members in Great 
Britain only and separate, similar publications are produced 
in India and Canada for members in those countries. There 
are however important reasons for placing advertisements in 
the Journal. Regrettably British electronics companies in 
general are reluctant to advertise their products in overseas 
publications and hence would be unlikely to support the 
Institution to the same extent even if advertisements 
appeared in all three Proceedings. It is the Institution's view 
that British products should be advertised abroad and The 
Radio and Electronic Engineer is therefore the medium 
through which this can be done most effectively because of 
its wide circulation. 

However, the writer may be assured that advertisements 
which appear in the Journal are selective in that the 
Institution reserves the right to decline any inappropriate 
announcement. In any case advertisements are kept com-
pletely separate from the technical contents of the Journal 
and the proportion of technical contents to advertisements 
is well above the level customary in commercial journals.— 
EDITOR.] 

t Ferguson, A. C., 'Weighing vehicles in motion', The Radio and Electronic Engineer, 38, No. 2, pp. 109-119, August 1969. 
t Bennett, R. R. and Fulton, A. S., 'The generation and measurement of random noise', J. Appl. Phys., 22, p. 1187, 1951. 
§ Blackman, R. B. and Tukey, J. W., 'The Measurement of Power Spectra' (Dover, New York, 1959). 

112 The Radio and Electronic Engineer, Vol. 39. No. 2 



UDC 681.12 : 681.38 

Automatic, On-line Calibration of Flowmeters 

By 

P. RIDLEY, 

P.Eng., C.Eng., M.I.E.R.E.t 

This paper describes a method of calibrating digital output flowmeters 
of the turbine meter type whilst the meters are in use. No interruption of 
the metering process is involved during calibration. In the specific applica-
tion for which the system was designed, the volumes of batches of refined 
petroleum products 'shipped' in an oil pipeline are metered to an accuracy 
of 0-05 %. Meter calibration cycles are initiated automatically when pro-
duct types or flow rates change. 

1. Introduction 

The flow of liquids and gases is frequently measured 
using turbine flowmeters which can be cheap, robust 
and reliable. (Fig. 1.) Although the accuracy of this 
type of meter is typically 0-25% of the nominal value 
of output pulses per volume through the meter, 
repeatability is often as high as 0-01 %. It is possible, 
therefore, to measure flow very accurately once the 
meter calibration factor has been determined. 

SIGNAL PICKOFF COIL- OUTPUT 
FREQUENCY PROPORTIONAL TO FLOW 

Nn 

INLET FLOW CONDITIONER 
AND ROTOR SUPPORT 

TO DIGITAL 
RECEIVER 

OUTLET 
ROTOR 
SUPPORT 

TURBINE ROTOR-VELOCITY OF 
ROTATION IS PROPORTIONAL 

TO FLOWRATE 

Fig. 1. Basic operation of turbine flowmeter. 

One method of accurate measurement is to calibrate 
the flowmeter off-line and supply calibration curves 
as shown in Fig. 2. However, accurate metering to 
better than 0-1 % becomes a complicated task. 

An improved method is to calibrate on-line by 
passing a known volume (V) of product through the 
flowmeter and counting the number of pulses (P) 
generated. The ratio PIV is the calibration factor (F) 
in pulses per unit volume. This can be applied to the 
total meter pulse count (Px) to give the total volume 
(V„) through the meter, i.e. 

t Formerly Serck Controls Limited, Leamington, Warwick-
shire; now with Northern Electric Co. Ltd., Research and 
Development Laboratories, Ottawa, Ontario, Canada. 
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This technique has been used, with all computations 
carried out off-line. 

A further improvement is to carry out the flow 
correction (i.e. the determination of volume through-
put V„) automatically on-line once the calibration 
factor has been computed off-line. Systems of this 
type are frequently used. 

The system described here permits fully automatic 
on-line calibration and flow correction. Any sig-
nificant change in parameters that are known to affect 
calibration (e.g. flow rate, viscosity) automatically 
initiate a meter calibration cycle. 

2. General System (See Figs. 3 and 4) 

2.1 Prover Volume 

In order to determine the known volume of the 
product, V, a section of the pipeline, the prover loop, 
has two detectors fitted some distance apart, the 
volume between them being known accurately. 

When calibration of a meter is to be carried out, a 
polyurethane sphere is injected into the prover loop 
and is pushed along by the product. As the sphere 
passes the first (START) detector, counting of meter 
pulses is initiated, continuing until the sphere passes 
the second (sroP) detector. 

The meter factor is computed from F = PIV. 
However, V, the volume of the prover and hence the 
volume of product between START and STOP detectors, 
varys with pipe temperature because of cubical 
expansion. 

Let the volume of the prover loop be VT, at 60°F 
(15-5°C) then 

V = Vr,[1 +(t — 60)Em] 

where t is the prover temperature in deg F and Em 
is the cubical expansion factor for the pipe. 

Therefore 

F= 
V p[l + (t — 60)E u] (1) 
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Fig. 3. Typical meter and prover installation. 

2.2 Meter Serviceability 

Before computing a meter factor, checks are carried 
out on the accuracy and repeatability of the meter. 
This necessitates two cycles of the sphere in the prover, 
the pulse count corresponding to the first cycle being 
checked to be within 10% of the nominal figure. The 
second pulse count is then checked to be within 0.01 % 
of the first. 

Fig. 2. (left) Presentation of calibration data and development 
of the calibration curve. 

Turbine meter calibration data can be presented in two ways. 
A plot of frequency versus volumetric flow rate can be used as 
shown in (a), the ideal being a straight line through zero. Note 
that as the viscosity increases, the frequency output at a given 
flow rate decreases as a result of the viscous drag. 

To achieve the degree of readability compatible with the 
inherent accuracy of the turbine flowmeter, a more practical 
method of showing the data is to plot the slope of the curve 
in (a) against frequency. This plot is a curve of frequency 
divided by flow rate versus frequency or, by eliminating the 
time factor, cycles per gallon versus frequency. The parameter 
cycles per gallon, the vertical axis of the curve in (b), is termed 
the 'flow coefficient' or K. The ideal plot of K versus frequency 
is a straight horizontal line. 

The sample data shown by the solid line in (b) deviate from 
the ideal by no greater than 0.5% of rate down to the minimum 
frequency that determines the limit of the linear range of the 
meter. At any point above this minimum linear frequency, K 
can be applied to any frequency measurement. The linear 
range of K depends on fluid viscosity, as exhibited for one meter 
design by the dashed curve shown in (b). 
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METER 
1 

METER ir 
2 

PULSE 
SUM MATOR 

PROVER 
DETECTORS 

START STOP 

f 
METER PULSE 
COUNTER COMPUTER 

FLOW 1 PULSE/UNIT NATURAL 
CORRECTION 
UNITS 

Fig. 4. System block diagram. 

Failure of either check starts off another accuracy 
check, three successive failures causing a PROVER FAIL 
alarm to be given. 

On completion of satisfactory prover cycles, a new 
meter factor is computed. 

2.3 Flow Measurement 

The computed meter factor is applied to the meter 
output to give the natural volume of product passing 
the meter. However, this is the volume at product 
temperature t, whereas, for inventory purposes, the 
volume at 60°F is required. 

The relationship between V, and V60 is 

V60 = Vg [ 1 + (60— t)E]  (2) 

where E is a correction factor for the particular 
product being shipped. 

For a volume of product at temperature t, V„ let the 
number of meter pulses be P, then 

P = F (3) 

For the equivalent volume of 60°F, V60 

P = V60 X F 60 

From (3) and (4) 

xF = 1760 F60 

or 

From (2) 

Vt 
F60 = — X F 

r60 

1  

V60 — 1 + (60 - 1)E 

Fig. 5. Meter pulse counter. 
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METER 
SUMMATOR 
OUTPUT 

(4) 

(5) 

START 
STOP 
CONTROL 

CORRECTED 
TO 60°F 

Substituting in (5) 

F60 1 + 00_ tg 

Having computed F, it is then possible to determine 
the meter factor for corrected volume of product. 

The corrected factor F60 is 
applied to the meter output to 
measure corrected flow. 

Since the corrected factor is 
dependent upon temperature, 
frequent checks are made on 

the product temperature and a new factor computed if 
a change of 0-2 deg F or more occurs. 

2.4 Flow Rate 

Meter pulses are counted over a 10-second interval 
and flow rate computed from: 

volume 
flow rate = 

hour 

pulses volume x 10 seconds 

10 seconds pulses hour 

pulses 1 
x x 360 

10 seconds F 

360  pulses  

F 10 seconds 

Because the meter calibration may vary with flow rate, 
a 10% change in flow rate initiates a new prover cycle. 

3. Design Details 

3.1 Meter Pulse Summator 

Normally only one meter is in use except when 
changing from one to the other. However, since it is 
possible to have both in line together, meter outputs 
are fed into a summator which converts the two 
asynchronous outputs into a train of timed pulses. 

3.2 Meter Pulse Counter (Fig. 5) 

Pulses are counted either over the prover volume for 
meter factor computation or over 10 seconds for flow 
rate. 

The counter comprises five decade counters, each 
of which is a four-bit binary counter arranged to reset 
every ten counts. 

UNITS 

DECADE 
COUNTER 

141; 8 4 2 I 

TENS HUNDREDS THOUSANDS TEN THOUSANDS 

DECADE DECADE DECADE DECADE 
COUNTER COUNTER COUNTER ICOUNTER 

8421 Hkf 84.  

V 
TO COMPUTER 

1 1 5 
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ONE UNIT RESET 

TENTH UNIT RESET 

METER SUMMATOR 
OUTPUT 

RESET LINE 

UNITS TENS HUNDREDS THOUSANDS 

DECADE 
COUNTER 

METER FACTOR  

f 
DECADE 
COUNTER 

DECADE DECADE 
COUNTER COUNTER 

COMPARATOR COMPARATOR COMPARATOR COMPARATOR 

METER P ACTOR FRACTION 

COMPARATOR 

TENTH UNIT 

Fig. 6. Flow correction unit 

If no meter calibration cycle is in process, meter 
pulses are counted for a flow-rate computation. When 
the computer has read in the pulse count, the counter 
is reset and counts pulses again for another flow-rate 
computation. During meter calibration cycles, flow 
rate computation is inhibited and the counter con-
trolled by the prover START and STOP detectors. 
Following a prover stop signal, either a meter accuracy 
or repeatability check is demanded. 

3.3 Flow Correction ( Fig. 6) 

Flow correction is applied to the meter by counting 
meter summator pulses in a four-decade counter until 
the count is equal to the computed meter factor, when 
the counter is reset and a one-unit volume pulse 
generated. 

Because of the accuracy required, the meter factor 
is computed to one decimal place, the fractional part 
being applied every ten units. For example, let the 
meter factor be abcd.e pulses per unit of product. 
Every abed pulses, a one unit pulse is generated, but 
every tenth unit an extra 'e' pulses are counted. The 
total pulse count for ten units is 9 x abcd+(abcd+ e) = 
10 abcd+e = 10 (abcd.e) pulses as required. 

3.4 Computer 
The equipment could be used with almost any 

general purpose, on-line, time-sharing computer 
providing a suitable interface is available. 

Where the computer is only required for meter 
calibration it would be uneconomical to use a general-
purpose machine; therefore, a special purpose 
computer has been designed and is described in the 
A ppendix. 
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ONE UNIT 
RESET 

TENTH UNIT 
RESET 

4. Conclusion 

The calibration of turbine-type flowmeters can be 
carried out quickly and easily without any interruption 
of the metering process. 

Calibration factors are applied automatically to the 
meter outputs to give immediate indication of meter 
throughput without tedious manual calculations. 
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6. Appendix: Special Purpose Computer 

6.1 Central Processor 
Since much of the information used in the computa-

tion is available in binary coded decimal (b.c.d.) and 
decimal display of meter factor and flow rate is 
required, a b.c.d. arithmetic unit was decided upon. 

As no great speed is required, a single cycle of the 
sphere in the prover taking at least 2+ minutes, series— 
parallel arithmetic was chosen, each bit of a b.c.d. 
digit being operated on in parallel, with the b.c.d. 
digits processed serially. 

Addition, subtraction, multiplication and division 
are required, therefore the arithmetic unit comprises 
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a full, single digit b.c.d. adder—subtractor capable of 
operating on two inputs a and b and a carry bit 
from a previous arithmetic operation. Replacement of 
results is into the source of a or b. 

All the arithmetic operations add, subtract, multiply 
and divide on full length numbers can be reduced to 
the basic operations add, subtract or shift on single 
digits of the numbers in a particular sequence, the 
shift function being the addition of zero to the digit 
being shifted, with replacement in a lower or higher 
digit position. 

6.2 Basic Orders 

The basic functions of the arithmetic unit are: 
• FO—Add a to b 

FI— Subtract b from a 

The add function becomes a transfer when a or b are 
made '0'. 

F2—Transfer a—(b inhibited) 
—Transfer b—(a inhibited) 

These orders are carried out on single b.c.d. digits. 

6.3 Long Orders 

These are combinations of basic orders carried out 
in particular sequence to perform arithmetic on two 
multi-digit numbers A and B, where A and B have 
5 digits each 214,4 3 21 2 A, A o and B4B3 B 2 B i B0. 

6.3.1. Add A and B 

The sequence of events is: 

In interval PO—Add Ao to Bo 
Pl— „ A, „ B, and any 
P2— „ A2 „ B2 ee ee 

P3— ,, A3 ,, B 3 ,, „ 

P4-- „ A4 „ B4 ef 

ee 

9 

ff 

carry from PO 
„ P1 
„ P2 
,, P3 

6.3.2 Subtract B from A 

In interval PO—Sub. Bo from A0 
Pl— „ B1 and any carry from PO „ A, 
P2— „ B 2 „ ff ef PI „ A2 

ee P3— „ B 3 „ „ „ „ P2 ee A 3 

P4— ,, B4 " " P3 " A 4 

ff ff 

6.3.3 Transfer A to B 

in interval PO—Add  A0 to 0 Replace in Bo 
ee Pl— „ A1 „ 0 

P2— „ A 2 „ 0 

P3— „ A 3 „ 

P4— „ A4 „ 

„ B, 
„ B2 

,, B3 

„ B4 

6.3.4 Transfer B to A 

In interval PO—Add  O to Bo Replace in Ao 
„ Pl— „ O „ B1 „ „ A, ff 

February 1970 

In interval P2—Add O to B2 Replace in A2 

P3— e, ee B3 ff 

P4— „ 0 „ „ 
,y A3 

ff A4 

6.3.5 Multiply A x B. Result in accumulator 

This expands to (A4A3A2A, Ao)x (B4 B3 B2 Bi B0) 
which can be written 

A4A3A2A,A0x(B0)+ PPO 
A4A3A2A,A0 x(B1)+ PP1 

A4A3A2A,A0 x(B2)+ PP2 
A4A3A2A,A0 x (B3) + PP3 

A4A3A2A,A0 x (B4)+ PP4 

C 9C 8C 7C6 C5 C4 C3 C2 CI Co 

Each partial product PP is obtained by adding the 
multiplicand into an accumulator B times, the product 
being built up as each partial product is accumulated. 
The sequence of events then is: 

In cycle 0 (CYO) form the partial product PPO by 
adding A to the accumulator (C) Bo times. This is a 
sequence as in 6.3.1 for the addition of A to B where B 
becomes the accumulator C, therefore in 

CYO PO—Add Ao to Co 
Pl— „ A, „ C, and any 
P2— ,, A2 

P3— „ A 3 

P4— „ A4 

P5— „ 

C2 9, 

,, C3 

„ C4 

C5 

ff 

ff 

fe 

ee 

ff 

ff 

carry from PO 
P1 
P2 
P3 
P4 

fe ff 

ef 

ef 

fe 

ee 

ef 

fe 

A check is then carried out by subtracting ' 1' from Bo 
and testing the result for '0'. If it is not '0', a further 
full addition of A into the accumulator is carried out 
and ' 1' is subtracted from Bo again. The sequence is 
repeated until Bo is reduced to '0' when the 
accumulator will hold PPO and the next partial 
product can be started in CY1. 

CY1 PO—Add .10 to C1 
Pl— „ A, „ C2 and any carry from PO 
P2— „ A2 ,, C3 

P3— „ A3 ee C4 

P4— „ A4 „ C5 

P5— „ C6 

>9 

fe 

„ P1 
„ P2 
„ P3 
„ P4 

'1' is then subtracted from B, and B, tested as before 
to determine whether or not further additions are 
required. When B, has been reduced to '0' the 
accumulator holds PPO+ PP1 and the next partial 
product is started in CY2. 

These sequences are repeated for CY2, CY3 and 
CY4, at the end of which the accumulator holds the 
full double-length product. 

6.3.6 Divide CIA. Result in B 

Division is achieved by using a non-restoring 
algorithm in which the divisor is first subtracted from 
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the dividend until the difference is negative, the number 
of subtractions being stored until a negative result is 
found, when the divisor is shifted to the right and 
added to the previously-found negative result a num-
ber of times until the result is positive. The number of 
additions is subtracted from the first number of sub-
tractions until the positive result is found, when the 
divisor is shifted to the right and subtracted from the 
previous positive result. This is repeated five times. 

As an example evaluate 5194 ± 2776. 

2 x 2776 Subtracted 

Interval Instruction 

PO Add/Sub Ao and B. 
PI 
P2 
P3 
P4 
P5 
P6 
P7 

AI ee 
ee ee A2 ee B (x+ 2 ) 

A3 ee B (x+ 3) 
„ A4 „ B(x+4) 

A5 ee B(s+ 5) 

)9 1 e) Bw 
„ 1 „ B(Y4. I) 

+—+-
22 8 9 = 2.080-0.209 = 1.871 

2776)5 1 9 4 — 
5 5 5 2 

Result — ve carry 1 9 6 4 2 0+ 
0.2 x 2776 Added 5 5 5 2 

Result + ve 
0.08 x 2776 Subtracted 

Result — ve 
0.009 x 2776 Added 

carry 1 1 9 7 2 0 — 
2 2 2 0 8 

carry 1 9 7 5 1 2 0+ 
2 4 9 8 4 

There are therefore five cycles during which the num-
ber in A is subtracted from or added to that in the 
accumulator a number of times until a carry is 
generated. The number of additions or subtractions is 
subtracted or added to the result. 

The sequence of events is therefore: 

CYO PO—Subtract Ao from C4 
Pl— „ A1 and any carry from PO „ C5 
P2— „ A2 „ „ „ „ P1 „ C6 
P3— „ A3 ee ee ee P2 9, C7 

P4— „ 244 ee ee ee „ P3 ee Cs 
Add 1 to B4. Repeat until a carry occurs in P4. 

CY1 PO—Add Ao to C3 
Pl— „ A1 „ C4 and any carry from PO 
P2— „ A2 ,, c' 5 ,, „ P1 

ee „ P2 
„ P3 

Subtract 1 from B3. Repeat until a carry occurs in P4. 

These cycles are repeated up to CY4, at the end of 
which register B holds the required quotient. 

6.4 Master Sequence 

Inspection of the sequences of basic orders used for 
the various long orders indicates that all long orders 
can be based on a master set of sequences as follows: 
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0 0 0 1 0 4 

P8 „ 
P9 „ 
PI 0 „ 

ee 

ee 

„ 1 

Adoption of the master set of sequences permits the 
use of a relatively simple basic timing arrangement to 
control all the orders in the computer. 

6.4.1 Single cycle orders 

For ADD, SUBTRACT and TRANSFER long orders, only 
intervals PO to P4 are used, P5 to PIO being jumped 
and x is '0'. There is only one cycle PO to P4 for each 
order. 

6.4.2 Multiplication 

In MULTIPLICATION, to produce PPO, intervals PO to 
P5 are used, addition taking place between A and the 
accumulator, therefore B in the master sequence list is 
made to be the accumulator address. 

Having added A into the accumulator, Bo is re-
duced by 1 in P6 and a check made for Bo being zero. 

Intervals P7 to P10 are jumped and x and y are zero. 

When PP1 is being produced intervals PO to P5 are 
again used as for PPO. In P7, B1 is reduced by 1. 
Intervals P6 and P8 to PIO are jumped, x is 1 and y is 
zero. The remaining partial products are formed in the 
same way, with x being increased for each PP. 
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6 4 3 Division 

For DIVISION, in CYO PO to P4, subtraction of A 
from the accumulator is carried out, followed in P10 
by the addition of 1 to B4. The subtraction is repeated 
until the result goes negative, with 1 added to B 4 each 
time. Intervals PO to P4 are used, P5 to P9 jumped, 
P10 used and x and y are zero. 

In CY1 PO to P4, A is added to the accumulator, 
with 1 subtracted from B3 in P9, any carry resulting 
from the subtraction being taken from B4 in P10. 

The Author 

Intervals PO to P4 are used, P5 to P8 jumped, P9 
and P10 used and x and y are zero. 

These alternating sequences of subtraction and 
addition are repeated in CY2 to CY4. 
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LECO'70—London Engineering Congress, 1970 

The most comprehensive engineering congress ever 
held in Great Britain, if not in the world, opens at the 
Royal Festival Hall, London, on 4th May 1970. The 
theme of the Congress is "The Challenges facing the 
Engineering Profession in its Services to the Com-
munity". Speakers have been invited from industry, 
public corporations, municipal authorities, government 
departments, the universities and other education 
authorities, research organizations and the trade unions. 

LECO'70 is being organized by the Council of 
Engineering Institutions, which has co-ordinated the 
resources of its 14 chartered engineering institution 
members—representing over 250,000 professional 
engineers—planning the Congress. The scale of the 
Congress is such as to attract world wide attention and 
a substantial attendance from overseas is expected. 
Already over 2,000 requests for registration forms, 
including more than 350 from 41 countries have been 
received. 

The Opening Address will be given by the Minister 
of Technology on Monday, May 4th. H.R.H. The 
Duke of Edinburgh, President of C.E.I., will close the 
congress on May 7th and will present the first Mac-
Robert Award medals at this time. 

The Congress opens at the Royal Festival Hall, 
London, on 4th May 1970 with an afternoon Regis-
tration of Delegates, followed by the Opening Address, 
and an evening Conversazione and buffet supper. On 
each of the three subsequent days the mornings will be 
devoted to Plenary Sessions for all delegates. The 
afternoon sessions will be more detailed and divided 
into eight groups covering individual engineering topics. 

Plenary Session subjects are: 
Innovation and Industrial Growth and their Conse-

quences in Human Terms. 
Speakers: Lord Nelson, Chairman, G. E. and E. E. 

Companies Ltd., P. G. Masefield, Chairman, British 
Airports Authority; Dr. F. E. Jones, Managing 
Director Mullard Ltd.; and I. Maddock, Controller 
Industrial Technology, Ministry of Technology. 

New Engineering Materials and Design. 
Speakers: Prof. J. E. Gordon, Professor of Materials 

Technology, University of Reading and Dr. H. M. 
Finniston, Deputy Chairman, British Steel Corpora-
tion. 

Conservation and Development of Resources. 
Speakers: N. A. F. Rowntree, Director, Water 

Resources Board and Dr. A. Parker, Chemical 
Engineering Consultant. 

International Co-operation (including work in de-
veloping countries metrication, standards and quality 
assurance). 

Speakers: Sir Frederick Warner, Messrs. Cremer 
and Warner, and G. B. R. Feilden, Deputy Director, 
B.S.I. 
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Education of the Engineer and Engineering Manpower 
Deployment. 

Speakers: Sir Arnold Lindley, Chairman, E.I.T.B., 
and Sir Derman Christopherson, Vice-Chancellor, 
University of Durham. 

A total of 28 Group Sessions covers the whole 
engineering spectrum from microelectronics to ship 
design, from instruments to hovercraft, from motor-
ways to computers, from petro-chemicals to exploiting 
the sea bed in search of minerals. 

The seven papers to be presented in the Group 1 
Sessions have been arranged jointly by the I.E.R.E. 
and the I.E.E. Details of these papers will be given 
in the March issue of the Journal. 

The two final Group Sessions are of interest to all 
engineers and these will be held as parallel Combined 
Sessions for general attendance by delegates on 
Thursday afternoon, May 7th. 

The first of these Sessions is on Education and 
Training and the papers are: 

'Education and deployment: a survey of 10 years' 
output of engineers and applied scientists' by 

Prof. A. S. Roberts, University of Leeds. 

'Education of engineers for managing innovation' by 
Prof. B. Downs, Loughborough University. 

The two papers to be presented in the Combined 
Group Session on Quality Assurance Standards and 
Metrication are: 

'Some responsibilities of government for standardiza-
tion and quality assurance' by 
A. H. A. Wynn, Head of Standards Division, 

Ministry of Technology. 
'Standards and metrication' by 
T. A. L. Paton, Sir Alexander Gibb and Partners. 

Throughout the Congress the accent will not only 
be on current developments in various engineering 
disciplines but also their impact on society, on the 
new challenges facing the engineer and his own 
changing role in society, and how the growing inter-
dependence of different engineering disciplines may 
best be developed to the National advantage. 

The Chairman of the Organizing Committee of 
LECO'70 is Sir Eric Mensforth, C.B.E., M.A., D.Eng., 
C.Eng., the recently elected Chairman of C.E.I. for 
1970. The I.E.R.E. representative on the Papers 
Committee is Dr. G. L. Hamburger, C.Eng., a member 
and past chairman of the Institution's Programme and 
Papers Committee. 

Intending delegates may obtain a preliminary pro-
gramme booklet, which includes a registration form, 
from LECO'70 Congress Office, c lo Institution of 
Production Engineers, 10 Chesterfield Street, London, 
W1X 8DE. 
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