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Manpower in the Electronics Industry 

JUST over three years ago the Economic Development Committee for the Electronics Industry decided to set up a Working Group on Scientific and Technological Manpower. The main objective of the Working 
Group, which was under the chairmanship of Professor G. D. Sims (Fellow), Deputy Vice-Chancellor and 
Head of the Department of Electronics, University of Southampton, and included among its members Mr. 
G. D. Clifford, Director of the I.E.R.E., was to study the education, training and retraining of qualified 
scientists and engineers. (The abbreviation 'QSE' appears even in the terms of reference and is freely used 
throughout the report.) The Preliminary Report just issued by the Working Group confines its attention 
mainly to the electronics industry per se, and does not include consideration of the employment of electronics 
QSE in government organizations or in other industries. 

One of the more unexpected conclusions is that the present numbers of QSE are just keeping pace with 
the steady growth of 10% per annum in demand by the industry. Nevertheless a further increase in 
overall numbers is suggested. The report suggests an increase in the proportion of engineers to scientists, at 
present about 2 : 1, and believes that this can be achieved both by 'conversion' at post-graduate stage and by 
encouraging a greater input to engineering courses from the schools. 

The Working Group commented on two areas in which there were shortages of graduates. The first is that 
of production engineers qualified to work in the electronics industry. Universities and Polytechnics are urged 
to develop combined production engineering/electronics courses as a matter of priority. The second shortage 
is that of applied mathematicians able to work in the development of software and even more urgently in 
advanced theory which calls for greater mathematical ability than most specialist engineers possess. University 
mathematics departments can help here by developing their work in these directions in collaboration with 
their electronic engineering colleagues. 

By far the most striking observation in the report concerns a group other than QSE, namely technicians. 
The ratio of technicians to QSE in the electronics industry is falling while in manufacturing industry as a 
whole it is rising. Unfilled vacancies for technicians in electronics are increasing whereas vacancies are de-
creasing for industry overall. The forecasts of growth of numbers of technicians over a four-year period by 
all sectors of the electronics industry have been consistently underestimated. These statistics, culled from 
independent sources, lead to the conclusion that not nearly enough school leavers embark on a career in 
technician engineering: improved awareness of the opportunities and educational routes must be given to 
schools. Wider knowledge of educational facilities is necessary both in industry and among potential students. 
The initiative taken by the I.E.R.E. in producing a comprehensive guide to courses is commended and 
advocated as a pattern for a single, well-publicized source, in a form suitable for frequent up-dating. 

The Working Group finds that the joint university—industry 'Bosworth-type' courses in applied technology 
are not receiving the general support of industry despite the fact that the industry has been closely associated 
with the initiation of these courses. However, the Working Group's suggestion that industrial sponsorship 
of students be dropped as a requirement is controversial; it might be more satisfactory to bring recruitment 
officers more closely into contact with their colleagues concerned with the courses. 

The impression gained from reading the report is that communication between the many separate bodies 
at present studying different aspects of the manpower problem must be made far more effective. The proposal 
to improve industry/university relations by regular conferences of both parties on a wide basis and with full 
and frank discussion seems realistic. This Institution would certainly welcome an invitation to sponsor and 
organize such conferences. 

EMRYS WILLIAMS 
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NOTICES 

The Physics Exhibition, 1971 
The 1971 Physics Exhibition will be held in The Great Hall 

of Alexandra Palace, Wood Green, London, N.22. It will be 
open at the following times and admission, except for those 
holding tickets, will cost 25p. 

Monday, 19th April 10.30 a.m.-6 p.m. 
Tuesday, 20th April 10 a.m.-6 p.m. 
Wednesday, 21st April 10 a.m.-7.30 p.m. 
Thursday, 22nd April 10 a.m.-5 p.m. 

Requests for season tickets should be sent to The Exhibitions 
Officer of The Institute of Physics, 47 Belgrave Square, 
London, S.W.1, enclosing a stamped addressed envelope, to 
take the tickets, which measure 31 in by 4¡- in. (Written 
requests enclosing such an envelope are likely to be dealt with 
more expeditiously than telephone requests.) 

Italy has accepted an invitation to stage a large national 
contribution at this year's Exhibition. Italian Universities, 
Government Laboratories and Industrial Organizations will 
be represented in a collection of instruments and apparatus 
organized by FAST. the Federation of Scientific and Technical 
Associations of Italy, in collaboration with several other 
bodies (the Italian Physical Society, Lombard Physical Society, 
National Research Council and the National Committee for 
Nuclear Research). In addition to the modern instruments 
and apparatus on display, the Italian stand will incorporate as 
a special feature a historical/cultural section, illustrating the 
life and scientific work of a number of important Italian 
figures in the history of physics. 

The Council has made a number of important changes in 
the regulations this year, including the introduction of a 
special 'B' Category of Exhibits which are good quality 
standard production items, as distinct from the novelties and 
innovations which normally compose the bulk of the 
Exhibition. The number of invitations issued to overseas 
concerns has also been increased, so that there will be 
exhibitors from France, Hungary and Israel, in addition to the 
special Italian stand. 

During the Exhibition several meetings and lectures will be 
held in the Alexandra Room as follows: 

Monday, 19th April 3.30 p.m. 
'The Impact of Electronics on the Medical Field' 
by Professor Vito Svelto (University of Pavia) 

Tuesday, 20th April 3.30 p.m. 
'Science Teaching at the Open University' 
by Professor M. J. Pentz (Dean and Director 
of Studies in Science, The Open University) 

Wednesday, 21st April 2.30-7.00 p.m. 

'The Teaching of Electronics' 
(Joint meeting of the Education and Electronics 
Groups of the Institute of Physics) 

'Electronics Teaching in Schools' 
by G. Foxcroft (Rugby School) 

'Electronics Teaching in Universities' 
by Professor G. D. Sims (University of Southampton) 

'Industry's Requirements of Electronics Teaching' 
by Dr. E. Eastwood (Hirst Research Centre) 

Thursday, 22nd April 3.00 p.m. 
'Holography, Industry and the Rebirth of Optics' 

by J. W. C. Gates, F.Inst.P. (Division of Optical 
Metrology, the National Physical Laboratory) 

There will also be showings during the Exhibition of new 
educational films on physics subjects. 

New I.Prod.E. Travelling Scholarship 

The Institution of Production Engineers has established a 
Travelling Scholarship worth £2000 annually. This award has 
been made possible by a very generous grant from the Clarkson 
Foundation, which was created by Mr. F. H. Clarkson, who 
is the Chairman of Clarkson International Tools Limited, 
Nuneaton. 

The Clarkson Travelling Scholarship, to be offered for the 
first time this year, is for the study of production engineering 
management in an industrial environment in other countries. 
It carries no age restrictions and is not confined to members of 
the Institution. It is hoped that its value will attract those of 
sufficient calibre not only to widen their own knowledge and 
to apply this to the needs of their firm, but who will eventually 
be able to contribute to the total field of production manage-
ment knowledge. 

The conditions of the Award and further information, 
including application forms, may be obtained from The 
Secretary, Institution of Production Engineers, 10 Chesterfield 
Street, London W1X 8DE. (Telephone 01-499 5254.) 

Engineering '71 Exhibition and Technology for 
Profit Conference 
A Conference on Technology for Profit has been arranged 

in conjunction with the Engineering '71 Exhibition and will 
be held in London from 21st to 29th April 1971. Industry in 
the 70s and 80s will undergo many changes and the theme 
recognizes the demands on future technology. 

A day will be devoted to each of the following subjects: 

'Materials for Tomorrow's Environment' 

'Reinforcing the Future' 

'Versatility of Powders' 

'Fabrication Towards the 70s' 
'Welding: Evaluation of Modern Techniques' 
'Welding: New Horizons in Plant and Materials' 
'New Engineering Techniques for Mechanical Handling 

Equipment and Systems' 

Complimentary tickets for the Exhibition which is being 
held at Earls Court and Olympia are being circulated to all 
I.E.R.E. members. (For further information see 'Conferences, 
Courses and Exhibitions' on page (xv) in this issue.) 

Corrections 

The following corrections should be made to papers published 
in the February 1971 issue of The Radio and Electronic 
Engineer. 

'Efficiency of the Two-Frequency M.T.I. System': 

Page 78: In equation (13) the last term in the first line should 
read . . . 

—4{R(T) cosAceT 

Page 79: In equation (20) the first term in the denominator 
should be 

3R:(0) 

Page 80: Col. 1, line 12, should read 'speeds of 80 and 
160 km/h (50 and 100 miles/h), respectively. . 
Figure 3 caption, the parentheses should read 

(Re and R. according to eqn. (22)) 

'Ultrasonic Imaging in Solids': 

Page 93: Section 5, line 12 should read 
'Fig. 5 contains only the 5 MHz components . . 
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Speech Scrambling by the Re- ordering of 
Amplitude Samples 
By 

V. J. PHILLIPS, 

Ph D., B.Sc.(Ençj.),t 

M. H. LEE, M.Sc 

and 

J. E. THOMAS, B.Sc.§ 

Notation 

N 

Many modern communication systems transmit amplitude samples of the 
original input signal, the sampling being carried out according to the well-
known requirements of the Sampling Theorem. At the receiver the signal is 
reconstituted by low-pass filtering. This paper investigates the degree of privacy 
which can be introduced in a speech communication system by deliberate 
variation of the order of transmission of the samples. The distortion of the 
signal which results from the low-pass filtering of such 'scrambled' samples is 
investigated theoretically and practically, and intelligibility tests are used to 
assess the effectiveness of the system. Finally, some guidance is given as to the 
selection of the scramble sequence for maximum effectiveness. 

size of block of samples used for interchange 

position of individual sample within block; 
(1, 2..q. .N) 

the general integer 

displacement vector associated with qth sample 
in block 

gamma number; equals sum of displacement 
vectors neglecting signs 

maximum value of 1". for sequence of given size N 

train of rectangular pulses of unit height 

duty cycle (on/off ratio) of sampling pulse train 

sampling pulse frequency 

scrambled samples 

input signal 

angular frequency of input signal 

amplitude of input signal 

1. Introduction 

Nowadays, pulse-modulation techniques are fre-
quently used for the transmission of speech signals. 
The basis of all these techniques is the Sampling Theorem 
which states that if amplitude samples of a bandwidth-
limited signal are taken at regular intervals of time, then 
these samples contain all the information necessary for 
the reconstruction of the signal provided that the 
sampling rate is greater than 2B, where B is the band-
width of the signal. Reconstruction of the signal may 
be accomplished by passing the samples through a 
low-pass filter of bandwidth B. 

An interesting possibility now arises that these 
samples might be shuffled or reordered in time thereby 
creating a scrambling system which gives the users some 
degree of privacy. If these scrambled samples are low-
pass filtered, one might expect the resulting signal to be 
of low intelligibility. It is clear that provided the samples 
can be replaced in their correct order according to a 

t School of Engineering, Division of Electrical Engineering, 
University College of Swansea, Swansea. 

Formerly at the University College of Swansea; now at the 
City of Leicester Polytechnic. 
§ Formerly at the University College of Swansea; now at G.E.C. 

(Telecommunications) Ltd., Coventry. 

known descrambling key, no information is lost by 
varying the order in which the samples are actually 
transmitted. 

There will obviously be other factors to be taken into 
account in the practical realization of such a system. 
If the samples are to be transmitted by pulse-code 
techniques, scramble synchronization information will 
have to be added in some way. If, on the other hand, 
the scrambled signals are to be converted back into 
continuous signals for transmission in analogue form, 
such additional factors as the effects of phase (waveform) 
distortion and noise, and band-limitation by non-ideal 
filters will have to be considered. These transmission 
problems will not be treated in this paper; the purpose 
of the investigation reported here was solely to determine 
the effectiveness of the scramble itself. Unless the method 
of scrambling itself is shown to be effective, there is not 
much point in proceeding to consideration of a practical 
system. 

Initially it will be considered that the scrambling of 
the samples will occur within a definite sequence pattern 
or block. Figure 1(a) shows a scramble of this sort 
occurring in a block length of five samples. Other 
types of scrambling are also possible, but these will be 
discussed later, and the analysis developed for the 
simple block-scramble can be extended to cover them. 
Block size, for which the symbol N will be used, may be 
formally defined as 'the number of samples within one 
complete re-ordering sequence'. 

One method of achieving a re-ordering of this sort is 
to use a system of delay networks such as that shown 
in Figure 1(b). The selection of suitable delay times is 
discussed later, but it should be noted that samples 
may not be advanced in real time, and so an overall block 
delay is inherent in the process. A commutating switch 
directs the incoming samples into the appropriate 
delay networks in turn, and a synchronously rotating 
switch reassembles the delayed samples into the required 
order. For experimental purposes such an apparatus 
would be rather inflexible and would involve the con-
struction of large numbers of delay networks. A serially-
connected tapped delay-line would be somewhat better 
in this respect, the tapping points being varied to produce 
the various sequences. However, a digital computer 
can perform the necessary operations much more con-
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(a) Block 5 scrambling (2 4 3 5 1). 

Delay networks 

(b) Delay networks to achieve scramble shown in (a). 

Fig. 1. 

veniently. The sample values are converted to digital 
form and stored in the computer, being read out again 
in the required sequence under direct control of the 
program. 

2. Theoretical Examination of Sample 
Re-ordering 

If the samples occurring in the original unscrambled 
block are labelled (1 2 3 ... N), then the scrambled 
sequence may be specified by repositioning the numbers 
within the bracket. If a block size of N = 4 is taken 
as an example then (4 2 1 3) would designate one par-
ticular scramble out of the N! different possibilities. 
The effectiveness of any given scrambling sequence 
(measured by the lack of intelligibility of the signal 
produced when the scrambled samples are passed 
through a low-pass filter) would, as a first estimate, seem 
to depend on various factors: 

(a) The block size N. 

(b) The number of samples re-ordered within the 
block. Sequences which involve a small amount of 
re-ordering would probably provide a poor effective 
scramble, whilst sequences which have a great number 
of changes in sample positions might be expected to 
produce greater destruction of intelligibility. 

(c) The extent to which the samples are actually 
displaced within the block. In some sequences the samples 
would only be moved to adjacent or nearby positions; 
in others the samples would be moved considerable 
distances within the block. 

A method of obtaining some measure of the various 
factors is desirable, and one obvious way is to subtract 
the original unscrambled sequence from the re-ordered 
sequence. For example, using the block-6 scrambled 
sequence (5 3 6 4 2 1) would give 

5 3 6 4 2 1 

1 2 3 4 5 6 

4 1 3 0 — 3 — 5 

The numbers which result are positive if the sample 
has been advanced from its previous position (.—) and 
negative if it has been delayed (—.). Since these numbers 
have signs associated with them they have been desig-
nated the 'gamma vectors'. Thus, for any scramble 
there will be a sequence of gamma vectors (71, 72 ... 7N). 
It follows also that for scrambles of this type 

N 

EVq = 
q=1 

A measure of the extent of the shifting and re-ordering 
may be obtained by defining a 'gamma number' 

= 17q1 

where the signs are neglected. The unscrambled sequence 
may be referred to as the 'zero sequence' since its gamma 
number is 0. 

The gamma vectors and gamma numbers are useful 
because they can be used not only as a measure of the 
degree of scrambling, but also because they show up 
certain phenomena which can occur. Consider for 
example the block-6 scrambled sequences (3 1 2 6 4 5) 
and (2 1 4 3 6 5). These sequences have gamma 
vectors of (2 — 1 — 1 2 — 1 — 1) and (1 — 1 1 — 1 1 — 1) 
showing that the block-6 scramble has degenerated into 
the lesser block-3 and block-2 scrambles. Assuming 
that the scramble effectiveness is proportional to block 
size N, then this degeneration is clearly to be avoided. 
Particularly with long block sizes, this is not easy to 
spot by inspection of the sequence itself. 

Consider again the three block-4 sequences (1 2 4 3), 
(1 3 2 4) and (2 1 3 4) which at first sight appear to 
be quite different. The gamma vectors for these sequences 
are (0 0 1 — 1), (0 1 — 1 0) and (1 — 1 0 0). Long 
sequences of these blocks are obviously equivalent and 
would produce precisely the same scrambling effect. It 
is desirable to know whether two scrambles are equiva-
lent, especially if the scramble sequences are being 
altered at intervals for secrecy, and the gamma vectors 
once again show up the effect much more clearly than 
the sample numbers, especially in large blocks. Another 
case where the gamma number r should be used with 
care is illustrated by the sequences (6 1 2 3 4 5) and 
(6 5 1 2 3 4) which have gamma vectors (5 — 1 — 1 
— 1 — 1 — 1) and (5 3 — 2 — 2 — 2 — 2) respectively. 
These are cases where the gamma numbers produced 
are quite high (10 and 16), but the overall effect will be 
largely one of time delay. This can be seen quite easily 
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from the gamma vectors. Clearly therefore, the gamma 
number should be used after these obviously degenerate 
cases have been eliminated. 

It is of some interest to determine what is the largest 
ganuna number obtainable with a block of given size 
since this could well represent the best scramble. A 
simple way to demonstrate maximum gamma number 
is to split or partition the block of samples into two and 
interchange the half blocks: 

(4 5 6 1 2 3) 

(1 2 3 4 5 6) I" = 18 

3 3 3 — 3 — 3 —3 

It can be seen that maximum gamma number has been 
achieved in this way since all samples have been dis-
placed by the same amount, and if any sample is shifted 
to a greater extent another is bound to be reduced in 
displacement. Consider also the reverse sequence 

(6 5 4 3 2 1) 

(1 2 3 4 5 6) F = 18 

5 3 1 — 1 — 3 — 5 

This also has maximum gamma number and since 
reverse sequences are easily and conveniently written it 
will be convenient to use them in determining maximum 
gamma number for any block size. The effects of odd 
and even block sizes will now be investigated, even 
blocks being considered first. 

The reverse and original sequences may be written 

(N N-1 N-2 ... 2 1 ) 

(1 2 3 ... N-1 N) 

N-1 N-3 N-5 ... 3—N 1—N 

For the gamma number, magnitudes only are required, 
and thus the second half of the gamma vector series is 
a repeat of the first half. Then 

r = 2(N — 1)+2(N — 3)+2(N — 5) ... + 2(1) 
there being NI2 terms. The sum of the last and first 
terms is 2N, and similarly for the other pairs of terms 
so that the expression becomes 

N N2 
F„,.„ = 2N. — = 

4 2 

The case where N, the block size, is an odd number 
will be somewhat different, and will be found to reduce 
in a similar way to (N-1)/2 terms, each of value (N+1) 
so that 

(N- 1)(N +1) N2-1 
rmax 2 — 2 

The reverse sequence is not the only one which yields 
maximum gamma number as noted above. Consider 
a reverse block 5 as an example 

(5 4 3 2 1) 

(1 2 3 4 5) F = 12 = rmax 

4 2 0 — 2 —4 

Now let the fourth and fifth samples be interchanged 

(4 5 3 2 1) 

(1 2 3 4 5) F = 12 = Fm„„ 

3 3 0 — 2 —4 

r remains at 12. 
A further shift of the 5th sample again produces 

a F = 12. 

(4 3 5 2 1) 

(1 2 3 4 5) 

3 1 2 — 2 —4 

The fifth sample has now reached the mid-point, and a 
further shift to the right will reduce the value of r. 

(4 3 2 5 1) 

2 3 4 5) F = 10 

3 1 — 1 1 —4 

The condition for the gamma number to remain un-
changed after a second shuffle may be stated as follows. 
'For an undisturbed gamma number, exchanges can 
only be made between samples that have gamma vectors 
of the same sign initially; further, the signs of the 
changed gamma vectors must both be the same as that 
initial sign.' (A gamma vector of zero may count as 
having either sign.) 

This may be alternatively expressed by considering a 
scrambled series given by 

ABCDEF 

1 2 3 4 5 6 

UVWXYZ 

Now let the samples B and E be interchanged. Then 
if the gamma number is to remain unchanged we must 
have B > 2 and E > 5 (both same positive sign initially) 
and also B > 5 and E > 2 so that the resulting vectors 
are also positive; or we must have B < 2 and E < 5 
(both negative initially) and E < 2 and B < 5. 

3. Fourier Analysis of Scrambled Sequences 

The most important consideration is to determine the 
type of distortion produced by the sample interchange 
process. Does it destroy completely the information 
content of the signal, or does it merely introduce terms 
of a harmonic or intermodulation nature into the 
spectrum? This question may be resolved by a Fourier 
analysis of the signal in the following manner. Consider 
first the unscrambled and unmodulated pulses. Each 
pulse within the scramble block, together with all the 
corresponding pulses in other blocks may be considered 
to constitute a separate pulse train. If a block of size 
N = 4 is taken as an example the pulses may be regarded 
as the sum of four constituent pulse trains: 

u(t) = u1(t)+u2(t)+u3(t)+u4(t)  (I) 

Scrambling of the pulses in blocks may then be achieved 
by shifting each individual pulse train by the appropriate 
amount. 
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The Fourier expression for a train of pulses of unit 
height may be written 

c° sin (nnk) . cos (2nnft)   u(t) = k + 2k E (2) 
nnk n=1 

where f is the pulse frequency and k is the duty cycle. 
For a typical constituent pulse train of the pulses of 
frequency fq and block size N 

sin — . (rinN k) 
2nnfc = - + — E  • cos ( (t - Tq)) ...(3) 

N N .. 1 rink N 

N 

where q corresponds to the subscripts in ( 1). 

Any required time delays or advances can be indicated 
by the term Tq. If the first component pulse train is 
taken as a datum (i.e. for u1(t) let T, = 0), then it is 
possible to express the other values of 7', in terms of 
multiples of the original sampling period 1/fq 

k 2k c° sin (Ink ) N  

ue= nick 

Then 

N 

x cos N (f 27rnf̀  (t [q II)) ...(4) 
e 

N 

u(t) = E up)  (5) 
q=1 

Two methods of analysis are now possible. Samples 
of the input signal s(t) may be generated by multiplying 
the pulses by s(t), and introducing various delays to 
represent the scrambling. A somewhat neater analysis 
is however provided by the alternative method of 
multiplying each pulse train by a delayed or advanced 
version of the signal so that the scrambled signal is 
derived straight away. For example, let a particular 
scrambling sequence require that the fifth sample in the 
block be moved to the first position. The first pulse 
train u1(t) is then multiplied by the signal that occurs 
four sample periods ahead of the u, pulses, s(t+4Ife). 
Similar signal shifting is carried out for the other pulses 
so that the final scrambled signal is given by the general 
expression 

N 

17(1) = E up) . S (I lY3)  (6) 
q= 

where yq is the gamma number (as previously defined) 
which occurs in the qth place in the scramble block. 

If the signal is the single tone 

s(t) = A cos cot 

then from equation (6) 
N 

17(1) = E ug(t) A cos co ( t + f7c) i  (7) 
q=1 

Assuming that A = 1 for simplicity, and substituting for 
ug from equation (4), 

N 

u(t) = E cos (.0 (t + -) x 7q 

9= 1 

-+-

fc 

E   
N n .. 1 n 

nnk 
s — 

k 2 in N 2n cc' n 

Multiplication yields a first term equal to 

-N cos co (t + 7-q) 
f. 

which on further expansion becomes 

= - N k [cos cot . cos Ylw- - sin cot.sin 7-1   (9) 

This represents a term in the scrambled spectrum which 
has the same frequency as the input signal s(t). To 
compute the amplitude of this term it is necessary to 
perform the summation over all values of q, and to find 
the resultant of the orthogonal terms. Thus the ampli-
tude of the term at co is 

cos --N- (fet- q + (8) 

k ( I±1 cos + sin CO2 ( N 7  (10) 
N q=1 f. 

117 2 

9= 1 J C 

Further multiplication of the remaining terms in equa-
tion (8) shows that there are further terms present at 
frequencies (n(felN)+ co), i.e. sideband terms around 
suppressed carriers at frequencies n(fel N). The ampli-
tudes of the upper and lower sidebands in each pair are 
equal and are given by the following series: 

. (nnk\ 
SM  2 

 N [ NE cos (n-2n -7-1+ 
‘• n=i n q.1 N 

N ± z Lq sin in2n (1_ q) _ 7,,,a)\1 2 

=1 \ N f. 
It has therefore been established that the spectrum of 

the scrambled signal consists of a term of at co, the 
original input frequency, together with the sideband 
terms described above. Each audio component in the 
signal s(t) will result in similar sets of sidebands, and if 
s(t) occupies a range of frequencies of, say, zero to 
3-5 kHz, some of these sideband terms will fall within 
that range. In general, the larger the value of block 
size N the more terms will fall within the given range. 
The effectiveness of the scrambling is therefore seen to 
be a matter of the degree of masking of the original 
signal term by all the other sideband terms. 

Expressions of the above type are easily evaluated by 
a digital computer, and a program was in fact written to 
do this, the results of typical computations being shown 
in Figs. 2 and 3. Sinusoidal input signals of unity 
amplitude are assumed; the sampling frequency is 
taken to be 7 kHz and k is 0.04. Figure 2 gives the 
amplitudes of the original component and the sideband 
terms for various input frequencies for a simple N = 2 
sequence (2 1). In this simple case there is only one 
sideband component which falls within the signal range. 
For example, if the input sinusoid has a frequency of 
1 kHz, the scrambled samples would contain a 0.025 V 
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Fig. 2. Spectral amplitudes after scramble with N = 2. 

4 

component at this frequency, and components at 
((1 x 7/2) + 1) kHz of amplitude 0.0315 V. Only the 
lower of these would fall within the signal band. 

Note that normally, in order to avoid violation of the 
regeneration requirements of the sampling theorem the 
input signal would be limited to a maximum frequency 
of 3-5 kHz. However, there is no physical reason why 
a 4 kHz signal should not be sampled at 7 kHz; it would 
merely mean that such a sampled signal would have a 
non-removable distortion component in the signal band 
before scrambling. The scrambling spectral analysis 
would still be correct. Many of the curves presented fall 
to zero at 3-5 kHz, so they have been extended to a 
slightly higher frequency for ease in labelling. 

Figure 3 shows the amplitudes for three different 
block-4 exchanges (2 3 1 4), (3 1 4 2) and the reverse 
sequence (4 3 2 1). It will be seen from these figures 
that the amplitudes of the various terms vary consider-
ably as the input frequency changes, and at certain 
frequencies the amplitude of the term at the original 
frequency co falls to zero. 

Thus far, the analysis has dealt with those scramble 
sequences which are confined to the simple interchange 
of samples within a defined block. There are, however, 
other possible sequences such as the 'running' exchange, 
an example of which is illustrated in Fig. 4(a). The 
samples are again divided into blocks, but this time 
exchanges are made between blocks as shown. Only 
one sample is moved in each block in this illustration 
for clarity, but similar moves are possible with some of 
the other samples of course. The analysis carried out 
above is directly applicable to this case since the sequence 
can again be broken down into component pulse trains, 
one of which is delayed by a time equal to 5 sample 
intervals. We have merely removed the restriction that 

N 

E 7.7 = 
q= 1 

as was the case for the simple block exchange. 

A more complicated exchange such as that of Fig. 4(b) 
can also be envisaged. Here the samples move from one 
group to the next by jumps of varying size as shown. 
This leads to the formation of a 'super block' as indi-
cated, and the previous analysis is still applicable. Now, 
however, the constituent pulse trains have a fundamental 

period equal to that of the super-block so that sidebands 
are centred around the harmonic carriers n(1;120) kHz 
as compared with n(f15) kHz in the previous case. If 
it were possible to imagine the limiting case of samples 
being exchanged in a truly random manner the harmonic 
carriers would have infinitesimal spacing as the super 
block would, in the limit, be infinitely long. This case 
is of course of no practical significance due to the 
practical difficulties in arranging a truly random 
exchange, and the even worse difficulty of de-scrambling 
such a sequence! 
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Fig. 3. Spectral amplitudes after scramble with N = 4. 

Combinations of simple block and running sequences 
are of course possible. Figure 4(b) is really such a case, 
all gamma vectors being negative, and Fig. 4(c) shows 
a more obvious example, with positive and negative 
vectors. 
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2 4 5 6 7 3 9 10 11 12 1415 16 17 13 19 2021 22 18 24I-D 

)'-= 0 0 -50 0 0 0-50 0 0 0-500 00-50 0 00-50 0 

(a) Simple running' exchange. 

11111111 111111111111; 
1 2 3 4 5 6 7 8 9 10 11 12 13 1415 

\\— 

16 17 18 1920: 

WI! 11111 6 3 8 9 10 
11111 
11 12 13 147 

11111 
16 15 18 19 20 

26 27 28 293 1 22 23 2425 

11111 
21 22 17 2425 

11111 
26 23 28 2930 

0 0-60 0 0-40 0 00 0 0 0-80-20 0 0 0 0-60 0 0-40 0 Oetc 

Super block 

(b) More complex running' exchange. 

11111 
1 2 3 4 5 

11111 
6 7 8 910 

11111 
11 12 13 14 15 

11111 

11611711210 

11111  
X=4 0-50 -44 0-50 -44 0-50 -44 0-50 -4 

(c) Mixed block/running exchange. 

Fig. 4. Sequences involving changes between blocks. 

It is perhaps interesting to note the obvious point that 
where all values of y are negative, no overall block 
delay is required since all time shifts are in fact delays 
and no samples have to be moved backwards in time. 
If this is not the case an overall gamma shift has to be 
applied to ensure that all values of y are negative. 
In the example of Fig. 1(a) the gamma numbers are 
(1 2 0 1 — 4). An overall gamma of — 2 has to be 
added to each corresponding to the networks shown in 
Fig. 1(b) with delays — 1 0 — 2 — 1 — 6. 

4. Experimental Results 

4.1 Apparatus 

It was pointed out in Section 1 that the most flexible 
and convenient way of producing sample re-ordering is 

by means of a digital computer. A schematic diagram 
of the system used in this investigation is shown in 
Fig. 5. The input signal, derived from an audio oscillator 
or tape recorder is first passed through a low-pass 
filter in order to ensure that the signal is band-limited. 
The 12-bit analogue-to-digital converter of the com-
puter used required about 56 Its to achieve each con-
version, and thus a sample-and-hold circuit is provided 
to sample the signal and hold the converter input at 
this level for the required time. The system is timed by 
the recirculation time of the program within the com-
puter, and one of the digital-to-analogue converters is 
used to provide a synchronizing pulse which tells the 
sampler when to operate. Another digital-to-analogue 
converter is used as the output channel, producing 
samples 6.8 us in duration which are then passed to 
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Fig. 5. Experimental system. 

the output low-pass filter which regenerates a continuous 
waveform. The properties of this waveform will be 
investigated. The sampling rate used in all experiments 
was 7.0 kHz/s and the filter cut-off frequencies were 
3.1 kHz so that the requirements of the Sampling 
Theorem were met. 

The computer works 'on line' in real time and is 
organized in the following way. Two stores, each 
capable of storing N sample values, are provided. 
N samples are read sequentially as they occur into 
store I, and at the same time N samples previously 
stored in store II are read out sequentially in the order 
which has been specified at the data input. The stores 
then interchange functions, the next block of samples 
being read into store II while others are read out of 
store I and so on. There is of course an overall delay 
equal to the time of occurrence of N samples. 

To be certain that the experimental results would be 
free from spurious effects the system was checked 
carefully for correct operation. The linearities of the 
digital-to-analogue and analogue-to-digital converters 
were found to be perfectly satisfactory by simple d.c. tests. 
Further, a sinusoid was fed into the input and processed 
without re-ordering of the samples, and by comparison 
of input and output waveforms on an oscilloscope the 
linearity was again found to be excellent. Finally, an 
overall frequency response measurement was made for 
the case of no scrambling, and the frequency response 

was found to be substantially flat over the audio range 
of 200 Hz to 3 kHz. 

4.2 Spectral Analysis 

The frequency spectra of the scrambled signals were 
investigated using the well-known Sonograph spectrum 
analyser. t This instrument produces a trace showing 
the frequencies present as a function of time, the 
intensity or amplitude of the various components being 
portrayed as varying blackness of the trace. 

The results of this analysis for simple sinusoidal 
signals scrambled in various ways are shown in Fig. 6. 
(The large black figures which appear on some of these 
photographs were inserted for another purpose, and 
should be ignored.) The input signal for all these 
photographs except where otherwise stated consists of 
a sinusoid whose frequency is slowly varied in time 
from 1 kHz to 3.5 kHz. Figure 6(a) shows the output 
after a simple block 2 (2 1) scramble; the original 
component is seen as a line starting at the left-hand side 
at 1 kHz, and rising to 3.5 kHz at the right, and in 
accordance with what would be expected from Fig. 2 
its amplitude diminishes to zero at 1.8 kHz. Only one 
sideband term is present in the signal band, namely the 
lower sideband about a carrier at 3.5 kHz, and this 
component reaches its maximum amplitude at 1-8 kHz. 

Figure 6(b) is a sonagram for a block 3 interchange 
(1 3 2) and for this photograph the input consists of a 
steady sinusoid at 500 Hz plus another which rises with 
time from 200 Hz to 2 kHz. There will be harmonic 
carriers at n.2.33 kHz, and the various sidebands due 
to the input components may be clearly seen, free from 
any other intermodulation tones showing that the spectra 
produced by the two input tones superimpose linearly. 

The original 1 kHz to 3-5 kHz rising tone was used 
for Figs. 6(c) and (d) which show the spectra for two 
block 4 interchanges (2 3 1 4) and (3 1 4 2). These 
should be studied in comparison with the graphs of 
Figs. 3(a) and (b), and it should be remembered that 
negative frequencies double back and appear as positive 
frequencies. For example, the component which is at 
the original frequency co in Fig. 6(d) vanishes when 
the frequency is just above 1 kHz, becomes quite strong 
at 2 kHz, and then decreases again to vanish at 3.5 kHz. 
The lower sideband component of the first carrier at 
1.75 kHz starts at 0.75 kHz, falls to zero frequency and 
then 'doubles back' when it becomes a negative frequency 
and rises again. The curves of Fig. 3(b) predict that this 
component should be quite strong when the input 
frequency is 1 kHz, should fall to zero amplitude when 
= 1.75 kHz, and should then become very strong for 

co greater than about 2.5 kHz. Inspection of Fig. 6(d) 
will confirm this behaviour. Figures 6(e) and (f) show 
the results of (1 2 4 3) and (2 1 3 4) scrambles, and it 
will be seen that the resulting spectra are virtually 
identical. (The photographs are slightly different in 
that the input tone rises rather more quickly in Fig. 6(f), 
but the arrangements of null points are the same.) If 
the gamma vectors for these two sequences (0 0 1 — 1) 

t Potter, R. K., Kopp, G. A. and Green, H. C., 'Visible Speech' 
(Van Nostrand, New York, 1942). 
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Fig. 6. Frequency spectra of scrambled sinusoidal signals. Vertical scales are in kHz. 
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Fig. 6. Frequency spectra of scrambled sinusoidal signals. Vertical scales are in kHz. 

(+ 1 — 1 0 0) are compared, it will be seen that in fact 
these are two equivalent sequences. 

Figures 6(g) and (h) show the spectrum resulting from 
a block 10 scramble, the sequences used being (3 2 1 
4 5 6 7 8 9 10) and (3 2 1 4 5 8 7 6 9 10). The 
first of these shows the expected structure of sidebands 
around carriers of n(fc110) but the second shows a much 
simpler structure. If the gamma vectors for the second 
sequence are examined it will be found that it has 
degenerated into a block 5 scramble. 

Figures 6(i) and 10(j) show reverse sequences for block 
10 and block 20 scrambling, and an interesting pheno-
menon appears here. The original rising tone appears 
in these spectra in 'shadow' form. When a particular 
sideband term has a frequency equal to that of the input 
signal at that time, then it has maximum amplitude. 
This effect can also be seen in Fig. 3(c) which shows the 
calculated spectra for a block-4 reverse sequence. For 
example, when the input frequency is 875 Hz, the first 
set of sidebands (n = 1) occur at 7000/4 + 875, the 
lower component of which occurs at 875 Hz. Under 
these conditions, this sideband component has maximum 
value. The spectra have also been computed for a 
block- 10 reverse sequence and the same phenomenon 
appears. This effect is not really as surprising as it 
sounds, because if the samples in a block are reversed 
this is equivalent to cutting the input signal into sections 
and reversing each one. If there are several cycles or 
sinusoids per block, then it is only to be expected that 
the spectrum would have a strong component at signal 
frequency. Indeed, in certain cases when a block period 
contains an exact number of half cycles of the sinusoid 
there will be exact lining up of the half cycles and the 
scrambled signal will be a pure sinusoid. This occurs 
when the frequency of the signal is equal to n(fcl2N) as 
is easily proved by letting the integral number of half 
signal periods equal the block period. For the case 
illustrated in Fig. 6(i) this phenomenon occurs at fre-
quencies n.350 Hz. For example, when the original 

frequency is 1750 Hz other terms disappear leaving an 
undistorted sinusoid of this frequency. Five cycles of 
a 350 Hz signal occupy a time of 14 300 kts which is the 
duration of one block of ten samples. This effect is 
even more marked in the case of Fig. 6(j), the block-
20 reverse sequence. It would thus appear likely 
that reverse sequences should be avoided for purposes 
of scrambling. Figure 6(k) shows the block-20 pattern 
(20 1 19 2 18 3 17 4 16 5 15 6 147 13 8 12 9 11 10) 
where half the samples are in reversed order interleaved 
with samples in the correct order. There is still some 
evidence of intensification of the pattern but it no 
longer simply follows the input rising signal. 

Figures 6(1), (m) and (n) show block-10 scrambles 
with increasing values of gamma number (I- = 6, 18, 28). 
These photographs show differing degrees of complexity 
in the occurrence of zero amplitudes in the sideband 
terms, and there is a general tendency to stronger overall 
levels of sideband amplitudes with increasing gamma 
number as shown by the darkness of the traces repre-
senting these terms. This effect can also be seen in the 
graphs of Fig. 3. In Fig. 3(a) (F = 4), over most of the 
range co = zero to 3 kHz the original component is 
stronger than any of the other components. In Figs. 3(b) 
and (c) (I- = 6, 8) this is certainly not the case. 

All the tests described thus far have been made on 
simple sinusoidal input signals. The next series of photo-
graphs shows the effect of scrambling on the spectrum of 
speech signals. Figure 7(a) shows the spectrum of the un-
scrambled sentence 'an attempt to obtain money by 
false pretences'. Figures 7(b) to (e) show the same 
phrase after scrambling in a block-10 pattern, the gamma 
numbers being 14, 26, 44 and 50. The general conclusion 
to be drawn here is that the larger the value of the gamma 
number the stronger are the sideband components 
relative to the original signal. 

Figure 7(f) shows the sonagram of the unscrambled 
phrase 'on where harsh brakings required'. Figure 7(g) 
shows the same phrase after scrambling with a block-60 
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Fig. 7. Frequency spectra of scrambled speech signals. Vertical scales are in kHz. 

reverse sequence, and it will be seen that the original 
speech structure shows up with remarkable clarity 
confirming the remark made earlier, namely that the 
reverse sequence should be avoided. One block of 
60 samples occupies a time of about 8.6 ms; this is 
short compared with the duration of the speech syllables 
so it is not surprising that much of the formant structure 
and the patterns of formant changes are preserved. 

"Mr  

be«: 

'7.)140 

• ' 4•0 

I 

4.3 Intelligibility Tests 
The analysis of the previous Sections has been con-

cerned with examination of the spectra of the scrambled 
signals. Although this is valuable in that it illustrates 
the mechanism of production of the distortion terms, 
it is clearly very important to discover the effect of these 
distortions on the intelligibility of the scrambled speech. 
Some initial intelligibility tests were carried out using 
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Fig. 7. Frequency spectra of scrambled speech signals. Vertical scales are in kHz. 

seven different block-10 scrambles, each having a 
different gamma number. In addition, a block- 10 
reverse order scramble and a simple block-2 scramble 
were tested. A zero sequence was also used as a control 
for comparison purposes. 

Lists of monosyllabic words were used as test material, 
four listeners being used for each scramble sequence. 
The usual precautions were observed to ensure that no 
listener heard any particular list more than once, and 
in addition a short passage of continuous scrambled 
speech was presented to the listener before each word 
list to accustom him to the type of distortion occurring, 
and to attempt to minimize learning effects during the 
hearing of the word list itself. 

The results of these tests are summarized in Fig. 8, the 
intelligibility scores being plotted as a function of 
gamma number. The actual sequences used are listed 
in Appendix 1. Each point on the graph represents the 
average of four intelligibility scores, and the spreads 
of the individual scores are also indicated. Zero scramble 
produced a score of 92%. It is clear from this graph 
that, in general, the greater the value of the gamma 
number, the greater is the scrambling effect, and this is 
maintained up to a gamma number of about 40. The 
reverse sequence produced a significant increase in 
intelligibility as might have been expected from the 
foregoing discussion. A sequence having the maximum 
gamma number, but not being a reverse sequence gave 
a reduced, but non-zero score (2 %). In order to produce 
maximum gamma as described previously, it is necessary 
to divide the block into two, and to change all samples 
into the other half block. This means that, in general 
terms, such a sequence must be tending to a reverse 
sequence. 

The simple block-2 interchange gave a score of 22% 
which might be thought surprisingly low in view of the 
relatively simple type of distortion produced. However, 
it must be remembered that the distortion, although 

simple in form, has an amplitude comparable with that 
of the original signal component (see Fig. 2), and signal 
components in the important 1.25 to 2.25 kHz range 
are much attenuated. 

Further tests were then performed to determine the 
effect of varying the block size, and also to confirm the 
general form of the curve of Fig. 8. In this series of 
tests eight listeners were used in each scramble condition. 
The test lists were presented to four of them in order 
of increasing gamma number, and to the other four 
in order of decreasing gamma number. The results 
are presented in Figs. 9(a), (b) and (c), the spread of 
results being shown as in Fig. 8. The sequences used 
are given in Appendix 2. 
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Fig. 8. Result of initial intelligibility tests. 
Block size N = 10. 

Although too much reliance cannot be placed on the 
precise shapes of curves in subjective experiments of 
this sort, it will be observed that the graphs all have 
the same general shape as that of Fig. 8. That is to say, 
the intelligibility decreases with increasing gamma 
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number, but tends to increase again at the higher gamma 
numbers. 

In order to be able to compare the three graphs of 
Fig. 9 more directly, the average curves are replotted in 
Fig. 10, but this time as functions of normalized gamma, 

which is defined as 

normalized gamma — gamma number 
maximum gamma number 

for that sequence 

These curves indicate that for any given normalized 
gamma number the intelligibility decreases with increas-
ing block size. Each point on these curves represents 
the average of eight scores. Since subjective results 
of this sort are invariably rather scattered, it is worth 
while pausing to consider the statistical significance of 
these curves. The points at a normalized gamma of 
0-5 will be taken for purposes of comparison. 

The means and standard deviations of the sets of 
eight readings here are: 

Block-5 

Block-10 

Block-15 

Mean 

14-25 

11-0 

2-75 

Standard deviation 

3-38 

2-65 

2-44 

A Student's — t test t of the confidence levels which 
can be assigned to these results shows that the proba-
bility that the block-5 and block-10 averages differ 
purely by chance is 6 parts in 100. The same probability 
for block- 10 and block-15 averages is less than 1 part 
in 1000. 

Bearing in mind the inevitable variability of subjective 
results such as these, too much reliance should not be 
placed on the precise positions of the minima of the 
curves. However, it is possible to state that for minimum 
intelligibility a normalized gamma in the range 0-5 to 
0-8 should be selected. 

30 

25 

5 

o 02 04 06 d-5 

Normalized gamma 

Fig. 10. Word intelligibility results of Fig. 9 plotted as function of 
r . 

normalized r = 

5. Conclusions 

It must be concluded that the sample-exchange method 
is inherently inferior to the more usual speech scrambling 
method whereby the speech is split into various frequency 

t Moroney, M. J., 'Facts from Figures', pp. 227ff (Penguin, 
London, 1956). 
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bands, and these are interchanged. This is because the (g) Best scrambling is obtained with sequences having 
sample interchange leaves in the scrambled signal a gamma numbers in the range approximately 0.5 to 0.8. 
component of the spectrum which, apart from a fre-
quency weighting, is that of the original signal. The 6. Appendix 1 
reduction in intelligibility relies on the masking and Block-10 re-order sequences 
confusion of this original spectrum by the distortion   
components produced by the scrambling. In spite of Test Gamma number Sequences 

this, the fact remains that low intelligibility figures are   
1  produced by suitable interchanges. Monosyllabic word 14 2 1 5 3 7 4 6 9 10 8 

lists were used as test material, and it is well known that 2 18 3 4 1 2 6 8, 5 10 7 9 

sentence intelligibility will be somewhat higher for any 3 26 3 5 4 8 2 1 9 6 10 7 

given scramble condition. Listeners reported however 4 36 4 7 2 10 1 8 9 6 5 3 

that in those conditions where word intelligibility was 5 40 5 10 8 1 7 3 2 9 6 4 

almost zero, sentence intelligibility was negligible also. 6 44 10 3 7 9 8 5 4 1 6 2 

Thus the sample interchange method could be used to 7 50 7 6 9 8 10 5 1 3 2 4 

provide a reasonable degree of privacy against unauthor- 8 50 10 9 8 7 6 5 4 3 2 1 

ized eavesdropping in any communication system   
using amplitude samples. The selection of the scram-
bling sequence is obviously of considerable importance. 7. Appendix 2 

It is not possible to give a set of rules which can be Block-5 re-order sequences 
used to calculate in a positive way the best sequences   
to use; rather one may provide a set of simple testing 1,,t Gamma number Sequence 

rules which can indicate whether a chosen sequence is 
an effective one, or whether it is best avoided. 1 4 13425 

2 6 21534 

Rules for Best Scramble 3 8 24153 

4  (a) Choose as large a value of block size N as is 10 52413 

practicable so that many masking terms are produced 5 12 35421 
in the speech band. 6 12 54321 

(b) Avoid the reverse sequence and those approaching 
it, including those with maximum or almost maximum Block-10 sequences are as in Appendix 1. 

gamma number. 
(c) Avoid those sequences which approach the zero  Block- 15 re-order sequences 

sequence—i.e. those which have very small values of Gamma 

gamma number. Test number Sequence 

(d) Avoid those sequences having long runs of equal 
gamma vectors indicating simple time delays. 

(e) Avoid sequences which degenerate into sub-
sequences, indicated by repetitive patterns in the gamma 
vectors. It would seem reasonable also to avoid those 
sequences which approach this condition. 

(f) If sequences are to be changed at intervals for 
reasons of security, use the gamma numbers to ensure 
that sequences selected are not equivalents having 
identical long-term patterns of gamma vectors. It is 
possible that the use of these equivalents could make 
unauthorized decoding easier in some cases. 

1 28 2 6 1 5 3 7 412 11 9 8 101413 15 

2 42 6 4 9 1 7 2 5 3 8 15 10 12 1411 13 

3 56 7 2 6 12 1 4915 3 10 11 14 5 813 

4 70 4 1 7 12 15 3 11 2 6 1413 8 5 10 9 

5 84 6 14 3 12 8 1 10 13 15 5 2 7 4 9 11 

6 98 9 7 15 1011 8 2 13 14 6 5 3 1 412 

7 112 11 12 9 13 10 8 15 14 2 6 4 1 7 5 3 

8 112 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 
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A review is given of some methods of measurement employed in colour television 
studios and outside broadcasts which are used for acceptance tests which are 
carried out when new equipment is commissioned. Line-up of major items of 
apparatus, and the assessment of performance of temporary line or radio link 
transmission circuits, are also considered. 

1. Introduction 

The advent of colour television has necessitated 
considerable improvements in the measuring techniques 
used in a television studio complex and in an outside 
broadcast mobile control room. Occasionally completely 
new techniques are required, but in most cases it has been 
possible to modify existing methods of measurement. 

For example, the need to measure colour camera 
channel registration was a problem which had not 
been encountered before and for which new procedures 
were developed. 

The precise adjustment of camera channel gain and 
contrast law has always been a problem, but the accuracy 
to which each of the channels in a colour camera has 
to be matched necessitated considerable modifications 
to the existing techniques. 

Colour coder setting up entails accurate assessment 
of the amplitude of several signals, some of them at 
colour sub-carrier frequency. Providing that the response 
of the oscilloscope to colour sub-carrier can be checked, 
conventional methods of measurement may be used. 

The colour sub-carrier frequency, and hence the 
chrominance band, is situated near the upper end of 
video spectrum. A 2T sine-squared pulse has insufficient 
components at these frequencies to enable an accurate 
assessment of circuit performance to be made. Conse-
quently additional test signals are necessary which will 
provide the required information. 

In addition to non-linearity distortion, equipment 
may exhibit level-dependent gain and phase variations 
to frequencies which are near the upper limit of the 
passband. These effects are known as differential gain 
and differential phase distortions respectively, and are 
not revealed by conventional line time non-linearity 
tests. Consequently additional test procedures are 
necessary to measure these distortions. 

2. Acceptance Testing of Colour Camera 
Channels 

Before a camera channel is put into operational 
service a series of tests and measurements is carried out 
to ensure that it is functioning according to its design 
specification. 

t British Broadcasting Corporation, Television Operations and 
Maintenance Department, London, WIA IAA. 

In the first instance a line-up of the camera channel 
is carried out from initial gain setting to final grey scale 
balance. This line-up provides a check that all functions 
of the camera channel are operating correctly and should 
highlight any major deficiencies. 

More specific measurements are then carried out, some 
of which are detailed below. 

2.1 Registration 

The linearity and geometry of the master channel are 
first measured according to established monochrome 
practice. The master channel is normally green, for both 
three- and four-tube colour cameras. 

Of more vital significance in a colour camera is the 
accuracy to which the remaining channels can be regis-
tered to the master channel, as differential errors between 
channels may cause loss of definition and colour fringing 
effects on the reproduced pictures. 

Horizontal mis-registration may be defined as a 
relative displacement in a horizontal direction of a point 
on a vertical line. Similarly vertical mis-registration 
may be defined as the relative displacement in a vertical 
direction of a point on a horizontal line. 

Several methods of registering colour cameras have 
now been established, and for each, the camera is 
positioned to view a good quality registration chart. 
The one normally used consists of 22 x 22 squares 
horizontally and vertically, formed by white lines on a 
black background. 

The simplest method requires that the master channel 
signal be added to that of the channel being registered, 
the resultant being displayed on a monochrome picture 
monitor. The horizontal and vertical scan controls are 
then adjusted to achieve registration. If the appropriate 
centering control is offset slightly to produce a series of 
very close parallel lines, any amplitude or linearity errors 
become more discernible on the monitor. Therefore 
amplitude, linearity and skew controls may be adjusted 
in this condition and the picture then re-centred for 
optimum registration. 

The second method is a refinement of the above in 
that the master channel is reversed in polarity before 
being added to the channel being registered. Thus if 
perfect registration were attained and signal amplitudes 
were equal, complete cancellation of the signals would 
occur as viewed on the picture monitor. 
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A further means of effecting registration is provided 
by the camera line-up equipment (Sect. 3). 

Having registered the camera channel it is necessary 
to measure the errors. Two methods have been used and 
both will be described. For each it is advisable to use 
the negative master channel type of display so that 
errors and the points of coincidence are easily visible. 

2.1.1 Calibrated delay method 

Two switchable delay lines are required, each having 
the delays of 10 ns, 20 ns, 40 ns, 80 ns, 160 ns available, 
enabling any delay to be selected to an accuracy of 
10 ns up to a total of 310 ns. The accuracy of the delays 
may be checked by measurement of sub-carrier phase 
change. At PAL sub-carrier frequency 1 ns = 1.590°. 

The two delay lines are then connected in series in the 
master channel signal chain, one having zero delay 
selected, and the other having sufficient delay inserted 
to enable measurement of the maximum error in the 
'negative delay' direction. 

Horizontal registration errors are measured by 
increasing or decreasing the delay in the master channel 
until there is no mis-registration at the point under 
consideration. The difference in settings of the delay 
networks is then noted. 

Readings are normally taken at 25 points on the 
raster to obtain a complete picture of the registration 
accuracy and errors are expressed directly in nano-
seconds of delay. 

Vertical errors are measured at the same 25 points and 
are expressed in 'equivalent nanoseconds' so that 
horizontal and vertical errors may be compared directly. 
At any point under consideration the horizontal shift 
controls are used to make the horizontal error zero. 
The delay network is then adjusted to create a horizontal 
error of equal size to the vertical error and the difference 
in delay settings on the delay network then gives the 
vertical registration error in 'equivalent nanoseconds'. 

This method has proved to be a quick and simple 
one but it has been found difficult to repeat results to the 
required accuracy especially for vertical errors and the 
second method to be described is recommended for 
greater accuracy. 

2.1.2 Calibrated centering control method 

The method described here is for a three-tube camera 
but may be used for other types. 

As the picture centering produced by the scanning 
assembly is linearly related to the centering current and 
therefore to the d.c. centering voltage across the coils, 
it is possible to calibrate the centering controls in terms 
of 'effective nanoseconds'. 

For greater accuracy a differential method of measure-
ment is employed. 

Assume that red to green horizontal mis-registration 
is to be measured. The slider of the red horizontal 
centering control is connected to one input of an oscillo-
scope d.c. difference amplifier and the slider of the blue 
horizontal centering control to the other. The blue 

centering control may then be used to centre the trace on 
the oscilloscope, this being the 'zero' condition. 

In order to calibrate the oscilloscope in terms of 
nanoseconds the red centering control is adjusted to 
mis-register the red channel by one complete square 
of the registration chart as viewed on the picture monitor. 
The d.c. voltage change is then measured on the oscillo-
scope so that it is possible to calibrate this voltage swing 
in terms of 'effective nanoseconds': 

line time (ns)  
d.c. voltage change — (1) no. of divisions per line 

of registration chart 

As this swing will normally be much greater than 
the mis-registration to be measured, the sensitivities of 
both halves of the oscilloscope difference amplifier may 
be increased by equal amounts, and the corresponding 
multiplying factor introduced into the above equation 
for greater accuracy. 

Registration errors are then measured at 25 points 
covering the raster, the red horizontal centering control 
being adjusted for coincidence at each point and readings 
in 'effective nanoseconds' being taken from the 
oscilloscope. 

Vertical mis-registration may be measured in a similar 
manner, using the vertical centering controls. In this 
case when calibrating the oscilloscope, the distance 
between vertical divisions must be calculated in 'effective 
horizontal nanoseconds', i.e. with the chart normally 
used, the squares have a 4x 3 aspect ratio and each 
vertical division is therefore equivalent to 

(t x line time (ns)) 
effective nanoseconds 

no. of divisions per line on chart 

The blue and luminance mis-registration may then 
be measured and, from the results, graphs may be drawn 
showing the registration errors, so that any suspected 
change in performance may be checked at a future date. 

2.2 Noise and Sensitivity 
Signal/noise ratio is measured according to standard 

monochrome practice, the instrument used being of the 
type which gates out a noise sample during the middle 
of the active line period. 

It is desirable that a set of standard test conditions be 
specified, so that when a new camera is developed, its 
performance may be compared directly with earlier 
cameras. 
When using a colour camera employing lead oxide 

tubes, the major sources of noise are the head amplifiers, 
and therefore in the first instance the performance of 
these amplifiers should be assessed. A suitable test 
signal such as a sawtooth waveform is fed through a 
high resistance to the head amplifier input circuit to 
simulate a tube signal current: 

test signal voltage 
-  high resistance 

A value of 300 nA signal current is chosen as the 
standard. The camera channel gain controls are adjusted 
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for standard level output and the signal/noise ratio 
measured at linear gamma, with horizontal aperture 
correction, together with any linear matrixing and 
vertical aperture correction, switched out. 

Secondly, a comprehensive figure for noise and sensi-
tivity is required, so that the optical system of the camera 
is included in the test conditions. 

The camera is set up to produce a standard 0-7 V out-
put viewing a grey scale chart of 40 : 1 contrast ratio and 
60% peak white reflectance. The incident illumination 
on the chart is adjusted to give 150 lumens/ft' (16-6 
lm/m2), at 3000° K colour temperature as measured 
towards the camera lens. The lens aperture is set to f4. 
The camera is then capped. 

Signal/noise measurements are then taken of each 
channel separately at linear gamma with no frequency 
enhancement or linear matrixing and also for the lumi-
nance signal at the coder output with the chrominance 
switched off. A reading is then taken with any linear 
matrixing in circuit, so that its effect on noise performance 
may be checked. 

The signal currents are then recorded for each channel, 
and from these the signal currents at any colour tem-
perature and light level may be calculated to provide a 
guide to lag and noise performance under varying 
illuminations. 

2.3 Frequency Response 

Frequency response is checked using standard pulse 
and bar or sweep techniques. It has been found useful 
to check pulse and bar performance with the gamma 
correction set to 0-45, as any errors at or near black 
level are enhanced, giving an indication of streak per-
formance at the base of the waveform. 

2.4 Resolution 

Resolution measurements are made using a test card 
containing sine-squared shape frequency gratings. 

Aperture correction characteristics may be explored, 
together with the operation of any 'amplitude dependent 
correction' controls. It is often useful to utilize the grey 
scale wedge which is included in the test card. 

2.5 Cable Length 

Frequency response is checked at various cable 
lengths up to the design maximum. A check on regis-
tration and noise is also made at the maximum length. 

Measurements are then made of crosstalk and spurious 
signals at this length. 

2.6 Colour Temperature Variation 

Most camera channels are provided with filter wheels 
in the optical path, in which colour temperature cor-
rection filters may be inserted, together with a range 
of neutral density filters. However, under outside 
broadcast conditions, situations can arise where it is not 
possible to use correction filters to balance the camera 
in different illuminants. This could occur 

(a) under very low light conditions where the addi-
tional light loss due to the insertion of such a 
filter cannot be tolerated, 

(b) on programmes necessitating rapid movement of 
the camera such that shots very close together in 
time are required, under both artificial and day-
light illuminants, e.g. a shot inside a building 
followed by a shot looking out through a window. 

Because of these restrictions, it is necessary to ensure 
that sufficient gain control is available at the camera 
control unit, to enable the camera to be balanced in 
both high and low colour temperature illuminants. 

Measurements made on a three-tube ROB camera 
show that for a change of Illuminant from 3000°K to 
6000°K, the red gain is required to increase by 3 dB, and 
the blue gain to decrease by 5 dB, relative to the green 
channel. 

2.7 Subjective Evaluation 

The final assessment carried out on the camera channel 
is the subjective evaluation of picture quality as viewed 
by a number of trained observers. 

With the camera channel lined up for optimum, a 
number of colour fidelity tests are carried out, which 
include the viewing of a coloured flag made from fairly 
saturated coloured materials, and of a wide range of 
flesh tones. The effect of any linear matrixing in the 
channel is assessed at this stage. 

The camera is then focused on a suitable scene and 
an appraisal is made of picture sharpness, which includes 
an evaluation of the effect of horizontal and vertical 
aperture correction, and any associated amplitude 
dependent or coring controls. 

The operation of the camera under low light conditions 
is also investigated thoroughly as it has been found that 
the ultimate sensitivity of a camera at very low light 
levels is a combination of many factors which include 
noise visibility, lag, and the visibility of spurious signals. 

3. Waveform Amplitude and Contrast Law 
Adjustments during Colour Camera Line-up 

This Section reviews some of the methods employed 
for the setting up of signal levels and transfer characteris-
tics in a colour camera channel. It is standard practice 
to align the master channel accurately and to use this 
as a reference for comparison in setting up the remaining 
channels in the camera. 

3.1 Accurate Adjustment of Signal Level and 
Transfer Characteristic 

The methods for accurately setting signal levels have 
become well established in monochrome practice. 

One method, now used frequently, employs a low-
frequency square wave of correct amplitude, upon 
which the signal to be adjusted is impressed. The 
technique is discussed more fully in Section 4.2. In 
order that the gamma correction control may be set 
to give the required transfer characteristic, a suitably 
engraved oscilloscope graticule may be used. 

Alternatively a linear step waveform may be fed 
through an external gamma correction circuit, the law 
of which is the inverse of that required. This signal 
may then be fed to the camera test signal input and the 
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gamma controls adjusted to obtain a linear waveform 
output from the channel. 

A third method requires an external gamma correction 
circuit having a pre-set law which is the same as that 
required by the camera channel. A linear sawtooth 
waveform is fed to this circuit and also to the camera 
channel test input. The output signals may then be 
compared in a difference amplifier, and the camera 
channel gamma controls adjusted for a null. 

3.2 Methods of Matching Other Channels to Master 
Channel 

Having aligned the master channel as above, the 
remaining requirement is to match the other channel 
gains and transfer characteristics to this as accurately 
as possible. 

Firstly, a difference amplifier and waveform monitor 
may be used, one input being the master channel, the 
other being switchable to the remaining channels in turn. 

Secondly, a superimposition method may be used, in 
which the master channel and any of the others may be 
superimposed on the waveform monitor. A refinement 
of this method utilizes an electronic switch operating 
at 121 Hz. The switch cuts between the master channel 
and the channel under adjustment, the output of the 
switch being displayed on a waveform monitor. If signal 
levels are unequal at any point on the waveform, the 
displayed trace 'flickers' at 121 Hz and thus camera 
channel controls may be adjusted to minimize this 
'flicker'. 

A further method for comparison of signal levels 
utilizes the camera line-up equipment (cLuE), a block 
diagram of which is shown in Fig. 1. 

The master channel and the channel to be adjusted 
are again fed to the inputs of an electronic switch, the 
output of which is displayed on a monochrome picture 
monitor. The switching signal is obtained from a divide-
by-four counter fed with line drive pulses. 

Alternate blocks of four lines from each input signal 
are thus displayed on the picture monitor, and inequali-
ties in signal levels at any point will result in horizontal 
bands of differing brightness. It has been found that a 
moving pattern provides a more sensitive indication of 
errors. Therefore the chosen switching frequency 
results in an upward movement of the pattern of one 
line per field. 

When adjusting signal levels high-frequency response 
is not essential and it has been found useful on occasions 
to insert a 1 MHz low pass filter in series with the display 
device to reduce the noise on the signal and thus obtain 
a clearer display. 

Fig. 2. The programme chain. 

r.s.s. burst phase = = 4.9 

r.s.s. differential phase = 778 = 8.8 

r.s.s. overall phase errors = V24 + 78 = 10 

tTechnical performance targets for a PAL colour 
television broadcastingchain', The Radio and Electronic 
Engineer, 38, No. 4, pp. 201-16, October 1969. 

MASTER CHANNEL 
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INPUTS FROM 
CHANNELS UNDER 
ADJUSTMENT 
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ELECTRONIC 
SWITCH 
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MONOCHROME 
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MONITOR 

Fig. 1. Simplified diagram of camera line-up equipment (CLUE). 

4. Coded Signal Amplitude and Phase 
Measurernent 

in this Section of the paper, practical working toler-
ances for some of the parameters of the coded signal 
which could be applied to apparatus inside a colour 
television studio complex are discussed. Details of 
methods of measurement involved in the line-up of the 
coder and other apparatus which carries the coded 
signal will also be given. Test signals particularly 
suited for continuous monitoring of the parameters of 
the signal, through all the operational processes of mixing 
and video-tape recording and replay, are also described. 

4.1 Working Tolerances for Burst and Differential 
Phase 

The performance parameters which affect burst and 
differential phase are those which are of particular 
interest here. The term 'burst phase' refers to the 
accuracy with which the burst axes are maintained with 
respect to the chrominance axes, during burst stabiliza-
tion and reinsertion processes, in vision mixers and 
video-tape machines. 

Much work has been done on the statistical analysis 
of measurements made on the diverse items of apparatus 
which comprise a vision distribution network, from the 
point at which the signal leaves a studio complex, 
through switching centres, to the transmitter aerials. 

B.R.E.M.A. has recently published recommended 
maximum tolerances for the PAL colour signal as 
radiated from the transmitter aerial.t 

Recently an analysis has been made of burst and 
differential phase errors in complete programme chains 
inside a television studio complex under operational 
conditions. The object of this analysis was to decide 
on provisional practical tolerances for the parameters 
mentioned which could be applied to the signals leaving 
the studio complex for distribution to the network. 
An allocation of this tolerance was made to each opera-
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tional area in the complex, in order that the overall 
figure would not be exceeded. 

The block diagram of the programme chain which was 
analysed and the tolerances which were allocated to 
each block in the chain are shown in Fig. 2. 

The angular tolerances which are published for the 
coder are shown in Fig. 3. It will be seen that a maximum 
error of 2° is allowed, between the burst and chrominance 
axes. 

135t1 

- u 

25511 

U 

REFERENCE 
AXIS 

Fig. 3. Coder axis tolerances. 

Referring again to Fig. 2 it can be seen that the burst 
phase of a signal at the output of the vision mixer can 
also be in error by up to 2°. 

The action of burst stabilization incorporated in most 
vision mixers will reduce any angular error in burst to 
chrominance axis relationship which may exist on a 
video tape machine replay, providing that the machine 
is replaying synchronously, and is phased so that the 
chrominance axes are correct with respect to the burst 
axis at the mixer output. This will also apply to any 
synchronous remote source. 

The differential phase errors shown in Fig. 2 are 
representative of those obtained in practice. 

Emphasis was placed on the practical nature of the 
analysis and it was found that the root of the sum of the 
squares of the individual tolerances gave a very close 
approximation to the overall figure obtained in practice. 
No mathematical justification of this statement has been 
attempted. 

UV IMO. 
frimearaikt 
11111111111 
mum MR 

4.2 Methods of Measurement used in Coder Line-up 

4.2.1 Coder calibrator 

The coder is lined up by means of voltage measurement 
of the components of a 100% colour bar test signal. 
The measurements are made differentially with reference 
to square waveforms of standard amplitude and of 
approximately 11 kHz frequency. 

As the display oscilloscope is being used to compare 
the amplitudes of sub-carrier signal components with 
the amplitudes of low frequency square waveforms, it 
is essential that the amplitude response of the oscilloscope 
Y amplifier is the same at both frequencies. This is 
achieved by the use of a simple cable equalizer on the 
Y amplifier input to the oscilloscope. 

The equalizer is set up by the use of a test signal 
which consists of a sine waveform of approximately 
sub-carrier frequency, and of precisely 0.5 V peak-to-
peak amplitude. This waveform is mixed with the 
11 kHz square wave also of precisely 0.5 V p—p amplitude. 

The equalization must include compensation for the 
amplitude loss, at sub-carrier frequency, in any flying 
coaxial leads or tie lines which are used for connecting 
the coder output to the oscilloscope and other measuring 
apparatus. The coder outputs must be monitored at a 
point in the signal chain, ideally at a jackfield, from which 
the chrominance to luminance ratio is equalized in the 
installation. 

The waveform as displayed on a correctly equalized 
oscilloscope is shown in Fig. 4(a). 

If the response of the oscilloscope amplifier and 
associated leads at sub-carrier frequency is high, with 
respect to the 11 kHz square wave, then the display is 
as in Fig. 4(b) and conversely if it is low, it is as in 
Fig. 4(c). 

The signals used for the alignment of the coder are 
generated in a coder calibrator unit which is part of the 
measuring equipment in every colour mobile control 
and studio apparatus room. 

The reference waveforms from this unit are stable in 
amplitude to within ± 0-1 dB, over many months of 

11101111ir 'WWI WWI 

(a) Correct. (b) High. (c) Low. 

Fig. 4. Responses of amplifier to 11 kHz square wave. 
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Fig. 5. Coder calibration display. 

operation, in ambient temperatures between 5°C and 
45°C. 

The reference amplitudes available are: 

(i) Luminance 0.7 V 

(ii) Syncs. and burst 0.3 V 

(iii) B—Y signal 0.612 V 

(iv) R—Y signal 0.861 V 

A photograph of the display produced when the 
R—Y signal is of the correct amplitude is shown in Fig. 5. 

The 90° angle between the chrominance axes is set by 
the 'twitter' method. The coder output is viewed directly 
on the equalized oscilloscope which is triggered so that 
the display alternates between successive lines of the 
PAL waveform. 

The 'twitter', which is a difference in amplitude of 
the waveform on alternate lines, is reduced as nearly 
as possible to zero by adjustment of the 'coder 90°' 
control. 

The burst 90° angle is pre-set on initial test to an accur-
acy of 90° + 1°, using a calibrated 90'' delay line and 
vectorscope. 

Carrier balances at black level and at peak white are 
carried out using the measuring oscilloscope at high 
gain, with the coder inputs shorted together. 

4.2.2 Use of colour signal analyser, 'A-scan' display 

The method of coder line-up described in the last 
section, although accurate in setting signal amplitudes, 

Fig. 6. Block diagram of measuring apparatus. SIGNAL 
IN 

PAL 
IDENT 

MIXED 
SYNC. 

is not as sensitive as could be desired for the setting of 
burst and chrominance quadratures. An alternative 
arrangement is shown in Fig. 6. It will be seen that it 
consists basically of the circuitry of a conventional 
colour signal analyser. 

It is intended that the four input waveforms that are 
required should be taken from the distribution to the 
coder being measured. The coded signal may be taken 
directly from the coder or via distribution amplifiers. 

The signal is passed through a chrominance band-pass 
filter to an AND gate, the output of the gate being the 
signal input to the demodulator. The gate is operated 
by the output of a divide-by-two binary switch, which 
is triggered by the PAL ident. square wave. The signal 
into the demodulator thus consists of two lines of signal 
followed by two lines of no signal. 
The oscilloscope trace in the 'no signal' condition is 

used as a zero reference for the measurements. The 
oscilloscope is set to give a single line display triggered 
by line syncs. The signal to the oscilloscope is fed via 
an IRE roll-off filter to eliminate noise and other spurious 
signals. 

In order to make measurements of carrier balances, 
all chrominance signals in the coder are switched to 
'off'. The demodulation axis in the measuring unit is 
set to coincide with the B—Y axis of the coder, by 
adjustment of the goniometer phase shift control. The 
B—Y axis is identified by the unswitched burst, the 
components of which, on the two lines displayed, lie 
over each other. 

If a B—Y carrier balance error is present, the demodu-
lator in the measuring apparatus will decode it as a d.c. 
voltage. As the reference gate switches the demodulator 
'on' and 'off' at a two-line rate, the display on the 
oscilloscope will be that of the reference line (no signal), 
with a second line, representing the d.c. shift due to the 
demodulated carrier unbalance. The spacing indicates 
the amount of error and can be calibrated (Fig. 7(a)). 
The lines are overlaid when no error exists. 

Differential carrier balance (crosstalk) is identified by 
separation of the two lines representing the period when 
the demodulator is switched 'on'. Figure 7(b) shows 
differential carrier balance errors only, Fig. 7(c) shows 
carrier balance and differential carrier balance errors 
together. 

When the demodulation axis is brought into phase 
with the R—Y axis, because of the PAL switching action, 

- CALIBRATED PHASE SHIFT 
GONIO 

DEMODULATOR  IRE FILTER 

GATE 
CR 0 

4, TRIGGER 
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/ e  
ERRORS 
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(a) B-Y carrier 
balance error. 
R-Y differential 
carrier balance 
error. 

ERRORS 

(b) B-Y differential 
carrier balance 
error. 
R-Y carrier 
balance error. 

Fig. 7. Balance errors. 

a carrier balance error will give a display as in Fig. 7(b) 
and a differential carrier balance error as in Fig. 7(a). 

White balance is checked with the chrominance 
signals in the coder switched 'on', and with the inputs 
shorted. The axes are identified as for carrier balance, 
and the displacement of the trace from the reference 
line indicates the error which is present. 

The quadrature of the chrominance and burst axes 
can be checked by direct measurement on the calibrated 
phase shifters. 

4.3 Methods of Phasing èoded Sources on a 
Vision Mixer 

4.3.1 Coder phasing and burst stabilization 

The signals from the coder jackfield are connected by 
cables of equal length to the vision mixer inputs. The 
vision mixer consists of a series of 'cutting' and 'fading' 
amplifiers, and a 'split screen' effects unit. 

The output of the selected amplifier is fed to an output 
stabilizing amplifier. This unit provides peak white 
clipping and clamping of the signal, together with sync. 
reinsertion and burst stabilization. The latter process 
is necessary in order that fades to black level and mixing 
can occur, without variation of the burst amplitude. 

In the method of burst:stabilization in current use, the 
burst on the input signal to the stabilizing amplifier is 
compared in amplitude with a reference burst. If an 
amplitude difference results from the comparison, then 
the error is fed back into the main signal chain of the 
stabilizing amplifier, in the appropriate phase, to correct 
the burst amplitude on the output of the vision mixer. 
In this particular system of amplitude stabilization, the 
phase and amplitude of the burst on the output of the 
vision mixer is always that of the reference burst. 

Thus it is necessary that the sub-carrier phases of all 
coded sources be adjusted so they are coincident with 
the reference burst, at the point of comparison. The 
effect on a vectorscope display of colour bars from a 
burst stabilized vision mixer output when the selected 
coder phase control is adjusted is one of rotation of the 
colour bar display around the burst. 

It is normally sufficiently accurate to set the burst on 
the appropriate part of the graticule of a high quality 

— f 11.477\ ERRORS 

REFERENCE LINE 

(c) B-Y and R-Y 
carrier balance 
with differential 
carrier balance 
errors. 

vectorscope, and phase each local coder, by setting the 
colour bar test waveform from each coder, to lie in the 
+ 'boxes' on the vectorscope graticule. 

Where remote synchronous sources are automatically 
controlled by a local phase comparator with a phase 
shifter at the remote site, the requisite accuracy of phasing 
is achieved by having available a small control of the 
phase of the reference sub-carrier into the phase 
comparator. 

4.3.2 Test signals in the field interval for use in 
colour phasing of vision signals 

In this paper so far, working tolerances for phasing 
have been discussed, and methods of measurement and 
line-up of apparatus have been described, which enable 
the tolerances to be met. 

Consideration has also been given to the provision of 
a suitable test signal which could be inserted in the field 
blanking interval and would enable the phase parameters 
of the colour signal to be continuously monitored, 
through all the mixing, recording and replaying processes, 
before being fed to the network. Various forms of 
insertion test signal (i.t.s.) were considered. 

The simplest form of test signal can be generated 
by the addition of two lines of inverted line-blanking 
to the burst gating pulse, on the appropriate lines in the 
field interval. The output of the coder during these 
two lines would be a block of sub-carrier, switched in 
phase on alternate lines and of 0.3 V peak amplitude. 
The amplitude would be at 0.3 V p-to-p, due to the in-built 
amplitude limiting action of the burst gating pulse input 
circuitry. 

Figures 8(a), (b) and (c) show the waveform of the 
test signal and also diagrams of vectorscope displays, 
obtained when the signal is correctly and incorrectly 
phased, with respect to a stabilized burst. 

From the operational point of view it is believed that 
this particular signal has several disadvantages. If the 
gain of the vectorscope has been set to give the correct 
saturation on a reference source of 100% colour bars, 
then the display of the burst is rather small to enable 
one to see small angular discrepancies between the 
stabilized burst and the i.t.s. The signal is of too low an 
amplitude to give any indication of differential phase 
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(a) Signal waveform of the simple insertion test signal. 

(b) Vectorscope display when signals are correctly phased in the 
vision mixer. 

(c) Vectorscope display when signals are incorrectly phased in the 
vision mixer. 

Fig. 8. 
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distortion and likewise for absolute sub-carrier amplitude 
and differential gain. 

It was considered that, to be of maximum use, the 
i.t.s. should be representative of the full excursion of the 
coded waveform, and that it should be inserted as 
early as possible in the vision chain. In this way the i.t.s. 
would indicate the performance of the vision chain in 
its entirety. 

A full 100% colour bar signal is used in the installation 
to be described. The signal is injected into the coder RGB 
waveform on two consecutive lines during the field 
interval. 

The method of insertion is shown in Fig. 9. It will be 
seen that a level raising amplifier is necessary to make 
up the 6 dB loss in the delta mixing pad. In many 
installations a distribution amplifier is used to distribute 
RGB waveforms. In the i.t.s. colour bar installation 
to be described, the distribution amplifiers were chosen 
to have 6 dB gain. 

The resistors used in the pad are high stability resis-
tors, and the 6 dB amplifier must have a very good gain 
stability performance. As the RGB signals are moni-
tored, and distributed, after the distribution amplifiers, 
then any slight discrepancy in amplitudes due to the 
pads or amplifiers is taken up during line-up of the RGB 
source. 

To avoid the necessity of two colour bar distribution 
systems in any studio or colour mobile control room 
that is equipped to use i.t.s. colour bars, one colour bar 
generator is used for both purposes. Full colour bars 
are only available when i.t.s. colour bars are not required. 

A diagram to show the basis of the modified colour 
bar distribution system is shown in Fig. 10. 

The colour bar generator is normally triggered by 
mixed blanking to give a full colour bar display. The 
i.t.s. pulse generator produces line blanking on the two 
lines chosen for the i.t.s. A relay mounted in the rear 

connection panel of the colour bar generator selects 
either normal mixed blanking or the output of the i.t.s. 
trigger pulse generator. Thus the colour bar generator 
can give either full colour bars, or two lines of colour 
bars in the vertical interval. 

The standard colour bar distribution is used, the 
cabling to the coders being intercepted in order to include 
the switching unit. 

When the control switch is operated to select 'full 
colour bars', relay RLT is at rest and RLT 1 allows the 
colour bar generator to be triggered for full colour bars. 
Relays RLA, RLB, and RLC are also at rest and full 
colour bars are passed to the colour bar input of the 
coder for normal use. 

The colour bar inputs to the delta mixing pads are 
terminated with a 75 Q + 0.1 z resistor. The camera 
signals are attenuated by 6 dB in the pad, and the loss 
is made up by the 6 dB amplifiers which are used for 
RGB signal distribution. 

COLOUR BAR INPUTS FROM DISTRIBUTION 

r ., 
R G B 

s 

CAMERA 
OR 
TELECINE 

G 

Fig. 9. Insertion of i.t.s. bars. 

R G B. 
SIGNALS 
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MONITORING 

When the control switch is operated to select `i.t.s. 
colour bars', contact RLT 1 makes, to trigger the colour 
bar generator from the i.t.s. trigger pulse generator, and 
relays RLA, RLB, and RLC also operate. 

The colour bar input to the delta mixing pads is now 
fed from the output of the colour bar distribution 
amplifiers which have a 75 Q + 0.1 z sending impedance. 
These distribution amplifiers now distribute i.t.s. colour 
bars, which are mixed with the camera outputs. 

This system can be applied to any RGB originating 
source, cameras, telecine machines or caption scanners. 

It will be seen that when i.t.s. colour bars are selected, 
they are present on all local sources, and full colour bars 
are not available. It has been shown in studio and 
outside broadcast operation that full colour bars are not 
required once the main line-up and vision link tests are 
completed. 

4.3.3 The uses and advantages of interval test 
signals under operational conditions 

It has become an operational requirement to have in 
the field interval of each signal an indication of some 
of the main parameters of the signal. This has become 
necessary in order that, in major network operations, 
where many telecine and video-tape machines, and remote 
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Fig. 10. Its-colour bar distribution. 

outside broadcasts, contribute to a programme, the main 
signal parameters can be monitored to maintain pre-
scribed tolerances. 

Operational experience to date has indicated that the 
following parameters require to be checked on each 
contributory source to a programme: chrominance to 
luminance gain inequality, differential phase and gain 
errors, absolute phasing of the chrominance axes of the 
signal (with reference to the colour burst on the output 
of the main vision mixer). 

The i.t.s. 100% colour bar signal enables the checks 
to be made to a first order by the use of high grade 
waveform monitors and vectorscopes which have been 
designed to monitor interval test signals. 

The check and any resulting adjustments can be made 
whilst the signals are in use for rehearsal purposes. 
Equalization and phasing of the signals on the main 
vision mixer can be appraised. Signal amplitude adjust-
ments can be made to the complete vision chain and the 
line-up of decoders can be carried out. 

It is believed that with further experience in the use 
of interval test signals it might be possible to make an 
improvement in the efficiency of the operation of the 
service, as some engineering line-up processes could 
take place whilst signal carrying equipment is in use 
for operational purposes. 

0.) 
ALL RELAYS SHOWN IN 

'FULL COLOUR BARS' 
POSITION 

o 
SIGNAL 

5. Some Waveform Distortion Measurements 

Waveform distortion may be introduced not only by 
the major pieces of equipment such as camera channels, 
vision mixers, video-tape recorders and micro-wave 
links, but also by the less complex stages such as distri-
bution and line sending amplifiers, routing devices, etc. 
In view of the large number of this type of unit through 
which a vision signal may pass between the source and 
the transmitter, the amount of distortion introduced 
by each must be very small. Consequently, it is desirable 
that methods of measuring waveform distortion should 
be extremely sensitive. 

5.1 Linear Waveform Distortion 
5.1.1 Pulse-and- bar methods 

The use of a sine-squared pulse and a bar with inte-
grated sine-squared transitions is now well established 
as a means of assessing the gain/frequency and phase/ 
frequency response of equipment which is used to handle 
monochrome television signals. For equipment which 
is to be used with coded colour signals, additional test 
signals are necessary which are more sensitive to those 
distortions occurring over the chrominance passband. 
Consequently variations of the 'pulse and bar' waveform 
are required. 

The process used to transmit the chrominance signal 
is a double sideband suppressed carrier modulation of a 

March 1971 

121 



I. H. TEEAR, J. D. HUGHES and M E. HILL 

Fig. 11. Colour pulse and bar. Used for assessing linear waveform 
distortion in the chrominance band and sub-carrier rectification. 

iminummum 
logo 11 

Fig. 12. Colour pulse and bar after the sub-carrier has been 
removed by filters. The variations in the height of the pedestal 

are the results of sub-carrier rectification. 

sub-carrier whose frequency is approximately 4.43 MHz. 
Since the chrominance signal has a bandwidth of 1 MHz 
the chrominance circuit is required to pass signals 
between 34 MHz and 54 MHz. 

The signal used to assess linear waveform distortion 
over this band consists of a 4.3 MHz carrier which is 
suitably modulated with a sine-squared pulse and bar 
whose bandwidth is sensibly 1 MHz, i.e. the half ampli-
tude duration of the pulse is 1 µs. The modulated pulse 
and bar are symmetrical about a mean level and they are 
superimposed on a pedestal of half their peak-to-peak 
value. 

Distortion occurring over the chrominance passband 
may be assessed by matching the received waveform to 
an engraved graticule in the usual way. K-factors may 
thus be assigned. 

If equipment is unable to handle high amplitudes of 
colour sub-carrier, or if there is any degree of non-
linearity, partial sub-carrier rectification may take place. 
This introduces a component which causes a change 
in the luminance signal amplitude, i.e. chrominance to 
luminance 'crosstalk' occurs. 

To detect and measure sub-carrier rectification the 
modulated bar is used. At the receiving terminal the 
sub-carrier is removed by means of a band-stop filter. 

122 

Sub-carrier crosstalk will produce a change in the 
amplitude of the pedestal which can be seen easily by 
comparison with the pedestal on either side of the bar. 
The variation in pedestal height expressed as a percen-
tage of the chrominance amplitude is the amount of 
chrominance/luminance crosstalk. 

5.1.2 Sine-squared pulse method 

Generally the variations in transfer characteristic 
which produce distortion of the pulse shape are smooth, 
and loss of one sideband with respect to sub-carrier 
frequency may be compensated by relative boost to the 
other sideband. This, however, may result in an overall 
loss or increase of the chrominance signal amplitude 
with respect to the luminance signal amplitude. Similarly, 
errors in chrominance to luminance timing may occur. 

For accurate comparison of chrominance/luminance 
gain and delay it is desirable that both the modulated 
chrominance pulse and the original modulating wave-
form are available at the measuring point. The wave-
form used is formed by the linear addition of a modulated 
sine-squared pulse of half-amplitude duration 1 µs and 
the modulating pulse. The resulting waveforms are 
shown in Fig. 13. 

The base of the waveform is normally flat (Fig. 13(a)). 
Chrominance/luminance gain inequality will cause the 
base of the waveform to bow upwards for chrominance 
loss (Fig. 13(b)), and downwards for chrominance 
boost (Fig. 13(c)). 

Chrominance/luminance delay inequalities cause the 
base of the waveform to become S-shaped (Fig. I 3(d) 
and (e)). 

To measure these gain and delay inequalities special 
test equipment is used (Fig. 14). At the receiving point 
the distorted signal is split into two chains (chrominance 
and luminance) by band-pass and band-stop filters. One 
chain contains a variable gain and a variable delay stage. 
The other has a fixed gain and delay which is equal to 
half that of the variable gain and delay stages. 

DISTORTED DELAY VANIALt CORRECTED 
SIGNAL IN GAIN SIGNAL OUT 

Fig. 14. Simplified diagram of colour gain and delay tester. 

The controls are adjusted to produce gain and delay 
inequalities of the same magnitude but in the opposite 
sense to those present on the received signal and thus 
reproduce the original waveshape. The additional 
signals required are combined with the existing ones to 
produce the chrominance/luminance pulse and bar 
waveform (Fig. 15). 

This consists of 

(i) A sine-squared pulse of half amplitude duration 
0.1 its or 0.2 µs. 
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(ii) A chrominance pulse. by circuits which are to be used for monochrome signals 
(iii) A 10 gs pedestal with a 7 its block of colour is usually made with a five-step staircase waveform. The 

sub-carrier, received signal is differentiated, and the resulting pulses 
(iv) A 22 jis bar with transitions corresponding to the are filtered to give them an approximate sine-squared 

selected pulse. shape. Incremental gain variations are revealed as 
(v) Line synchronizing pulses 0.3 V peak-to-peak variations in the height of the pulses. 

negative-going. 

5.2 Non-linearity Distortion 

In order to measure differential gain and phase dis-
tortion colour sub-carrier is added to each of the levels of 
the staircase. Synchronizing pulses and a reference 

Assessment of the non-linearity distortion introduced burst arc also included ( Hg. 16). 

(a) Normal pulse. 

(d) Chrominance lead. 

1 
imaU illEr 111111 

(b) Chrominance loss. 

(e) Chrominance lag. 

Fig. 13. Chrominance pulse waveforms. 

1111111p 11111111 
11 
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(c) Chrominance boost. 

Fig. 16. Staircase with added sub-carrier for measurement of Fig. 15. The chrominanceiluminance pulse-and-bar waveform. 
differential gain and phase distortions. 
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Fig. 17. Sub-carrier extracted from distorted waveform showing differential gain. 

Differential gain distortions will cause the amplitude 
of the superimposed sub-carrier to vary from step to 
step. These amplitude variations are more easily seen 
if the signal is passed through a band-pass filter which 
rejects all but the sub-carrier (Fig. 17). 

Differential gain is expressed as 

where y is the amplitude of sub-carrier which differs 
most from the amplitude of the sub-carrier which 
occupied the black level period of the test signal x. 

Differential phase distortion causes the phase of the 
superimposed sub-carrier to change from step to step. 
It is of course almost impossible to detect these phase 
changes with an oscilloscope. 

The equipment used to measure differential phase 
distortion (Fig. 18) consists of: 

(i) A burst locked oscillator which will regenerate 
sub-carrier at the same frequency as that on the 
test signal. 

(ii) A calibrated phase shifting network. 

(iii) A synchronous phase demodulator. 

(iv) A suitable display device. 

The output from the phase demodulator will vary in 
amplitude as the phase between the signal being measured 
and the regenerated sub-carrier varies. During the line 
blanking interval the demodulator output is zero, and this 
is used as reference level. The display is easier to read 
if this reference level is clamped to zero volts (Fig. 19(a)). 

The controls of the calibrated phase shift network 
may be adjusted to position any part of the display on 
the reference. It is thus possible to measure the phase 
difference between the sub-carrier at black level, and that 
on any other step (Fig. 19(b) and (c)). The largest of 
these phase differences is quoted as the differential 
phase distortion. 

SIGNAL   
BURST LOCKED 
OSCILLATOR 

SYNCHRONOUS 
DEMODULATOR 

Fi CALIBRATED 
PHASE SHIFT 

1 TO C R.O. 
CLAMP )1> 

H SYNC. 
SEPARATOR 

Fig. 18. Simplified diagram of a signal analyser. 

Inall ETU 1111111 
11411111111111 11 Mar! 
11111111111111111. 1111111111111.1 11111%11111 
11111111111 MOM 115111111 
Fig. 19. (a) Demodulator output 
showing differential phase distortion. 

(b) The step which corresponds 
to sub-carrier at black level is 
positioned beside the reference. 

(c) Calibrated control adjusted to 
position white step opposite 

reference. 
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Fig. 20. Staircase waveform on one line in four. 
may be white level or black Jew'. 

The other lines 

The output from the demodulator produced by the 
reference burst is suppressed. 

The test signals may be generated at standard line-up 
level (1 V peak-to-peak) and also at + 3 dB. To produce 
a change in mean level of the test signal the staircase 
waveform may be generated on one line only out of 
each successive four lines. The remaining three may be 
either at peak white level or at black level (Fig. 20). 

The 

Authors 

1111LPrI à 

5.3 Noise Measurement 

It is well known that the subjective annoyance of noise 
on a picture decreases as the noise frequency increases. 
A weighting network may be used to attenuate the higher 
frequencies when making measurements of the signal-
to-noise ratio. 

With colour signals the noise which occurs in the 
chrominance band will be demodulated in the decoder, 
and appear on the displayed picture as low frequency noise. 
It is therefore necessary to be able to measure the noise 
introduced in the chrominance band. 

This is done with the aid of a 2 MHz band pass filter 
centered about 4.43 MHz. The transfer characteristic 
of the filter gives the same weighting to noise components 
up to 1 MHz on either side of the centre of the passband 
as is given to noise up to 1 MHz by a luminance weighting 
network. 
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Relationship between F.M. Noise and Current 
Noise in a Cavity- controlled Gunn Effect Oscillator 

By 

M L MEADE, B.Sc. Tech.* 

A theory is developed to account for the observed ratio of f.m. noise and current 
noise in a cavity-controlled Gunn effect oscillator. The noise processes are 
assumed to have their origin in spontaneous fluctuations in the carrier concen-
tration of the GaAs layer which give rise to a modulation of the Gunn diode 
impedance. The principal parameters of interest in the study are device current 
and domain capacitance both of which are functions of the carrier concentration 
n and the internal field F of the GaAs layer. 

In order to estimate the relative contribution of the two terms in the expression 
derived for fluctuation in the device an analysis is made of the fluctuation 
mechanisms in terms of the zero-diffusion model of a propagating domain. 
It is concluded that the term representing the effect of internal field fluctuations 
makes only a minor contribution to the f.m. noise and current noise. Ex-
perimental evidence is produced in support of the theoretical study and an 
estimate is made of the carrier concentration fluctuation. 

1. Introduction 

Gunn effect oscillators have become established as a 
convenient and reliable means of microwave power 
generation and they are now finding application as 
klystron replacements in a variety of systems where 
cost and size are at a premium. A great deal of effort 
has gone into improving the frequency stability of Gunn 
effect oscillators for applications where oscillator noise 
determines the ultimate sensitivity of the system, and 
Hobson' has proposed a fundamental limit to the 
frequency stability. The limit is governed by the time 
jitter of the current waveform at the point of domain 
triggering, and is essentially a thermal noise restriction, 
requiring that the fluctuation in the instantaneous 
frequency of the oscillator (f.m. noise) is a white-noise 
process. Unfortunately, as is often the case with semi-
conductor devices, the thermal noise processes are 
masked at low frequencies by excess noise which has a 
l/f power spectrum and which is usually sufficiently 
strong to be dominant at modulation frequencies 
greater than 1 MHz. Because of the steady roll-off in 
f.m. noise power it is possible to have the situation where 
a Gunn effect oscillator compares unfavourably with a 
klystron for audio-frequency fluctuations, but is superior 
to the klystron in a higher frequency band. For a care-
fully designed Gunn effect oscillator and an average local 
oscillator klystron the cross -over point usually occurs 
at noise modulation frequencies between 1 kHz and 
10 kHz. 
When a Gunn effect oscillator is operated under 

constant-voltage conditions the device current is found 
to exhibit fluctuations which have the characteristics of 
1/f noise. It has been shown' that the f.m. noise and 
the current noise have a reasonably high index of 
correlation (typically 0.6-0.8) and that the f.m. noise 
remains unchanged when the oscillator is supplied from a 
constant-current source.3 In this case correlation exists 
between the f.m. noise and the 1/f noise voltage appearing 
at the diode terminals. 

t Physics Department, J. J. Thomson Laboratory, University of 

Reading, Whiteknights, Reading RG6 2AF. 

The 1/f nature of the correlated noise processes suggests 
that they have a common, non-thermal, origin and it is 
consistent with the experimental evidence to attribute 
these observable fluctuations to non-thermal variations 
of the carrier concentration in the active GaAs layer. 

Carrier concentration fluctuations have the effect of 
modulating the Gunn diode impedance as viewed from 
both the d.c. bias and microwave circuits. Under 
constant-voltage conditions the resulting fluctuations in 
the diode bias current and in the frequency (and ampli-
tude) of microwave oscillation may be regarded as 
linearly scaled versions of the original fluctuation in 
carrier concentration, provided of course that the 
percentage fluctuations are sufficiently small. In practice 
the linearity of the modulation is emphasized by the fact 
that the current noise and f.m. noise have similar 
spectral characteristics and exhibit an appreciable 
degree of correlation. 

The purpose of this paper is to account for the ratio 
of f.m. noise to current noise which we have measured 
recently in a large batch of Gunn oscillators in terms of 
the domain theory of Butcher, Fawcett and Hilsure and 
the small-signal equivalent circuit theory of Hobson.5 

2. Method of Analysis 

When assessing the effect of carrier concentration 
fluctuations on the impedance of the Gunn diode the 
principal parameters of interest are device current and 
domain capacitance which can generally be written in 
terms of both carrier concentration, n, and the internal 
field, F, of the GaAs layer. We calculate the fluctuation 
in a device parameter y from an expression of the form 

osy , ( dF „ 
Ay«) = [— 9y arm.) 

an (3F d n 

where An(t) is the non-thermal fluctuation in carrier 
concentration, measured from the mean value n = no. 

In writing ( 1) we have assumed that the derivatives are 
sensibly constant for small deviations from the selected 
operating conditions but we have included no bandwidth 

(I) 
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limitation in the formulation. Now in practice there 
will always be a finite time-constant which limits the rate 
at which the domain structure can fluctuate, following 
variations in the carrier concentration. When operating 
in a transit-time mode the effective time-constant is 
determined by the domain capacitance and the bulk 
resistance of the GaAs layer, whilst in cavity-controlled 
operation the time-constant is much larger and is 
approximately equal to the decay-time of the resonant 
structure. In either case the effective bandwidth is large 
compared with the low-rate fluctuations which are of 
interest and we can include fluctuation-modulation 
frequencies of several megahertz in our calculations. 

The second term on the right-hand side of equation ( 1) 
represents the contribution made by fluctuations in the 
internal field configuration of the GaAs layer and these 
in turn can be related to velocity fluctuations of the 
domain in transit. Matsuno6 has used these fluctuations 
in his description of a Gunn oscillator noise model but 
has relied upon the experimental determination of some 
of the important differential coefficients. Now it is very 
difficult to make small static changes in the operating 
conditions of a Gunn oscillator without introducing 
spurious thermal effects due to heating of the sample, 
also the results obtained are not explicitly related to the 
dimensions of the Gunn diode structure. In view of these 
difficulties there is an obvious need to supplement the 
work of Matsuno by a theoretical study of the fluctuation 
mechanisms in the Gunn effect; this would enable us to 
interpret noise data without the need for poorly-defined 
supplementary measurements and give an indication of 
the relative contribution of the two terms in equation ( 1). 

We have accordingly carried out an analysis based on 
the zero-diffusion model of a stable propagating domain 
described by Butcher, Fawcett and Hilsum.4 This is the 
only domain description which lends itself to analysis 
without resort to digital computing techniques and many 
of the calculations can be resolved by means of simple 
geometric constructions. Despite the simplifications 
inherent in the zero-diffusion theory a number of 
important features emerge which are applicable to more 
complicated domain structures. This is particularly the 
case when the domain area is considered rather than the 
specific shape of the domain. 

3. The Domain Model 

With the short sample length of an X-band Gunn 
diode and bias fields not more than a few times 
threshold, the electric field within the GaAs layer, in the 
limit of zero diffusion, has the form of a propagating 
triangular domain region surrounded by neutral material. 
The uniform field within this external region is denoted 
by FR and is less than the threshold field FT. The peak 
domain field is FD, the domain width is d and the zero-
diffusion approximation requires that the domain 
velocity, VD, is equal to the drift velocity, vR, of the 
electrons in the neutral low-field region. Figure 1 shows 
the domain structure and Fig. 2 shows the fields FR and 
FD in relation to a three-line static velocity-field charac-
teristic for GaAs.' 

Field 

Distance 

Fig. 1. Internal field distribution in the limit of zero diffusion. 

The domain potential OD is defined as the area under 
the field plot above the field FR in Fig. 1. We have 

1-d(F, — FR)  (2) 

where the domain-width is4 

d = 28-82:en (FD—FR)  (3) 

Here n is the carrier concentration and Cr is the relative 
permittivity of bulk GaAs. Combining equations (2) 
and (3) we obtain 

£OCr 
-2 en (FD-FR)2 (4) 

Equation (4) can be rewritten to eliminate the peak 
domain field FD. To do this we make use of the 'equal 
areas rule' which relates FD, FR and the domain velocity 
and requires that the areas shown shaded in Fig. 2 are 
equal in magnitude. The domain potential can now be 
written as 

= 60 Er 
1 0D at)2(FT — Fra2  (5) 2eri 

Œ is a constant of the material given by 

Fv —FT 
CC =  (6) 

FT- FRv 

Velocity, 

v(F) 

vR 

..... - 

FR FT Field, F 

Fig. 2. Three-line approximation to the static velocity-field 
characteristic showing the fields FT, FR and FR. The shaded areas 

are equal in magnitude. 
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Fv is the valley field and F" is defined in terms of the 
low- and high-field mobilities p, and p2.4 

A further relationship between OD and the 'outside-
field' FR arises from the external bias condition obtained 
by integrating the field distribution in Fig. 1 over the 
length / of the GaAs layer. If the applied bias voltage 
is (/),, then 

OB = + FR I  (7) 
Because OD is defined in terms of the domain area, (7) is 
a general result which does not depend upon the specific 
shape of the domain. We see that if is fluctuating 
as a result of fluctuations in carrier concentration then 
there must be a compensating variation in FR to maintain 
the bias condition (7). Differentiating equation (7) with 
the bias voltage held constant we obtain, 

ddD dFR 

dn + I = ° 
(8) 

We now have sufficient information to specify the 
domain parameters in terms of the GaAs constants and 
to calculate the derivatives d0o/dn and dFR/dn for use 
in following sections. We obtain 

d FR = - (FT - FR)-- K 1 
dn n 24D — FR) 
d4 0 ] 
dn = (Wit 

dn 

(9) 

4. Current Noise 
From a physical viewpoint the neutral region with 

uniform field FR and the domain region are series con-
nected. Whilst the domain is in transit, therefore, the 
current in the external circuit can be made equal to 
either the conduction current outside the domain or to 
the displacement current within the domain. The con-
duction current density is 

J = nevR = nep, FR  (10) 

where the drift velocity is determined by the low-field 
mobility p , and the outside field FR. 

Measurements show that both above and below 
threshold thermal noise and shot noise in the Gunn diode 
current are masked by a 1/f process. Let us now suppose 
that when a domain is in transit the carrier concentration 
has a non-thermal fluctuation An(t) measured about the 
mean value no, and calculate the resulting fluctuation 
in current density A./(t), when thermal noise and shot 
noise are negligible. We obtain 

AJ(z) = --] Linw 
DJ DJ dFR A 

Dn f3FR dn 

d  = ep1 [FR + n FRn ]An(t)  (12) 

Both equation ( 12) and the subsequent relation ( 13) 
(below) are quite general in form and are applicable to 

any domain model. 

Now the collapse and nucleation of a domain are 
governed by a very short time-constant, so that the noise 
current-density is given by equation (12) for the greater 
part of a transit cycle. Low-pass filtering in the bias 

current monitor circuit will result in an output pro-
portional to a smoothed version of AJ(t) with an upper 
cut-off frequency determined by the monitor circuit— 
this may be well into the u.h.f. region. If the device area 
is A 0 then the current fluctuation for frequencies within 
the monitor circuit bandwidth is 

d R 
Ai(t) = Ao ep i [FR+ n - F ]àn(t)  (13) 

dn 

The derivative dFR/dn has been given by equation (9). 

Combining (9) and (13) we obtain, 

(I)D(FT - FR) 
Ai(t) = Aoeili [FR — An(t)  (14) 

20D - /(F - FR) 

5. F. M. Noise in Cavity- controlled Oscillators 

When a cavity-controlled Gunn oscillator is in stable 
oscillation the reactance of the active device is balanced 
by an equal and opposite component from the external 
circuit. Fluctuations in the device reactance must now 
be compensated by variations in the frequency of 
oscillation, coo, and a first-order analysis shows how the 
frequency fluctuations (f.m. noise) can be reduced by 
the use of an external circuit with high Q-factor. 

If we assume that the cavity control mechanism has a 
simple phenomenological description such as the delayed 
transit-time mode' or the 'quenched' domain mode of 
operation,' then the choice of a moderately high bias 
voltage ensures that the domain is in transit for the greater 
part of a microwave cycle. The average reactance of the 
Gunn diode over a microwave period now approaches a 
value appropriate to a device containing a domain which 
is perturbed by an r.f. field. A rigorous analysis of the 
true experimental situation can only be carried out by a 
computer simulation; however we would hope to gain 
some physical insight into the fluctuation mechanisms 
by using Hobson's results' for the small-signal Gunn 
diode impedance, calculated by considering the response 
of the device to an r.f. signal perturbation. This shows 
that the diode reactance can be approximated by the 
small-signal capacitive reactance of the dipole domain 
which has net charge qo given by the integral 

q, = r[N(x)-n]e dx  (15) 

where N(x) is the electron density as a function of position 
within the sample and n is the carrier concentration of 
the GaAs layer. Referring to the triangular domain 
structure shown in Fig. 1, the spatial origin is at the 
position of peak domain field FD and the integration is 
taken in either the positive or negative direction. Using 
Poisson's equation, (15) may be evaluated to give, 

qD = 80 er(FD - FR) 
= [280 erneODP 

(16) 

Equation ( 16) refers to unit cross-sectional area. The 
small-signal domain capacitance for a device of area A 0 
is given by 

CD = Ao ra- -D-d = A° - [n 2e658°81+ 
D D 

 (17) 
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Let us now suppose that the carrier concentration in 
the GaAs layer has a non-thermal fluctuation An(t) about 
a mean value no. The resulting fluctuation in domain 
capacitance is now 

aCD DCD &bpi 
ACD(t) = [—On + W D--dn jAn(t) (18) 

Using equations (9) and (17) we obtain 

ecdo = [ 4)°— l(FT — FR) I An(t)  (19) 
n 21)D — /(FT — Fa) 

If the Gunn diode is coupled to a microwave circuit 
with net reactance X0, then it can be shown that the 
fluctuation Aco(t) in the oscillation frequency coo required 
to compensate the above changes in domain capacitance 
is approximately 

ACD(t) 
Aco(t) = 

dXn 
co„ r.2 

(20) 

This formulation is valid for fluctuations well within 
the bandwidth of the microwave circuit. 

We can convert equation (20) to a more useful form 
by noting that the loaded Q-factor of any resonant 
structure is given by 

wo fc1X01 

QL 2RL L do) j 
where RL is the total circuit loss. In the case of a negative 
resistance oscillator the amplitude of oscillation builds 
up until RL is cancelled by an equal and opposite com-
ponent from the active part of the circuit. 

6. F. M. Noise to Current Noise Ratio 

The purpose of this Section is to derive an expression 
for the ratio of f.m. noise and current noise in a Gunn 
effect oscillator on the assumption that the oscillator is 
delivering maximum power at a bias field of approxi-
mately three times threshold. We shall further assume 
that the product of carrier concentration and length of 
the GaAs layer, no /, is approximately 10 16 IT1-2 ; this 
condition is appropriate for both X-band and Q-band 
operation and ensures that the domain width is much less 
than the layer length. 

We shall use the GaAs parameters of reference 4 which 
gives a small but finite value for p2, the high field mobility. 
The final results are found to be substantially indepen-
dent of the precise value of p2, provided that the ratio 
1.71/µ2 is sufficiently high ( > 100). Solving equations (5) 
and (7) simultaneously for a bias voltage of 3FT 1, and 
an no / product of approximately 1016 m-2, the domain 
potential and outside field are, to a close approximation, 

OD/1 = 6-5 x 105 V/m, FR = 2.5 x 105 V/m  (22) 

Calculating first of all the current noise from equation 
(14) we obtain 

M(t) = 2-2 x 10- '4 AD An(t)  (23) 

The internal field fluctuation is accounted for by the 
second term in equation ( 14) which makes only a 10% 
contribution at the selected bias voltage; the result is 
not significantly affected by a + 10% change from the 

(21) 

bias voltage of 3FT / (+ 1 V at X-band). For pro-
gressively higher bias voltages however, the second term 
makes a larger contribution whilst FR is reduced. The 
net result is a reduction in current noise because dFR/dn 
is negative. Examination of equation (14) for large bias 
voltages shows that the current noise cannot fall to zero 
as long as the sample supports a triangular domain. 

Turning now to f.m. noise (Section 5), we make use 
of the following expression for domain capacitance 
calculated from equation (17): 

n 
C D = 3.7 x 10-18 A o ( „2-')  (24) 

For 0.01 Slm material with active length 10 gm, CD has 
a value of about 0.3 pF. 

Inserting the internal field values from (22) into 
equation (19) we calculate the following value for the 
capacitance fluctuation 

ACD(t) = 0.48 — An(t)  (25) 

Now the value obtained when the second term in 
equation ( 18), involving clOD/dn, is neglected is 

CD 
ACD(t) = —2n An(t) (26) 

Comparison of these two results shows that on the basis 
of the zero-diffusion model the fluctuations of the 
internal field do not have a significant effect on the 
variation of domain capacitance with respect to carrier 
concentration. These remarks apply for bias voltages 
such that 21)D > (FT — FR)!. 

The frequency fluctuation corresponding to a carrier 
concentration fluctuation An(t) may now be calculated 
from equation (20) using ( 19) and (24); we obtain 

6.3 x 10 16 / 

Ao QL RL nt) An(t) 
Aco(t) = (27) 

Aco(t) represents the deviation of the oscillator frequency 
from the mean value coo. Let us define the r.m.s. fre-
quency deviation in hertz by 

1   
Mm.,. = — [ào)2(t)]* 

27r 
(28) 

Similarly the r.m.s. values of the current fluctuation and 
the concentration fluctuation are respectively rms and 

The ratio of f.m. noise to current noise may now be 
calculated from equations (23) and (27), the result being 

M..... 4'55 x 1029 ( 1 Y 
M ...s. = AâQLRL \nid 

(29) 

For the purpose of comparison with experiment it is 
desirable to include in the formulation as many measur-
able quantities as possible. Accordingly we may eliminate 
the device area from equation (29) by introducing the 
low-field resistance, Ro, of the GaAs layer defined by 

Ro = — 
Po' _ 
Ao  nep1A0 (30) 
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By using (30) we can express the ratio of f.m. noise to 
current noise in terms of the low-field resistance, carrier 
concentration and length of the device, together with the 
loaded Q-factor and circuit loss of the microwave circuit. 
The result is 

= 1•4.55 x 10-9 Coy- Rn2 
/3 

Air.m.s. 1.. 

(31) 

7. Experimental Results 

A large number of Gunn diodes were available for the 
measurement of frequency-modulation noise and current 
noise. The devices were prepared from three different 
slices of epitaxial GaAs and each had the following 
nominal characteristics for X-band operation: 

length of active layer, / . 
resistivity, po 
contact diameter . 

. 10 gm 

. 0-01 nm 

. 100 gm 

The low field resistance Ro is about 13 i2 for these 
dimensions. 

The diodes were mounted in a waveguide 16 cavity 
of the type described by Court et al.9 and oscillations 
were obtained at a frequency of 9-5 GHz with the short-
circuit plunger approximately one half-wavelength 
behind the diode. In all cases maximum power output 
occurred in the bias voltage range 9 V + 1 V. 

From reference 9 we have the following value for the 
rate of change of mount reactance with frequency. 

[dX0 —dco = 2QL RL 27rZo  (32) 

where Zo is the characteristic impedance of the wave-
guide. Scanlan and Kodali 1° have shown that for this 
type of mount it is appropriate to define Zo on a power/ 
voltage basis. 

F.m. noise was measured using a wideband micro-
wave discriminator operating on the interferometer 
principle, and current noise was measured by means of 
a monitor resistor included in series with the Gunn 
diode. 

At MS 
A irms 8 

HZ/A 

4« 

4-

2 

Batch No. I, • 

2, o 

3, • 

The noise voltages so produced had the characteristics 
of l/f noise and it was therefore quite impracticable to 
measure the total r.m.s. value as assumed in previous 
Sections. To overcome this difficulty the noise voltages 
were filtered using a narrow-band tracking filter tuned 
to 1 kHz and the filter output was then taken to a wide-
band analogue multiplier connected as a true mean-
square indicator. The filter had a bandwidth of 50 Hz 
with a fourth-order band-pass response to reduce the 
effect of large low-rate deviations and a good long-term 
average of the filter output was obtained without 
difficulty. 

7.1 F.M. Noise/Current Noise Ratio 

The ratio was measured for each 
diode together with the low-field resistance Ro. A plot 
of the measured ratio versus Ro is shown on log-log 
scales in Fig. 3. The error bars represent an estimated 
accuracy of + 10% from the combined noise measure-
ments and the diodes corresponding to the three batches 
are identified by different symbols. 

The solid lines in Fig. 3 are drawn from equation (31) 
with the value of QL /2, given by (32), using device length 
as a parameter and assuming that the carrier concentra-
tion has a value of 1021 in-3 for all the diodes. 

The agreement between the theoretical curves and the 
experimental data is very encouraging and it can be seen 
that the spread in experimental results might be explained 
by a variation in individual sample lengths of about 
+2 gm from the nominal sample length of 10 gm. 
Examination of Fig. 3 shows that the devices from 
batches 1 and 2 exhibited a range ofmore than 2 to 1 in low-
field resistance and that the majority of these are grouped 
about the theoretical line for a length of 8 gm. The 
batch 3 devices did not display such a large range of 
low-field resistance and so do not provide such a good 
test of equation (31); a rather longer sample length 
(12 gm) is indicated for this batch. Batch variations in 
carrier concentration will also contribute to the spread 
of the experimental results. 

Fig. 3. F.m. noise/current noise ratio for diodes from three batches 
plotted versus low-field resistance. The solid lines are the theoretical 
results for different sample lengths. 

(a) / = 8 pm, (b) / = 10 ttm, (c) / = 12 ¡am. 

0.8 1.0 II .2 1 3 

Log ic, R., n 

I-4 
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Fig. 4. Histogram of the measured values of An,..... referred to 
50 Hz bandwidth at 1 kHz. 

A correction factor was originally calculated for each 
diode to allow for the slightly different bias voltage 
required in each case for maximum power output, but 
in the absence of precise information about the individual 
sample lengths the corrections cannot be applied with any 
confidence. On the basis of a length of 10 gm the average 
correction was found to be less than 5% and had no 
effect on the general trend of the results which have been 
plotted without modification. 

7.2 Carrier Concentration Fluctuation 

Equation (23) may be rewritten to express the r.m.s. 
carrier concentration fluctuation in terms of the r.m.s. 
current noise. Using (30) we obtain 

4.55 x 10 t3R 
Aflrms — 0 A 

Po / 

An r...s. has been calculated for each diode using the 
measured value of Air.m.g together with / = 8, 10 or 
12 gm crudely estimated for each device from Fig. 3. 
The results for about 30 devices are shown in histogram 
form in Fig. 4. It is seen that more than 50% of the 
devices have an r.m.s. fluctuation in the range 

An,.... s. = (3+0-5)10 14 m-3  (34) 

measured in a 50 Hz bandwidth at a frequency of 1 kHz. 

With a carrier concentration of 1021 M -3 the relative 
fluctuation, referred now to unit bandwidth at 1 kHz, is 

An' s* — 4.5 x 10-8 (Hz)-+ 
no 

Above threshold the current noise was found to be 
substantially independent of whether the Gunn diode 
was mounted in the microwave cavity or operating in a 
transit-time mode. The general behaviour of the noise 
above threshold was similar to that discussed in Section 4, 
but it was not possible to use very high bias voltages 
without exceeding the d.c. dissipation limit. Below 
threshold the current noise increased linearly with 
applied field which is consistent with tin(t) being in-
dependent of field; however the noise increased more 
rapidly as the applied field approached threshold. The 
above-threshold noise is generally much higher than the 
below-threshold noise measured at approximately the 
same average current which suggests that the non-thermal 
fluctuation mechanism is modified when the GaAs layer 
contains a high-field region. Similar observations have 
been reported by Matsuno.6 

(33) 

(35) 

The values of carrier concentration fluctuation given 
here are for the GaAs layer biased above threshold and 
the non-ohmic behaviour of the specimen makes it very 
difficult to compare the relative fluctuation with published 
data from other sources. Hoogel has reviewed l/f-noise 
results from a large number of materials, selecting only 
those results which were not modified by field effects or 
specimen deformation, and has proposed that the 
fractional fluctuation in specimen conductivity obeys the 
following empirical law for all materials 

(Aar.. )2 2 x 103 Af 

\ o. no f 

where no is the carrier concentration. Now for ohmic 
specimens in which the concentration fluctuation makes 
a much greater contribution to the measured noise than 
thermal (velocity) fluctuations we have, 

_ An, s  .  
cr no 

(36) 

(37) 

If we express our results in a form similar to (36) we 
obtain 

(Anr.m.s. )2 2 x 1094f  

\ 110 f  (38) 

showing that the fractional fluctuation in the Gunn 
diodes is several orders of magnitude greater than the 
average value proposed by Hooge for ohmic specimens. 

8. Conclusions 

A theory based on the zero-diffusion model of a stable 
propagating domain has been developed to relate f.m. 
noise and current noise in a cavity-controlled Gunn effect 
oscillator. The observable fluctuations are assumed to 
have their origin in non-thermal fluctuations of the 
carrier concentration of the GaAs layer. The important 
results of the analysis are as follows: 

(i) It is shown that for moderate bias voltages 
( 3F.- l) fluctuations of the field within the GaAs 
layer make a relatively small contribution to the 
measured noise processes. 

(ii) An expression for the f.m. noise/current noise ratio 
has been obtained in terms of the oscillator design 
parameters. 

Experimental evidence from a large batch or Gunn 
diodes has been produced in support of the theoretical 
study and an estimate has been made of the carrier 
concentration fluctuation. 
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Avalanche Diodes as Transfer Noise Standards 
for Microwave Radiometers 

V 
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Transfer calibrations of radiometers are performed by injecting noise via a 
directional coupler. The avalanche diode appears to have all of the physical 
attributes of the plasma noise tube, except for a reasonably predictable absolute 
noise level. Its saving in space, weight, cost and power consumption render 
it an attractive proposition for transfer noise calibrations. Results of measure-
ments at three frequencies between 1 GHz and 3 GHz are given. 

1. Introduction 

In radio telescopes, the noise calibration at microwave 
frequencies has normally been provided by cold-cathode 
plasma noise sources.' The stability of these devices 
for very precise transfer standards has been called into 
question, and measurements at the Max-Planck-Institut 
für Radioastronomie have been performed to compare 
the stability of commercially available cold-cathode 
plasma noise tubes with that of avalanche noise diodes. 
The laboratory performance of the avalanche devices 
has been sufficiently encouraging to permit them to be 
used as transfer calibration sources on the 25-metre 
radio telescope at Stockert, some 30 miles west of Bonn. 
Furthermore, due to the satisfactory performance under 
operational conditions, it is proposed to utilize avalanche 
sources on the Institute's new 100-metre radio telescope 
at Effelsberg, some 30 miles south-west of Bonn. Hot-
cathode plasma noise tubes, despite good reported 
long-term stability,3 have been rejected for reasons of 
cost, size, weight, power dissipation and relatively low 
excess noise ratio (e.n.r.). 

2. Device Requirements 

Up to the present, the only commercially available 
semiconductor noise source operating up to X-band is 
the avalanche diode. Although at least four firms now 
manufacture these devices, references to avalanche diode 
noise sources in the literature are extremely sparse. 
Point-contact diodes were used as microwave noise 
generators some 25 years ago, but with only limited 
success and low noise leve1.3 Measurements on avalanche 
noise sources were reported by Haitz and Voltmer,4 
who also considered the physical conditions for noise 
generation, but do not consider certain characteristics of 

[AVALANCHE H FIXED 
NOISE DIODE ATTENUATOR 

PLASMA 
NOISE 
TUBE 

fundamental importance to radio astronomical systems. 
The three major requirements are: 

1. e.n.r. > 15 dB, so that a 20 dB directional coupler 
would give > 100°K noise calibration; 

2. long-term stability and reliability; 

3. relatively flat spectrum, with no significant 'fine 
structure'. 

The e.n.r. presents no problem; avalanche noise sources 
can provide 30 dB of e.n.r. up to X-band. The stability 
and reliability of the semiconductor sources has been 
studied continuously over a period of 15 months: the 
results are reviewed in the next section. The spectrum 
of the avalanche sources is considered subsequently. 
For purposes of comparison, results on reputable com-
mercially available cold-cathode plasma tubes are 
included. All measurements were made with the noise 
sources running continuously, the mode of operation 
producing the best repeatability. 

3. Stability and Reliability 

Two test-methods were employed. The first was the 
'total power' method, where the energy output was 
measured directly with a quadratic detector: the measur-
ing system is shown in Fig. 1, the purpose of the two 
switches being to compare the avalanche source noise 
with plasma tube noise and with noise from the mixer-
preamplifier alone. The second method uses the Dicke-
switched system, where the difference between two 
signals is continuously measured: this method is particu-
larly suited to measurements where heated and cooled 
terminations provide noise levels well below that of the 
receiver. 

Tests were performed on several cold-cathode noise 
tubes at frequencies from 1.4 to 2.7 GHz. Inferior tubes 

LOCAL 
OSCILLATOR 

MIXER 

290°K 
TERMINATION 

I. F. 
AMPLIFIER 

PRECISION 
I.F. 

ATTENUATOR -14-* 
ANALOGUE 
RECORDER 

Fig. 1. System for total power noise measurements. sw is a coaxial switch (Hewlett Packard type 876IA). 

t Max-Planck-Institut für Radioastronomie, Argelanderstrasse 3, 53, Bonn, Germany. 
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Fig. 2. Comparison of plasma and avalanche noise sources: 
(a) Nore diode and best plasma tube; (b) Nore diode and worst 
plasma tube. Source noise approximately 10 dB above mixer-

preamplifier noise. 

Table I. Stability tests 

Worst plasma tubes Best plasma tubes 
Solitron avalanche 

diode (Model 
RFN/25-4, S.N. 101) 

Nore avalanche diode 
(Model NS 23NO2, 

S.N. 19) 

Long term instabilities Several dB peaks, other-
over > 3 months: total wise approximately as 
power measurements with best plasma tube 
d.s.b. mixer fco = 1635 MHz 

2665 MHz 

Jumps of up to 0.05 dB 
during otherwise stable 
operation: apparent 0.1 
dB gradual drop in level 
over measuring period. 
The jumps and long-
term drift are not usually 
associated with current 
changes 

fLo = 1390 MHz 
1635 MHz 
2665 MHz 

Level remained within a 
0-05 dB range during 
each week of measuring 
(3 month stability not 
measured) 

fLo = 1635 MHz 
2665 MHz 

Level remained within a 
0-04 dB range during 
3 periods of approxi-
mately one month 

fLo = 2665 MHz 

Long term instabilities 
over > 3 months: switched 
measurements with s.s.b. 
parametric amplifier sys-
tem at 1.4 GHz 

Behaviour after switch-on 

Measurements on the 25 m radio telescope. Day-
to-day variations of noise source output are in 
both cases masked by the non-statistical variations 
of the troposphere and the receiver system (total 
range of variations 0.06 dB). Calibrated against 
extra-galactic sources 

<0.05 dB: Measure-
ments in laboratory with 
373`K and 80°K ter-
minations are limited by 
3 degK cycling of the 
hot termination 

15 minutes to drop > 0.5 dB to a stable level < 5 seconds settling 
time 

Settling time < 1 s. 
One 0.7 dB jump shortly 
after turning on for the 
first time 

Excess noise ratio (e.n.r.) 15 dB 15 dB > 28 dB at all fre-
quencies below 3 GHz 

Effects of temperature 

- - -   

Current stability 

Not measurable during periods when tube current 
remained stable 

>23 dB at all fre-
quencies below 3 GHz 

Device case-temperature variations from 22°C to 
35°C never brought the noise output outside the 
stability range for total power measurements 

Variations of >5 mA occur several times per day 
(noise output varies approximately 0.01 dB per mA 
change). The associated noise variations are apart 
from those previously mentioned, which are not 
associated with current changes 

No detectable variations over the total period 
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with commercial power supplies have shown noise 
'spikes' of many dB, which are invariably accompanied 
by jumps in tube current. Figure 2 shows records of 
noise tube outputs, alternated with avalanche noise 
diode outputs; the noise tube on the first record is 
the best of those tested, whilst that on the second record 
is the worst. It is noteworthy that the nature of the 
commercial power supplies is such that the higher 
supply voltage requirements of aged tubes results in 
inferior current stabilization: the best tubes were 
invariably those with the least hours of operation. 
Fortuitously the best plasma tube had very stable current 
a few minutes after firing, despite a reduction in noise 
output during the first 15 minutes. 

For tests on avalanche noise sources, two different 
devices were tested. Test results on plasma and ava-
lanche sources are summarized in Table 1. 

Since all 'total-power' measurements were performed 
with very stable mixer-preamplifiers, the Dicke-switched 
measurements were only of academic interest. However, 
the long-term performance on the 100 m antenna will 
yield much more precise switched measurements, due 
to the higher level noise calibration required for sources 
of only moderate flux density. 

4. Spectrum 

In an attempt to measure the spectral properties of 
the noise output, two types of measurement were 
performed on the Nore Electric diode in the region of 
2.7 GHz: 

(1) Direct spectral measurements were performed 
using a swept local oscillator frequency, and a 
selective voltmeter at intermediate frequency. 

(2) The statistical fluctuations were observed with 
various post-detection time constants ( r), to 
determine that the noise fluctuation amplitude 
varied with T-1/2. 

Figure 3(a) shows the noise spectrum of the plasma 
tube and low-noise mixer-preamplifier (9.98 dB above 
mixer-preamp. alone), Fig. 3(b) shows the spectrum of 
the avalanche source and mixer-preamplifier when 
avalanche source current is 4 mA ( 13.2 dB above mixer-
preamp. alone), and Fig. 3(c) shows the spectrum of 
avalanche source and mixer-preamplifier when the 
avalanche source current is 10 mA (10.10 dB above 
mixer-preamp. alone). In Fig. 3(c) the spectrum is 
displaced 0.2 dB to evaluate spectral variations, and the 
fainter trace is the spectrum of the mixer-preamplifier 
alone. The contribution of the avalanche diode includes 
a noise reduction due to an additional 6 dB attenuator 
to improve matching and to bring the noise level nearer 
to that of the plasma tube. 

The spectra in Fig. 3 correspond to a local oscillator 
frequency sweep from 2.5 GHz to 3.0 GHz with the 
marker at 2.7 GHz; the double sideband intermediate 
frequency bandwidth is about 2 MHz. The vertical 
scale is 0.25 dB per division. Using a selective voltmeter 
with a 5 kHz band-width, very slow sweeps were required 
to reduce the statistical noise fluctuations; superposing 
many of these slow sweeps revealed essentially identical 
spectra to those shown in Fig. 3. 

(a) 

031 

(c) 

Fig. 3. Noise source spectra-2.5 to 3-0 GHz: (a) plasma 
(b) avalanche diode with / = 4 mA; (c) avalanche diode 
/ = 10 mA, and second spectrum displaced 0.2 dB from 

Vertical scales = 0.25 dB per division. 

tube 
with 
first. 
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Theoretically, the r.m.s. fluctuation level of Gaussian 
noise should vary with 7'1' (provided Af. 1). This 
was found to hold for values of t from 10 s to 0.1 ms, 
insofar as a fixed relationship between r.m.s. and peak-
to-peak noise is valid over this range. With a 7. of 
10 its, the detected plasma tube noise appears to have 
peak amplitudes approximately 25 % higher than those 
of avalanche sources with the same mean square noise 
intensity. However, quantitative conclusions are hard 
to draw without a statistical analysis of data recorded 
at > 10 000 points per second. 

5. Conclusions 

Up to the present, the decision to dispense with plasma 
tubes for high-level noise transfer calibrations appears 
to be justifiable, although low-level absolute calibrations 
will still be obtained by switching between terminations 
at different temperatures. A more precise test of ava-
lanche source stability will be possible when they are 
used on a radio telescope for beam-switching measure-
ments or for spectral applications with frequency 
switching, since atmospheric contributions will cancel. 
For the present, the semiconductor noise source appears 
to be at least a practical alternative to cold cathode 
plasma tubes up to X-band. 
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This paper describes some of the problems and constraints associated with 
the measurement of insertion test signals and outlines various techniques 
which are either being used or under investigation for the automatic measure-
ment of the various elements in the signals. 

1. Introduction 

During the past ten years the technique of inserting 
special test signals in the field-blanking interval of a 
television waveform has developed rapidly. Until 1967 
a single line was used for simple test signals which pro-
vided an easy method of indicating on an oscilloscope 
whether, during programme transmission, the essential 
monochrome characteristics were satisfactory. 

The introduction of colour television has imposed 
more stringent requirements on the performance of 
networks and transmitters, and automatic monitoring at 
strategic points in the transmission chain between the 
studio and the viewer is desirable. At certain points 
control devices, in the form of automatic correctors, have 
also been introduced. 

For routine measurements the conventional line-
repetitive test signals have been almost totally replaced 
by insertion test signals (i.t.s.), primarily because the 
latter allow measurements to be made during programme 
transmission. This is an important advantage as the 
time available for out-of-service testing is diminishing 
rapidly. To meet these requirements and in anticipation 
of the future automation of many elements in the 
broadcasting chain, a comprehensive insertion test signal 
for colour has been developed and full details of this 
are given in a companion paper.' 

Concurrently with the development of the compre-
hensive i.t.s. major advances were being made in inte-
grated circuit technology. Modern integrated circuit 
devices can now be assembled to perform sophisticated 
measurements to a high degree of accuracy. However, 
for the routine measurement of i.t.s. a somewhat lower 
standard of accuracy will usually be acceptable and, if 
measuring apparatus is to be placed at many points in 
the overall transmission chain, the major considerations 
determining its complexity are those of reliability and 
cost. 

2. Measured Characteristics 

Savage and Carter' list the following distortions and 
impairments as those which need to be measured for 
the routine assessment of transmission chain per-
formance. 

It should be noted that for the assessment of television 
transmitter performance additional measurements must 

--
t British Broadcasting Corporation, Designs Department, 

London, W1A IAA. 

Distortion or impairment Obtained from measurement of 

Luminance gain 

Luminance K-rating 

Chrominance—luminance 
gain inequality 

Chrominance—luminance 
delay inequality 

Luminance non-linearity 

Differential gain 

Differential phase 

Chrominance—luminance 
crosstalk 

Signal/unweighted 
random noise ratio 

Peak-white bar amplitude 

(i) Tilt on peak-white bar top (exclu-
ding approximately the first and 
last 600 ns) 

(ii) 2T pulse amplitude 
(iii) Amplitude of lobes of 2T pulse 

Chrominance bar amplitude 

10T composite pulse: timing of the 
luminance component and the enve-
lope-demodulated chrominance com-
ponent 

5-riser staircase: height of pulses ob-
tained by differentiating and shaping 
staircase waveform 

5-riser staircase with superimposed 
sub-carrier: amplitude of sub-carrier at 
black level and amplitude of sub-carrier 
on other treads of staircase 

5-riser staircase with superimposed 
sub-carrier: phase of sub-carrier at black 
level and phase of sub-carrier on other 
treads of staircase 

Mean value of chrominance bar and 
amplitude of luminance pedestal 

Quasi-peak-noise on a single 'noise 
measuring' line in the field-blanking 
interval 

be made to guard against non-linearity distortion of the 
synchronizing signal, the introduction of power-supply 
hum or the failure of black-level clamping. These 
measurements do not rely on i.t.s. and are not dealt 
with in this paper. 

We can now consider how the measurements listed 
above can be obtained from the various elements in the 
insertion test signal as this will serve as a guide to the 
overall form and complexity of an automatic measuring 
system. It will be appreciated that several of the distor-
tions may be measured in a variety of ways and the 
following represents the authors' choice based on pre-
vious experience with automatic measuring systems. 

It should be noted that some of these measurements 
do not provide information directly in the manner 
required, e.g. the assessment of luminance non-linearity 
distortion involves a simple arithmetic calculation using 
the measured maximum and minimum pulse amplitudes. 
Techniques for performing arithmetic operations are 
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well known and therefore are not discussed in this 
paper. 

3. Problems Associated with I T.S. 
Measurements 

The most fundamental problem associated with the 
measurement of i.t.s. arises from the fact that these 
signals only appear once in each field. 625-line television 
systems have a field-frequency of 50 Hz and the time 
between successive i.t.s. measurements, is, therefore, 
20 ms. As most of the sampling periods are of a few 
microseconds or less duration conventional methods of 
measurement are not entirely satisfactory and new 
techniques are necessary. 

When a picture signal, other than a test pattern or 
still picture, is transmitted over a network the distor-
tion introduced will vary with time in a complicated 
manner dependent upon average picture level, the non-
linear transfer characteristic and the long-term transient 
response of the network. Therefore the amount of 
integration which can be applied in the measurement 
process must be a compromise between the requirement 
for maintaining measurement accuracy under normal 
operational conditions (including periods when the 
signal/noise ratio is sub-standard) and the need to detect 
distortions which are dependent upon picture content. 
A 'time-constant' of about 2 s would appear to be the 
practical minimum but it should be noted that the normal 
concept of 'time-constant' is not particularly appropriate 
to the measuring techniques to be described later. 

4. Line Selection 

Because the test signals are confined to one or two lines 
in each field of the television waveform, the correct 
identification and selection of these lines is of consider-
able importance, particularly when measurements are 
required for automatic correction purposes. In general, 

input 
o--

low pass 

filter 

input 
o  

inverted 
mixed sync 

amplifier 
sync 

senor ator 

clomp pulse 

generator 

the operating time-constants used in correctors tend to 
be much shorter than those used in monitoring equipment 
and any errors in line selection can result in a serious 
misoperation of the corrector. The complexity of a 
line-selector will depend upon the degree of protection 
required from the various disturbances, such as an 
`a.c. curt between picture sources or impulsive inter-
ference, which may occur occasionally on the signal 
waveform. The arrangement shown in Fig. 1 has been 
developed primarily for use in automatic correctors. 

The incoming video waveform is filtered to remove 
chrominance information and high-frequency noise and, 
after amplification, mixed synchronizing pulses are 
obtained by means of a sync. separator incorporating 
a black-level clamp to improve operation under con-
ditions of varying average picture level, etc. Breaks 
or impulsive interference in the input signal will cause a 
disturbance to the mixed sync. waveform from the 
separator and it is necessary to include suitable protec-
tion in order to obtain interference-free line and field 
trigger pulses. 

Field pulses are derived from the mixed-sync. waveform 
by means of a conventional integrator circuit. These 
field pulses trigger a monostable with a quasi-stable 
period of 119.5 ms. At the end of this period, during 
which the monostable is insensitive to further input 
signals, it returns to its stable state and triggers a 1 ms 
gate-pulse generator. The signal from the field pulse 
generator and the 1 ms gate-pulse generator are applied 
to a coincidence gate, the output from which therefore 
consists of the required field trigger pulses free from 
extraneous interference. A similar protection circuit is 
used for the extraction of the line trigger information. 

t An 'a.c. cut' is the term used for a switching operation between 
two picture sources which introduces a discontinuity in the blanking 
level potential. 

field pulse 

generator 
19.5ms 

monostable 

1 ms 

monostoble 

line 
pulse 

generator 

59ps 

monostable 

Fig. 1. Line and field trigger pulse generators. 

laps 

monostable 

40 ps 

monostable 

(11464) ps 

monostable 

Fig. 2. Simplified line-selector. 
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Having derived line and field trigger pulses, the 
generation of gating pulses for the selection of the 
required lines is relatively straightforward. Where a 
large number of consecutive lines have to be identified, 
say four or more in each field, for insertion switching, 
data and test signal purposes, a shift register, started 
by a suitably delayed field trigger pulse and driven by 
line trigger pulses, may be used. 

For applications where a less stringent performance 
specification is acceptable the simpler arrangement, 
shown in Fig. 2, will suffice. A 40 i.ts monostable and a 
logic gate are fed with inverted mixed syncs., whose 
trailing edges trigger the monostable. The output of the 
monostable is also applied to the gate whose output 
thus consists of pulses in the middle of lines, coincident 
with the equalizing pulses. 

The first of these pulses, which is a constant time 
before the i.t.s. on all fields, is used to trigger a mono-
stable delay circuit. The trailing edge of the output pulse 
is arranged to occur near the middle of the line before 
the first line to be selected and triggers a one-line mono-
stable circuit which opens a gate and lets through the 
next synchronizing pulse, to act as a trigger for the 
required line. This trigger pulse can also be used to 
trigger a chain of similar circuits and produce pulses 
for other lines. 

5. Waveform Gating 

The composite video signal is first amplified by a 
straightforward 4x feedback pair: its blanking-level is 
then clamped accurately to zero volts by a shunt field-
effect transistor (fed with clamping pulses from the 
synchronizing pulse separator). The clamped video 
signal is directly connected to a series of analogue gates, 
which dissect the i.t.s. into its component parts and 
direct them to the relevant detectors. Each of these 
gates consists of a series and a shunt field-effect tran-
sistor. The use of f.e.t.s for both clamping and gating 
avoids the effects of thermal drifts and offset voltages 
in these circuits, an important factor as the accuracy 
of amplitude measurement is directly dependent upon 
black-level stability. The pulses which drive the gates 
are derived from a chain of monostable circuits which is 
triggered by pulses from the line selector. 

6. Measuring Techniques 

The measuring techniques described in this Section 
have been devised as part of a development programme 

input 
o  

cliff. 
comparator monostable 

diode-pump 

and 

buffer 

aimed at the production of a fully automatic monitoring 
and control system for unattended operation. The 
most important consideration in the overall system 
design was the requirement that the measurements 
obtained should be capable of being compared directly 
with measurements made by conventional line-by-line 
methods or by direct observation of the i.t.s. waveform 
on an oscilloscope. 

6.1 Amplitude 

Several amplitude measuring techniques for i.t.s. have 
been investigated and although the circuits differ con-
siderably from each other they have one factor in com-
mon; they all have to produce a continuous output 
voltage from an input signal whose duty ratio is very 
small but which is repetitive. The 2T pulse, for example, 
remains within 1% of its peak value for only about 
25 ns. For this purpose any simple peak detector is 
inadequate. The arrangement finally preferred is a 
type of pumping slide-back voltmeter (Fig. 3). 

The gated video signal, after suitable processing, is 
applied to one input of an integrated circuit comparator. 
The other input is a fed-back voltage derived from the 
final d.c. output. If the video input signal exceeds this 
voltage the comparator produces an output pulse. This 
is used to trigger a monostable circuit which provides a 
pulse of suitable duration to operate a diode-pump 
circuit whose output, after passing through a buffer 
amplifier, becomes the detector output. This process 
will cease as soon as the fed-back voltage exceeds the 
peak amplitude of the video input signal and it will then 
hover about this level. 

The only places where errors can occur are in the 
input circuits of the comparator and in the feed-back 
resistors. These errors can be kept very small and an 
overall measurement accuracy of better than 1% is 
easily achieved. Further, by suitable choice of the 
pumping components, it can be arranged that the mean 
rate of rise of d.c. output voltage, when pumping, is 
equal to the rate of fall when not pumping. This enables 
the effect of noise in the input signal to be averaged out 
over many samples. 

To measure bar amplitude the gated signal is applied, 
via a low-pass shaping network to remove overshoots, 
to an amplitude detector of the type described. For 
pulse amplitude measurement the gated pulse is applied 
directly to the detector. Chrominance amplitude is 
measured on the gated chrominance bar. The chromi-
nance component is selected by an acceptor circuit and 

RI 

fed- back voltage 
R2 

D.C. 
output 
 o 

Fig. 3. Basic amplitude detector circuit. 
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applied to the detector which responds to the peak 
amplitude of the filtered subcarrier signal. 

6.2 Bar and Pulse Waveform Distortion 

Techniques for the measurement of bar and pulse 
waveform distortions are still being evaluated. High-
speed waveform sampling coupled with computer 
analysis of the ordinates so obtained could be used but 
this method is considered to be too elaborate and costly 
for routine applications and an analysis of distortions 
likely to occur in practice has suggested that a somewhat 
simpler approach may be satisfactory. The method now 
under evaluation would be restricted to a measurement 
of: 

(a) the tilt on the peak-white bar top (excluding 
approximately the first and last 600 ns) 

and 
(b) the amplitude of the 2T pulse at approximately 

+ 250 ns relative to the occurrence of the peak of 
the pulse. 

Tilt on the bar top is measured by sampling the ampli-
tude of the waveform at two points, 8.5 kts apart and 
approximately 0.8 Its from the half-amplitude point of 
each edge of the bar. A pulse proportional to the 

input split! ing 
o--

filter 

Fig. 4. Measurement of 
chrominance-luminance 
delay inequality. 

difference between the two sampled voltages is then 
produced and the polarity will depend upon whether 
the bar tilt is positive or negative. This polarity difference 
is overcome by using a delay line to produce a delayed 
and inverted replica of the difference pulse. The two 
pulses are then passed to an amplitude detector which 
responds only to the positive-going signal and produces 
an output voltage directly related to bar tilt. 

Work on 2T pulse waveform distortion is still in the 
early experimental stage and no definite conclusions 
have yet been reached. 

6.3 Chrominance-luminance Delay Inequality 
If the luminance and chrominance components of the 

10T pulse are separated in a splitting filter, the chromi-
nance component can be demodulated and smoothed to 
produce a 10Tsine squared pulse, similar to the luminance 
pulse (Fig. 4). The time difference between these two 
pulses, measured at the 50% amplitude point, is taken 
as a measure of the luminance—chrominance delay. (The 
delay of approximately 300 ns which occurs mainly in 
the low-pass filter following the chrominance demodu-
lator enables measurements to be taken for both chro-
minance delay and chrominance advance.) Each pulse 
is passed to a pulse amplitude detector and a voltage 
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Fig. 5. Measurement of luminance channel non-linearity distortion. 

which is 50% of the pulse height fed to the 'inverting' 
input of an operational amplifier (Fig. 4(a)). The pulses 
are also fed to the 'normal' inputs so that the outputs 
of the two operational amplifiers are square pulses 
whose leading and trailing edges are coincident with the 
half-amplitude points of leading and trailing edges of 
the luminance and demodulated chrominance pulses 
respectively (Fig. 4(b) and (c)). The two square pulses 
are fed to an exclusive OR gate and the output of this 
drives a ramp generator. The output from the OR gate 
consists of two pulses the first of which has a width 
equal to the timing difference between the leading 
edges, and the second, that between trailing edges 
(Fig. 4(d)). The ramp generator is designed to hold the 
first ramp voltage and add the second ramp to it, so 
that the output, which is the total ramp height (measured 
by a standard amplitude detector), is therefore propor-
tional to the mean of the timing difference measured 
at the leading and trailing edges. This gives results 
which are in close agreement with those obtained by 
conventional measuring methods2.3 even when the video 
signal has suffered a distortion such as band limiting, 
which can produce non-linear effects in the demodulated 
chrominance signal ( Fig. 4(f)—(g)). Phase non-linearity 
over the chrominance band can also produce. similar 
effects. With a signal/weighted-noise ratio of 52 dB or 
better, an accuracy of + 5 ns is obtained. 

6.4 Non- linearity Distortion, Luminance Channel 

Non-linearity distortion in the luminance channel is 
measured by passing the gated staircase signal through 
a chrominance sub-carrier rejector and a band-pass 
filter to effect differentiation and shaping. The output 
consists of five pulses proportional in height to the heights 
of the risers of the staircase and these are applied to 
two separate detectors which measure the amplitude of 
the maximum- and minimum-height pulses (Fig. 5). 

The maximum-height pulse detector is of the type 
already described. For minimum-height pulse detection 
a resettable counter and decoding gate are interposed 
between the monostable circuit and the pump., This 
combination only delivers a pump pulse if at least five 
pulses are delivered to it by the monostable circuit. 

output 

output 

Pumping will therefore cease when the fed-back voltage 
exceeds the peak amplitude of the smallest of the input 
pulses and it will then hover about this level. 

6.5 Non-linearity Distortion, Chrominance Channel 
The measurement of non-linearity distortion in the 

chrominance channel requires more complex measuring 
apparatus. 

6.5.1 Differential gain 

The sub-carrier component of the staircase signal is 
selected by an acceptor and, after amplification, applied 
to two detectors which measure the maximum and 
minimum amplitude of the sub-carrier respectively. The 
maximum amplitude detector is of the type already 
described. In the minimum amplitude detector addi-
tional circuitry as shown in Fig. 6 is included between 
the comparator and the monostable-pump circuit. 

The output of the comparator is fed to one input of 
the logic gate G1 and, via a 24 its monostable circuit 
to the other input of G 1. The output, after smoothing 
to reduce the amplitude of the sub-carrier, is passed via 
a 100 jis monostable circuit to one input of the gate G2. 
The other input is the inverted and differentiated output 
of the first monostable circuit. The output of G2 is 
applied to a monostable-pump whose output is fed back 
to the comparator. 

To describe the method of operation of this detector 
consider an input in which the sub-carrier amplitude on 
one of the steps of the staircase is less than that on any 
of the others. Initially the sub-carrier amplitude will 
exceed the fed-back voltage for the whole duration of 
the staircase and the comparator will produce negative-
going pulses during this time. The first of these will 
trigger the 24 Its monostable which will hold one side 
of GI 'high'. The other side will, however, be repeatedly 
driven low' by the sub-carrier pulses with the result 
that the smoothed output from GI will remain high and 
the 100 gis monostable will not be triggered. Its output 
will remain 'high' and allow the inverted and differen-
tiated pulses from the 24 gas monostable to pass through 
the gate G2 and pump up the output and fed-back 
voltages. After a time a state will be reached in which 
the minimum sub-carrier amplitude fails to exceed the 
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Fig. 6. Measurement of maximum and minimum sub-carrier amplitudes. 

fed-back voltage. There will be a gap in the sub-carrier 
pulses from the comparator and the output of GI will 
fall and trigger the 100 its monostable. Its output will 
disable the gate G2 thus blocking the pulse from the 
24 its monostable and pumping will cease. The output 
will then hover about a level corresponding to the smallest 
sub-carrier amplitude. 

To measure differential gain, as internationally defined, 
a further detector can be added to measure the sub-
carrier amplitude at blanking level; its output is then fed 
to two difference amplifiers, together with each of the 
other two signals and the greater difference is the output 
required. 

6 5 2 Differential phase 
Several methods have been proposed for the auto-

matic measurement of differential phase and all give 
results with a + 2° accuracy which is sufficient for 
routine purposes. 

All the systems utilize a phase-sensitive detector and 
they differ only in the way in which a reference sub-
carrier is obtained. The simple arrangement using a 
conventional burst-locked oscillator is not particularly 
suitable for automatic operation and also suffers from 
the disadvantage that the sub-carrier bursts, transmitted 
during the line-blanking interval, are not an integral 
part of the test signal. 

The sub-carrier reference can be transmitted as an 
extended burst on the line subsequent to the one con-
taining the test signal and this is the function of the 
extended chrominance burst in the i.t.s. now in use in 
the U.K. As the test and reference signals are trans-
mitted in a time-sequential manner a standard 64 us 
delay line is used to restore the time-coincidence of the 
two signals, at the receiving end. The signals can then 
be applied to the phase-detector. 

A further possibility, which does not require the use 
of a separate reference signal has been proposed and 
details of this are given in another Conference paper.' 

output 
 o 

moitirtum 
subcorr.er 

output 
I  0 

minimum 
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6.6 Chrominance-luminance Crosstalk 

The basic method used for measuring chrominance— 
luminance crosstalk is given in reference 1. For auto-
matic measurement, the 14 kts chrominance bar section 
of the i.t.s. is passed through a low-pass filter to remove 
the chrominance and the difference in level between the 
mean value of the sub-carrier bar and the luminance 
pedestal can then be measured; a circuit similar to the one 
being developed for bar waveform distortion is being 
considered for this purpose. 

6.7 Noise 

To measure noise the signal on one of the 'quiet' 
lines in the field-blanking interval is gated into an 
amplifier whose output is fed to an amplitude detector 
similar to that already described. If, during the quiet 
line, a noise pulse occurs which is of greater amplitude 
than the fed-back signal from the pump it will cause 
the output to be pumped up until it reaches an equili-
brium value. Because of the statistical nature of noise 
the output cannot reach the theoretically infinite peak 
value. It will instead settle around a voltage which bears 
a constant ratio to the r.m.s. value as long as the noise 
is random. The value of this constant may be less than 
the 18 dB normally used for the conversion of peak-to-
peak to r.m.s. continuous random noise and further 
study of this subject is required. With the time-constant 
chosen the output fluctuations are of the order of + 2%. 
The typical range of measurement extends from — 55 to 
—28 dB (p—p picture/r.m.s. unweighted noise) with an 
accuracy of + 1 dB. 

A fundamentally different approach to the problem 
of noise measurement is given by Barbieri and d'Amato.5 

7. Experimental Results 

Automatic monitoring equipment using some of the 
techniques described in this paper and equipped with a 
digital output display has been undergoing field-trial 
during the past few months. The results so far obtained 
tend to indicate that the accuracy of measurement is 
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considerably higher than can be achieved with conven-
tional oscilloscope measurements and the speed which 
the measurements can be made is a considerable opera-
tional advantage. 

An experimental alarm and control unit operating on 
the output signals from the monitor has given 'caution' 
or 'urgent' warnings when one or more of the measured 
distortions or impairments has exceeded preset limits. 

8. Conclusions 

The automatic measurement of insertion test signals 
is becoming an important factor in the automation of 
high quality broadcasting networks. Automatic devices 
can carry out continuous surveillance of the essential 
performance characteristics at strategic points in a 
transmission chain and can be used to initiate alarms, 
operate correctors and take executive action when 
significant deviations from normal are detected. 

It is to be hoped that the measuring techniques 
described in this paper will serve as both a guide and a 
stimulus to the further rapid development of the use of 
i.t.s. for both national and international television 
transmissions. 
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STANDARD FREQUENCY TRANSMISSIONS-February 1971 
(Communication from the National Physical Laboratory) 

Deviation from nominal frequency Relative phase readings 
i in parts in 10° n microseconds 

ti St L P..-aon Feb. (24-hour mean centred on 0300 UT) N. Feb. 
1971 (Readings at 1500 UT) 1971 

Deviation from nominal frequency 
in parts in 10.° 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

GBR MSF Droitwich *GBR tMSF GBR MSF Droitwich 
16 kHz 60 kHz 200 kHz 16 kHz 60kHz 16 kHz 60 kHz 203 kHz 

.GBR tMSF 
16 kHz 60 kHz 

I - 300-1 - 0.1 ± 0l 668 662.4 15 - 299.7 + 0. - 0I 661 660.0 
2 - 300.0 0 -1- 0.1 668 662.6 16 - 299.9 0 - 0.l 660 660.8 
3 - 300.0 0 -1- 0'I 668 662.9 17 - 299-9 -1- 01 0 659 659-6 
4 - 299.8 0 -1- 0I 666 662.9 18 - 299.9 + 0-I 0 658 658-0 
5 - 300.1 • 0 1 + 0.1 667 662.3 19 - 300-0 ± O- I 0 658 657.2 
6 - 300.2 -I- 0-1 -E 0.2 669 66143 20 - 300.1 -1- 0-I 0 659 656.5 
7 - 299.8 0 + 0.2 667 661.7 21 - 300-0 + 01 0 659 655.7 
8 - 299.9 0 ± 0. 666 661-3 22 - 299-8 -I- 0- + 0. 657 655-2 
9 - 300.3 0 + 0. 669 661.3 23 - 299.8 + 0- -1- 0. 655 654.2 
10 - 299-7 0 + 0. 666 661.5 24 - 299-9 -I- 0. + 0. 654 652-8 
11 - 300-1 0 -I- 0- 667 661.9 25 - 299-8 + 0-2 -1- 0. 652 651.1 
12 - 299.8 + 0-1 ± 0. 665 660.5 26 - 299.9 + 0- -1- 0. 651 650.3 
13 - 299-7 + 0-1 -1- 0- 662 659.3 27 - 299.8 0. + 0. 649 649.3 
14 - 300.2 + 0.2 0 664 657.7 28 - 299.9 0- -1- 0. 648 648-1 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to I part in 10". 

* Relative to UTC Scale; (UTC,,, - Station) = ± 500 at 1500 UT 31st December 1968. 

f Relative to AT Scale; (ATNN, - Station) = + 468-6 at 1500 UT 31st December 1968. 
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