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Electronic Control of Mechanical Handling 

DURING the past two decades this Institution has organized several major conferences on what is usually 
termed 'industrial electronics'. The programmes have dealt with applications in which electronic tech-

niques have been applied as a means of measurement of control. The application of electronic control to 
mechanical handling equipment has received comparatively little consideration from a systems point of view 
compared with devices and circuits developed to replace or improve other non-electronic techniques. However, 
over the past few years a number of applications using advanced electronic techniques have been put into 
practice and many more are being proposed. This makes a conference on this subject timely and the first of 
this year's I.E.R.E. conferences therefore has the theme of Electronic Control of Mechanical Handling and it 
will be held at the University of Nottingham from 6th to 8th July 1971. 

In the application of electronics in industry it has always been necessary for the user to express his require-
ments in terms understood by the electronic engineer so that the best solution to his problem is produced. In 
many of the current applications of electronic control in the mechanical handling field there has been a break-
down in this communication with unfortunate results. Although this state of affairs is improving it is hoped 
that the present conference can provide a forum for discussion which will help to bridge the gap. To this end 

it is appropriate that the I.E.R.E. has been joined on the organizing committee for this conference by three of 
its sister Engineering Institutions—Electrical, Mechanical and Production—and by the Institute of Materials 
Handling and the National Materials Handling Centre, Cranfield. 

The three days' conference has been arranged as five logically developed sessions: Components and Sub-
systems; Cranes, Stackers and Palletizers; Overall Management of Mechanical Handling Systems; Routing 
Systems; and Future Techniques and Robots. We are fortunate in having an opening address by Professor 
W. B. Heginbotham, Head of the Department of Production Engineering and Production Management at 
the University of Nottingham, who directs research projects into many of the problems of mechanical 

handling. Thirty papers make up the programme and these are being contributed by authors whose organiza-
tions are representative of research and development, manufacturers of systems and components, and of 
course users. The majority of the papers are from British organizations, but two originate from Belgium and 
the United States respectively. (A list of the papers was published in the April issue of The Radio and Electronic 
Engineer.) 

The conference arrangements generally follow the well-established I.E.R.E. pattern of preprinted papers 
presented to bring out the most important points and thereby stimulate free discussion in which the organizing 
committee hopes that users (and potential users) will pose their special problems and enable electronic 
engineers to suggest means of solution. Another important feature is that the residential nature of the 
conference will bring added opportunities for informal discussion. The University of Nottingham has a self-
contained campus which was much appreciated by those who took part in the conference on 'Integration of 
Design and Production' four years ago. 

Next month's conference will be another demonstration of the wide-reaching applications of electronics. 
The bringing together of engineers from many industries will encourage the exchange of ideas in this 
important industrial role. 

S. L. H. CLARKE 

The Radio and Electromc Engineer, Vol 41, No. 6, June 1971 
241 



Contributors 
to this issue 

Mr. John R. Brinkley (F. 1952, 
M. 1948) is now International 
Manager of mobile radio with the 
I.T.T. Corporation. He began 
his career in telecommunications 
with the British Post Office at 
Dollis Hill Research Station. 
During the war he was at the 
Home Office where he was res-
ponsible for the primary develop-
ment of police, fire and civil 
defence mobile services. In 1958 
Mr. Brinkley joined Pye Tele-

communications and was successively chief engineer, technical 
director and managing director between 1956 and 1966. He 
has been responsible for many innovations in the mobile 
radio field and played a leading role in the introduction of 
12.5 kHz channelling in the v.h.f. bands in the U.K. 

Mr. Brinkley is a member of the Ministry of Posts and 
Telecommunications' Frequency Advisory Committee and 
the Mobile Radio Advisory Committee. He served as a 
member of the Institution's Council from 1963-66, and was a 
representative on a B.S.I. Technical Committee for several 
years. He has contributed several papers to the Institution on 
communications subjects and is the author of numerous 
articles in the technical press. 

Mr. R. J. Todd (M. 1962, G. 1959) 
went to Australia in 1969 to take 
up an appointment as lecturer in 
the School of Electrical Engineer-
ing at the South Australian Insti-
tute of Technology. From 1952-
58, he was a student apprentice 
with Siemens Brothers & Co. Ltd. 
(later A.E.I. (Woolwich) Ltd.) and 
gained his Graduate Member-
ship after part-time study at the 
South East London Technical 
College. After 1958 he was 

employed as a telecommunications engineer at the A.E.I. 
Research Laboratories, Blackheath, working mainly on 
electronic telephone exchanges. In 1962 he joined Specto 
Avionics Ltd., as a senior engineer and led projects concerned 
with airborne navigational equipment and data recording. 
During 1965-66 he took a post-graduate course at the Univer-
sity of Aston in Birmingham and obtained an M.Sc. in 
Electrical Engineering. He returned to Specto Avionics Ltd. 
for one year before accepting an appointment as lecturer at 
Twickenham College of Technology where he was promoted 
to senior lecturer in 1968. 

Mr. C. F. Ho (M. 1965, G. 1959, 
S. 1956) obtained his academic 
training and professional experi-
ence in Hong Kong, England and 
Canada. After graduating from 
Battersea College of Technology 
in 1959, he worked as a research 
engineer at the Automatic Tele-
phone & Electric Co., Liverpool. 
Between 1962 and 1964 he was 
with the University of Manitoba, 
where he obtained his Master's 
degree. In 1965 he was employed 

as a senior applications engineer at Fairchild Semiconductor 
(H.K.) Ltd. until October 1967 when he took up an appoint-
ment as lecturer in electrical engineering in the University of 
Hong Kong. His current research interests are in solid-state 
device circuitry and network synthesis. 

Dr. Jovan V. Surutka received the 
B.E. and D.E.E. degrees from the 
University of Belgrade in 1947 
and 1957. From 1947 to 1951 he 
was a research assistant at the 
Institute for Telecommunications, 
Serbian Academy of Science, 
Belgrade, and he then joined the 
Faculty of Electrical Engineering 
at the University of Belgrade as a 
Teaching Assistant Professor until 
1954, when he became an Assis-
tant Professor. From 1951 to 1952 

he held a National Education and Research Council of 
Yugoslavia Fellowship at the Laboratoire National de Radio-
électricité, Paris, France. In 1959 he became an Associate 
Professor of Electromagnetics, and in 1968 a full Professor of 
Electrical Engineering at Belgrade and is currently Dean of the 
Faculty of Electrical Engineering. In addition, since 1956 he 
has been a consultant to the Radio-TV Broadcasting Corpora-
tion of Belgrade. He is the author or co-author of a number of 
technical papers and of two books, mostly on the theory and 
design of linear antennas and antenna arrays. 

Mr. Bolklar Djurich received his 
mathematical education at the 
Pedagogical Academy of Nish in 
1956. After several years of 
teaching duties at various schools 
he continued his education at the 
Faculty of Engineering of the 
University of Nish where he 
graduated in electronic engineer-
ing in 1965. In 1966 he took up 
his present appointment of teach-
ing assistant at the Department of 
Electronic Engineering of the 

University of Nish. He is at present studying for his Ph.D. in 
the same Department. 

A note on the career of Professor B. D. Ftakovich, who is head 
of the Department of Electronics in the Faculty of Electrical 
Engineering at the University of Belgrade, was published in 
the September 1970 issue of The Radio and Electronic Engineer. 

242 The Radio and Electronic Engineer, Vol. 41, No. 6, June 1971 



U.D.0 535.215.6:546.289.443.23:621.383.53 

The Electric and Photoresponse Characteristics 

of Ge/ZnSe Heterojunctions 
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Wide band gap II-VI compounds deposited epitaxially upon semiconducting 
substrates have possible applications as solid-state infra-red detectors and 
imaging devices. The Ge/ZnSe heterojunction has been prepared by vacuum 
evaporation of epitaxial layers of zinc selenide on to orientated, single crystal, 
p-type, germanium substrates. Measurements have been made of the electrical 
characteristics, capacitance properties and photoresponse of these junctions. 
From these measurements a realistic band model has emerged involving intrinsic 
and extrinsic defects present in the bulk and interfacial region of the zinc 
selenide. The data presented suggest that a Mott-type barrier rather than 
a Schottky barrier is present at the germanium-zinc selenide interface. Tech-
niques are described for reducing the magnitude of this Mott barrier and the 
resulting change in the physical properties and band structure are discussed. 

1. Introduction 

The results of an investigation into the electrical and 
photoresponse properties of the Ge/ZnSe heterojunction 
are presented in this paper. The system was chosen 
because of its possible application as a solid-state infra-
red photocathode,' the mechanics of operation of such 
a device being envisaged as follows. Incident infra-red 
radiation falling upon heavily doped p-type germanium 
through an overlying epitaxial layer of n-type zinc 
selenide (Fig. 1), leads to the creation of a non-equili-
brium concentration of electron-hole pairs at the 
germanium-zinc selenide interface. By an application of 
an electric field under reverse bias, a proportion of the 
electrons that were created within a diffusion length of 
the interface would be injected into the zinc selenide 
conduction band. These electrons would then be accel-
erated through the zinc selenide layer and emitted into 
vacuum, where they would be imaged on to a suitable 
phosphor screen. 

The physical conditions involved in obtaining an 
epitaxial growth of single crystal zinc selenide on a 
germanium substrate, namely the degree of vacuum, the 
substrate orientation and the source and substrate 
temperature, have been evaluated and discussed in a 
previous paper.' 

Germanium-zinc selenide heterojunctions have also 
been prepared by Yamoto, using an iodine dispropor-
tionation reaction,' but no details of their electrical 
characteristics have been reported. Hovel and Milnes, 
by using an HCl closed-volume process, have grown 
epitaxial layers of zinc selenide upon diffusion- and 
volume-doped p-type germanium.' They have related 
the electrical characteristics to impurity levels within the 
zinc selenide and then constructed transistor devices 
from such heterojunctions, with current gains as high 
as 0.70.5 A recent paper by Hovel6 has also confirmed 
the existence of a switching and memory action in this 
particular heterojunction system.' 

t Formerly at the University of Nottingham; now with N.V. 
Philips, Aachen, Germany. 

Department of Electrical and Electronic Engineering, Univer-
sity of Nottingham, University Park, Nottingham, NG7 2RD. 
§ Formerly at the University of Nottingham; now with the 

Department of Electrical Engineering, University of Birmingham. 

However, two problems encountered in these studies 
are: first, obtaining reproducibility in the electric and 
photoresponse properties of the junction and, secondly, 
in explaining these properties in terms of a realistic band 
model that involves intrinsic or extrinsic defects that are 
present either in the bulk of the zinc selenide or at the 
heterojunction interface. An important feature of the 
present work is the evidence presented for the existence 
of a Mott' rather than a Schottky' barrier in the interface 
region, this barrier being formed even when the epitaxial 
deposition is performed from the vapour phase under 
ultra-high vacuum (u.h.v.) conditions. The magnitude 
of this potential barrier is a prime factor in controlling 
electron transfer across the junction and hence the 
relative efficiency of the device as a detector of infra-red 
radiation. Its formation is believed to be largely depen-
dent upon the techniques utilized in the preparation of 
the germanium substrate surface. The barrier arises from 
adsorbed impurity atoms or ions, initially present upon 
the substrate surface, that are incorporated into the 
layers of zinc selenide deposited in the early stages of 
growth. The Mott barrier thus formed will be sensitive 
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THIN METALLIC 
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Fig. 1. Operation of the Ge/ZnSe photocathode. 
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to both the concentration and type of impurity atom or 
ion incorporated into the interface. An energy band 
diagram based upon these general considerations has 
been evolved for the heterojunctions grown. 

The problems of interfacial contamination and device 
reproducibility have been overcome by growing epitaxial 
layers of high-purity zinc selenide upon ultra-clean 
germanium substrates, the substrates having been 
prepared in u.h.v. conditions free from contamination by 
air or any form of chemical etchants. This has resulted 
in a layer of zinc selenide that is semi-insulating. 
Preliminary results are included of attempts to control 
the electronic properties of this layer by the controlled 
incorporation of an excess of zinc atoms during the 
epitaxial growth process. 

2. Experimental 
Single crystals of p-type germanium (0-1 to 0-25 

ohm. cm) in a disk form approximately 2 cm in diameter 
and 0-5 mm thick were cut to within 2° of any specific 
crystallographic orientation. A plane mirror-like sur-
face was achieved by electropolishing with a 2% sodium 
hydroxide electrolyte, the final surface being washed 
with both distilled and de-ionized water. 

Growth of the zinc selenide on the germanium was 
performed with epitaxial deposition from the vapour 
phase in both conventional and u.h.v. systems. The 
growth source was similar to that described by Zulegg and 
Senkovits" for the evaporation of cadmium sulphide 
and the pressure regions in which the epitaxial growth 
of ZnSe was achieved may be classified as pressure 
regions A, B and C: 

region A, 10_5_10_ 6 torr (unbaked conventional 
systems); 

region B, 10-6-10-7 torr (baked conventional 
systems); and 

region C, 10-7-10-8 torr (u.h.v. system). 
Base pressures as low as 1 x 10-1° torr were achieved 
in the u.h.v. evaporation chamber after suitable baking 
procedures. During growth, however, the pressure rose 
to 1 x 10-8 torr. The degree of mechanical perfection 
of the epitaxial layers was assessed by examining the 
zinc selenide layers using standard Laue method X-ray 
diffraction techniques, observations being made in both 
transmission and reflexion. A wholly spot-like pattern 
with no asterismt corresponded to an epitaxial layer 
approaching a high degree of order, whilst a ring pattern 
was taken to represent a disordered layer. 

Ultra-clean substrates were prepared by having a 
second u.h.v. chamber which was separate from the 
main evaporation chamber and mounted vertically 
above it. This provided an environment free of zinc 
selenide. The two chambers were linked by a circular 
orifice of about 3 cm in diameter; this could be sealed 
off by a circular plate operated from outside the evapora-
tion chamber. The second chamber was pumped 
independently by an 8 litres s-1 ion pump. It proved 
possible to maintain a base pressure of 1 x 10-1° torr in 
the main chamber with a pressure of 1 x 10-6 torr in the 

t Asterism is the radial or non-radial streaking appearing on 
X-ray photographs due to distortion in the crystal. 

cleaning chamber. A cylindrical oven for the thermal 
cleaning of the substrate was housed vertically in the 
second chamber and enabled heat treatments up to 
900°C to be achieved. The sample was suspended in the 
oven by hooks from a rod attached to a 20 cm linear 
motion drive. The linear drive enabled the sample to be 
moved from the cleaning oven into the main evaporation 
chamber prior to an epitaxial growth. 

Two distinct sources of zinc selenide were utilized in 
the present study; zinc selenide powder being supplied 
by both Koch Light and Semi-Element Laboratories. 
The Koch Light material had a nominal purity of 9999% 
and was analysed using a Debye-Scherer X-ray diffrac-
tion method. Lines other than those attributable to 
ZnSe were observed and by an application of Fink's 
index" were identified as ZnO. A chemical quantitative 
analysis of the proportion of ZnO is difficult, but the line 
intensities suggest that it may be as high as 5 %. The 
Semi-Elements material was specified as 99-999 % pure 
and was found to be free of any ZnO contamination. 

Electrical and photoresponse currents were measured 
with a commercially available vibrating-reed electro-
meter (E.I.L. Model No. 33B-2). Light from a 100 W 
quartz iodine lamp was collected and focused using a 
front silvered mirror and selectively monochromated 
with a Hilger & Watts spectrometer (Model No. D285). 
Alternating photocurrents were observed by chopping the 
incident radiation at predetermined frequencies and 
detecting the photocurrent produced with a phase-
sensitive detector (Brookdeal Electronics, Model No. 
PM332) and low noise amplifier, Model No. LA350. 
The photon fluxes quoted were determined with a 
calibrated Hilger & Watts thermopile, Model No. 
2.6.1521, with a spectral range from 0-6 to 50 pm. 

3. Results and Discussions 

3.1 Electrical Characteristics of Ge/ZnSe 
Heterojunctions 

No difficulty was encountered in making low resistance 
contacts to the p-type germanium. The germanium 
surface was sand-blasted, to increase the surface recom-
bination velocity, and then either an indium dot was 
fused into the surface or contact was made directly with 
a DAG suspension of silver paste. A consequence of the 
sand-blasting was that any of the minority carriers 
injected across the heterojunction interface which had 
not recombined in the bulk would do so at the surface. 

Two methods were used to obtain ohmic contacts to 
the ZnSe surface. The first involved the fusing of an 
indium dot on to the surface, under an atmosphere of 
hydrogen. This had the disadvantage that some of the 
indium evaporated over a large area. The other 
contacting method involved heating the heterojunction 
to approximately 150°C and then vacuum-depositing the 
indium with the contact area being delimited by suitable 
masks. 

The electrical measurements were performed at room 
temperature and were restricted to devices where the 
ZnSe had been grown epitaxially upon the (100) ger-
manium face. The choice of this particular orientation 
was dictated by the wider range of epitaxial growth 
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Fig. 2: Forward bias characteristic (Region B). 

conditions available compared with those for the (111) 
and (110) faces.2 

Two distinct types of current-voltage characteristic 
have been observed, depending upon the magnitude of 
the forward bias that had to be applied in order to 
cause a current of some 10-7 amperes to flow. Junctions 
grown at high substrate temperatures under conditions 
of poor vacuum (pressure region A) needed about 
100 V applied in forward bias to produce such a current. 
In contrast, a few of the junctions grown at low substrate 
temperatures under a pressure in region B and the 
majority of those grown in region C only needed an 
applied forward bias of about 1 V. Only these latter 
heterojunctions will be discussed, as they have yielded 
the most quantitative information concerning the band 
diagram of this particular system. As well as observa-
tions of the //V characteristics of such junctions, the 
heterojunction's capacitance as a function of the fre-
quency of an applied a.c. electric field for different biasing 
voltages was also observed. 

3.1.1 Forward bias ( Fig. 2) 

The biasing of the heterojunction is taken in the 
conventional sense with the forward bias having the 
p-type germanium held at a positive potential. Under 
forward bias, the behaviour of the junction is best con-
sidered in terms of a dielectric diode containing discrete 
shallow traps in the selenide layer. Such a situation has 
previously been discussed by Lampert,' but he makes 
no specification as to the nature of any potential barrier 
that may exist in the interface region. 

The characteristics of junctions grown in region B 
of vacuum conditions suggest that the impurity 
traps are the predominant feature controlling 
electron flow. Under a very low applied forward 
bias, the injected carrier concentration into the 
zinc selenide layer is less than the concentration 
of thermal carriers, so that Ohm's Law is obeyed. 
Upon increasing the bias voltage, the electron 
injection level is also raised and a square-law 
characteristic attributable to space-charge-limited 
current flow is then observed. The current and 
voltage are then related by the Mott-Gurney 
Law: 13 

J 9µ0.ere,,V2 
—   8(1 + 0)/ (3I) 

with / being the thickness of the selenide layer, 
1.4 the electronic mobility and O the ratio of free 
to trapped electrons. From the observed charac-
teristics, µ0 was found to be 0.1 cm2 V- I. s" and, 
assuming" an electronic mobility of 500 cm2 
V-' s', O was 20x 10. 

With a further increase in the applied forward 
bias, the quasi-Fermi level of the system rises 
until it passes through the trap level, after which 
the current rises rapidly to the trap-free space-
charge-limited value predicted by the Mott-
Gurney Law for trap-free insulators. The bias 
voltage at which the trap is filled (VT.F.L.) can be 
related to the capacitance of the heterojunction, 
the total injected charge and the trap density by 

total charge eN,.12 
 (2) 

capacitance 8,e„ 

where N, is the total number of traps within unit 
volume of the selenide. The trap-filled limit 
voltage suggested a trap density of 4 x 10" cm-3 
within the bulk of the selenide. By then utilizing 
the relationship 

VT.F.L. 

O N = exp (E,—Ec)IkT  (3) 
N, 

where Ec is the conduction band edge, /%/c the 
conduction band density of states and E, the 
energy location of the trap, the trap depth was 
estimated to be 0.5 eV below the conduction 
band edge. 

(ii) Devices grown under pressure region C dis-
played under low forward bias, a significantly 
different form of characteristic (Fig. 3). The 

0.1 0.2 0-3 
BIAS ( V) 

0.4 

Fig. 3. Forward bias characteristic (Region C). 
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change in characteristic suggested that impurity 
traps were not now the principal factor controlling 
electron transport across the junction, but rather 
that some form of interfacial barrier had become 
dominant in controlling electron movement from 
the selenide layer into the bulk germanium. In 
such a situation, a simple model that invokes the 
kinetic emission of electrons over a step barrier" 
predicts a current-voltage relationship of the 
form 

/VD—V\1 
J = ne ( k T 27rrey- exp [ e \ kT ...(4) 

where n is the free carrier density, m* the elec-
tronic effective mass and VD the barrier height. 
The predicted gradient of a log J against V plot 
is (elkT) which is in reasonable agreement with 
the experimentally observed value of (e11.1kT). 
Such a feature, under sufficiently low bias, may 
have also been present in the electrical charac-
teristics of the devices grown under vacuum 
condition B. 

By assuming the resistance of the zinc selenide to be 
uniform up to the interfacial barrier, it was possible to 
estimate the resistivity (p) from the relationship 

1.p 
R = — 

A 

Using values for the thickness 1 of 12 gm and for the 
area A of 6 x 10-7 m2 the resistivity was deduced to be 
106 ohm cm, with a corresponding free carrier concen-
tration of 10 10 cm'. From this value and equation (4) 
an estimated value for VD of 0.46 V was obtained. This 
was compatible with the observed current-voltage 
characteristic of the junction, which departed from a 
logarithmic dependence at approximately 0.4 V and 
assumed a square law from at around 0.6 V. 

3.1.2 Reverse bias 
The reverse bias measurements for junctions grown 

under vacuum conditions C are presented in Fig. 4. 
Electron flow will be controlled by the magnitude of 
the potential barrier that exists between the germanium 
Fermi level and the zinc selenide conduction band. 
A model that invokes the thermionic emission of elec-
trons over a potential barrier may be applied to such a 
situation. A derivation of the characteristic consists of 
three stages. 

(i) Calculating the number of electrons that have 
sufficient thermal energy to surmount the energy 
barrier (/) that exists between the germanium Fermi 
level and the zinc selenide conduction band. For 
such a process, a predicted current density of the 
form 

(5) 

j = 471m*e(kT) 2 (0)  (6) 
• exP [ 711; 

is obtained.' 6 

(ii) Making an allowance for the Schottky effect," 
which leads to a lowering in the magnitude of the 
energy barrier 0. A lowering that is a result of the 
combined effects of the image force potential and 

-9 
10 

y 

10-" 
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Fig. 4. Reverse bias characteristic (Region C). 

applied electric field acting upon an electron 
moving from the germanium into the bulk of the 
zinc selenide. 

(iii) Including in the calculation any potential barrier 
that is present in the region of zinc selenide lying 
close to the interface. Such a feature may play 
a significant role in determining the effective 
magnitude of the potential barrier that controls 
electron flow under a reverse bias situation. 

If the combined effects of (i) and (ii) are considered, 
then the predicted current flow becomes 

4irm*e(kT) 2 
J = . exp — )] 

h 3 kT 

x expe l;;:er] (7) 

where EL represents the local electric field in the inter-
facial zinc selenide. If the applied electric field was then 
uniform across the selenide layer, EL may be replaced 
by V// (where V and / are respectively the applied voltage 
and thickness of the material) and J would be propor-
tional to exp V. The reverse bias characteristics are 
indeed of this form. Such an implied electric field 
distribution rules out the possible existence of a Schottky 
barrier in the interfacial selenide the electric field in a 
Schottky barrier being of the general form 

 (8) 

where x is the displacement from the Ge/ZnSe 
boundary and (5,, the depletion width. Further, the 
gradient of a graph of log,of against V4 is, from 
equation (7), 

e r e 1 
kT 2.303 (9) 

At room temperature, this equals ( 1.9 x 10-4)//+. The 
gradient of Fig. 4 is 3.07, with a calculated thickness 
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of 4 x 10-3 gm. The measured thickness of the zinc 
selenide layer was 12 gm. This suggests that there is a 
high resistivity, high field, layer of selenide across which 
most of the applied voltage is dropped and in which the 
electric field is uniform up to the germanium. Such a 
feature is characteristic of the formation of a Mott' 
rather than a Schottky potential barrier in the interfacial 
region of zinc selenide. This differs from the ideal 
Schottky barrier in that it arises from having an abrupt 
change in donor concentration going from a high to 
a low value within the bulk of a semiconductor. 

It may be concluded that equation (7) adequately 
describes the electrical characteristic of the Ge/ZnSe 
heterojunction under an applied reverse bias. By extra-
polation of the characteristic to zero bias, the barrier 
height 0 between the Fermi level in the germanium and 
the top of the barrier in the selenide was estimated to 
be 1.0 eV. 

3.1.3 Capacitance measurements 
For devices grown in region C, the variation of the 

Ge/ZnSe heterojunction's capacitance with d.c. biasing 
level as a function of the frequency of a superimposed 
a.c. field is presented in Fig. 5. No variation in the device 
capacitance with changing frequency was observed in the 
reverse bias situation, although the capacitance did 
drop with increasing frequency under forward bias. If 
the barrier had been of a Schottky type, a variation of 
device capacitance with reverse bias of the form (1/C2) 
proportional to V would have been expected. The 
observed behaviour indicates that the thickness of the 
barrier region has remained independent of bias voltage. 
This is most readily explained by again postulating the 
existence of a Mott-type potential barrier. 

The behaviour of the device with respect to a.c. electric 
fields is best considered in terms of an equivalent 
circuit, Fig. 5. 

CT 

CAPACITANCE 
(Fx 10°) 5 

1.7 x 10 2Hz 

-2 

RT 

o 
BIAS (V) 

2 

Fig. 5. Heterojunction capacitance as a function of d.c. bias voltage 
and as a function of the frequency of a superimposed a.c. voltage. 

There are two distinct contributions to the complex 
impedance of this particular junction; namely, one com-
ponent attributable to trap relaxation and the other 
arising from the potential barrier existing at the interface. 
Trap effects can be represented by a capacitance (CT) in 
series with a resistance (Kr), whilst the effect of a poten-
tial barrier may be represented by a barrier capaci-
tance (C), conductance (G) and a bulk series resistance 
(R). A geometrical capacitance due to the bulk dielectric 
properties of the ZnSe (Cg) is also included to complete 
the equivalent circuit. Under forward bias, the potential 
barrier is effectively removed and with it the capacitive 
effects of the barrier. Ancillary results,' have shown that 
the barrier effects are predominant at frequencies 
below 2 x 104 Hz, whilst trap relaxation effects become 
significant above 105 Hz. The best fit to the experimental 
results for a particular heterojunction was obtained with: 

C = 2-5 x 10-1° F G = 10-1° Q-1 
CT = 1.5 x 10-1° F RT = 1.25 x 103 SI 
R= 2x105 Ç≥ cg = 2 x io-ii F 

The trap relaxation time r = CT. RT was used to estimate 
the depth of the trap below the zinc selenide conduction 
band edge by utilizing the relationship: 

= To exp E,IkT  (10) 

where E, is the trap depth and To is approximately 
10 s. 114 With an experimental value of 1.9 x 10-7 s 
for "C, a trap depth of 0.13 eV was deduced. Utilizing 
the previous value of 0, an approximate estimate for the 
trap concentration of N, = 2 x 10 19 cm-3 was obtained 
from the expression 

0 = —N exp (E,—Ec)  (11) 
N, kT 

From the values obtained for the barrier capacitance, 
the thickness of the barrier region was estimated to be 
between 0-1 and 1 gm. 

The values of E, and N, obtained from the electrical 
characteristics and from the capacitance measurements 
are significantly different. Group II-VI semiconducting 
compounds are often characterized by having appre-
ciable concentrations of donor or acceptor like centres 
present in the forbidden gap. This is either a consequence 
of the poor chemical quality of the initial starting material 
and/or of the subsequent growth conditions. The electri-
cal current-voltage characteristics will be governed by 
the impurity levels appearing immediately above the 
Fermi level of the selenide. In contrast, over the range 
of frequencies in which capacitive effects are observed, 
only shallow donor impurity levels associated with their 
characteristic relaxation times will make any contribu-
tion to the junction's capacitance. For devices grown 
under vacuum conditions C, the electrical characteristics 
suggested that the deeper trap had been removed by the 
improvement in vacuum conditions and had been 
replaced by a different impurity centre. 

The current-voltage characteristics and capacitance 
measurements now give evidence for a basic band 
diagram of the form presented in Fig. 6. A potential 
barrier of about 0.50 eV in magnitude appears to be 
located between 0.1 and 1 gm from the germanium 
surface in the selenide layer. The precise shape of the 
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Fig. 6. The basic band diagram of the Ge/ZnSe heterojunction. 

barrier profile is unknown, but probably follows that 
suggested by Mott. This form of potential barrier was 
first invoked to explain the electrical characteristics of 
copper oxide rectifiers. A Mott potential barrier requires 
an abrupt change in donor concentration within the 
bulk of the zinc selenide. The way that this occurs in 
practice still has to be considered. 

Because the evaporation source was normally out-
gassed ten minutes prior to a growth, it is not expected 
that the composition of the vapour species impinging 
upon the germanium substrate will suddenly change. 
That is the donor concentration in the vapour beam 
should remain constant. An effective change in donor 
concentration could arise from a change in the trap 
density. If the selenide near the interface contained a 
large concentration of trap states, these could remove 
free electrons from the conduction band leading to a 
profile approximating to that of a Mott barrier. There 
are three ways in which this could occur during the 
epitaxial growth process: 

(i) A temporary increase in substrate temperature 
upon opening the shutter could lead to a pre-
ferential evaporation of zinc from the substrate. 
This is unlikely, since selenium has the higher 
vapour pressure. 

(ii) A chemical reaction between germanium and 
zinc selenide could produce a compound layer. 
Whilst this may occur over the first few atomic 
layers, it is not expected to extend as far as 
0.1 gm into the bulk zinc selenide. 

5 — 

npr ; 2 x 10" PHOTONS s-1 

f 103 Hz 

0.5 0.6 08 1.0 1.2 1-4 
PHOTON ENERGY (ev) 

Fig. 7. A.c. photoresponse. 

1-6 

(iii) For the junctions discussed previously and for 
reported work on this heterojunction system,3-6 
no attempt has been made to produce ultra-clean 
germanium surfaces on which to deposit epitaxial 
semiconducting layers. It is possible that surface-
absorbed atoms or ions present on the substrates 
are incorporated into the growing films, producing 
defect centres. The effect could extend a con-
siderable distance into the bulk if the diffusivity 
of the atoms were sufficiently high at the growth 
temperature. A reasonable concentration of sur-
face absorbed atoms would be about 10 14 cm-2. 
If these were incorporated within the first gm of 
zinc selenide, then the defect concentration would 
be 1018 cm-3. 

3.2 Photoresponse Measurements of the GelZnSe 
Heterojunction 

The a.c. and d.c. photoresponse of those junctions 
grown upon substrates that had been electropolished 
with the epitaxial deposition occurring under vacuum 
conditions C are presented in Fig. 7 and Fig. 9 (2). The 
principal features and conclusions arising from these 
investigations were: 

3.2.1 A.c. photoresponse ( Fig. 7) 

(i) A photoresponse was first observed at a photon 
energy corresponding to the direct band gap of 
germanium. This remained constant up to a 
photon energy of 1.25 eV, after which it fell to 
approximately two-thirds of its maximum value 
at 1-6 eV. The effect thus originates primarily in 
germanium. 

(ii) The photoresponse varied linearly with chopping 
frequency, suggesting that the photocurrent was 
a displacement current. 

(iii) Under zero applied bias, there was an appreciable 
photoresponse. This increased sub-linearly with 
increasing reverse bias. That is, there was an 
associated photovoltage originating at the ger-
manium surface. The photocurrent also increased 
sub-linearly with photon flux, tending towards 
saturation at a total photon flux of 7 x 10'4 s- 1. 

These effects may be explained in terms of band 
bending at the germanium surface. When the germanium 
surface is illuminated with photons whose energy is 
greater than the band gap, excess carriers are generated 
at the surface. These are separated by the built-in 
electric field, described by the built-in potential VD. The 
separation of charge carriers induces a photovoltage Vp, 
which tends to compensate the diffusion potential. The 
maximum photovoltage is then equal to the built-in 

/P 

Fig. 8. Equivalent circuit for photocurrent. 
R = bulk series resistance 
R' = resistance across phase-sensitive detector input terminals. 
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voltage. Since the effect is observed across a capacitance, 
only the change in photovoltage can be measured. For 
a maximum value of Ip (the a.c. photocurrent) of 
2 x 10-8 A at a total photon flux of 7 x 10' s' 
(2 x 10 16 cm-2 s-') and an equivalent circuit of the 
form shown in Fig. 8, it can be shown that: 

/p = co. C. Vp  (12) 

The corresponding photovoltage is then about 1-3 
x 10-2 V. The direction of band bending was deduced 
as being downwards, since the germanium surface 
became negatively charged under illumination. That is, 
the internal field in the space charge region retained 
excess electrons at the surface and drove holes into the 
bulk. This conclusion is strengthened by an observed 
increase in photocurrent with increasing reverse bias, 
since the applied field at the germanium surface assists 
the band bending in charge separation. 

It is possible that the photovoltage could have arisen 
because of the Dember effect.' When the surface of a 
semiconductor is illuminated with strongly absorbed 
photons, a high concentration of electron-hole pairs is 
produced at the surface. The carriers then diffuse away 
from the surface under the influence of the concentration 
gradient. In the case of germanium, electrons have the 
higher mobility and diffuse more rapidly than holes, 
setting up a negative charge upon the unilluminated 
surface. The corresponding potential opposes further 
electron flow into the bulk and is in the opposite sense 
to the observed barrier photovoltage. 

A correction for the Dember potential may be applied 
by using: 

V = kT b — 1 log. cr.+ da(o) 
e b+1 

where b = µnIpp, 

extrinsic conductivity, 
claw and cla (d) are the excess conductivity at the 
illuminated and unilluminated surfaces respec-
tively. 

The maximum value of the Dember potential may be 
estimated by setting do (d) equal to zero. The excess 
conductivity at the illuminated surface is then given by: 

daw  = e(µ„+pp)np.a.  (14) 

For germanium, the absorption coefficient, a, is about 
cm-1, the excess carrier life-time, se, is around 

10 -4 s, and (p +p) is of the order of 5 x 103 cm' 
V -1 s'. The extrinsic conductivity of the germanium 
was about 7 (ohm.cm) -1 and the photon flux 2 x 10 16 
cm' s-1. The correction for the Dember effect amounted 
to 9 x 10 V, which should be added to the observed 
photovoltage; this results in a barrier photovoltage of 
about 2 x 10 -2 V. Although complete saturation of the 
photovoltage has not been observed, it is reasonable to 
take the above value as an estimate of the minimum 
built-in potential at the germanium surface. 

3.2.2 D.c. photoresponse ( Fig. 9(2)) 

In the idealized situation of Figs. 1 and 6 the d.c. 
photoresponse under reverse bias should be attributable 
to the direct excitation of electrons from the germanium 

(13) 

valence band to states high in the germanium conduction 
band. Some photo-excited carriers would then cross 
the interface into the zinc selenide conduction band, 
causing a photocurrent. Physically the situation is 
analogous to photoelectric emission from a semi-
conductor into vacuum. The photocurrent 1p is related 
to a threshold energy ET" by 

/p cc (hv—ET)r  (15) 

where r takes integral or 4- integral values between 1 and 
5/2 depending upon where the excitation occurs from 
and whether the electron suffers phonon scattering; 
ET is a function of the band gap, electron affinity and the 
Fermi level of the emitting material. Clearly the photo-
current of curve 2 in Fig. 9 rises too rapidly with increas-
ing photon energy to be described by the above expres-
sion. Also the d.c. photocurrent increases linearly with 
reverse bias (Fig. 10), whereas the current would be 
expected to saturate when all the photo-excited electrons 
were collected by the applied electric field. 
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08 
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11.0 F2 1.4 1.6 1.8 2-10 

PHOTON ENERGY (eV) 

Fig. 9. D.c. photoresponse. 

Such a behaviour is only explicable in terms of the 
release of electrons from deep lying trap states that help 
form the Mott barrier in the region of zinc selenide close 
to the interface. Undoubtedly photo-excitation from 
the germanium valence band and trap excitation will 
both occur, but the observed photoresponse suggests that 
the latter is the dominant mechanism yielding photo-
carriers, at least with photon energies ranging from 
1.1-1.87 eV. The linear photocharacteristic also sug-
gested that within the Mott barrier the trap density 
increased exponentially towards the zinc selenide valence 
band edge. However, the range of energy of the exciting 
light used represents a fraction of the total band to band 
energy transition of the wider gap material and it would 
be unwise to make any assertion as to the energy distri-
bution or density of traps lying below the Fermi level 
of the zinc selenide. 
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Fig. 10. D.c. photoresponse as a function of reverse bias. 

3.3 Heterojunctions Grown with High Purity ZnSe 
Deposited upon Ultra- Clean Germanium 
Surfaces 

For the epitaxial deposition of zinc selenide on to 
germanium substrates that had been thermally cleaned 
under u.h.v. conditions, the growth material was changed 
from Koch Light 99-99% pure zinc selenide to Semi-
Elements 99-999% pure material, the latter being free 
of any ZnO contamination. The use of a higher purity 
starting material did not change the epitaxial growth 
condition in terms of source and substrate temperatures, 
but it did result in an increase in the observed growth 
rate. It also changed the surface morphology of the 
deposited layers; layers that were grown from the 
Koch Light material exhibited surfaces with heavy 
faceting. This was in contrast to the smooth layers 
grown from the Semi-Elements material. A possible 
explanation for this effect is that in the appropriate 
samples, trace amounts of ZnO are coming over in the 
vapour beam and that these are then acting as pre-
ferential sites for nucleation of the growth of the layer. 
If ZnO is appearing within the selenide layer it could 
play a significant role in controlling the electronic 
transport properties either across the interface or 
within the bulk of the zinc selenide. A similar growth 
feature has been observed by other workers for the 
auto-epitaxial deposition of silicon upon silicon'. 22 
where surface contamination by SiC (as detected with 
Auger spectroscopy) encouraged heavy faceting of the 
deposited layers of silicon. This was in marked contrast 
to the uncontaminated surfaces which allowed facet-free 
growths to be achieved. 

Thermal cleaning of the germanium surface was 
achieved by annealing the substrate for 1 hour at 800°C 
in the ancillary chamber under u.h.v. conditions. This 
resulted in thermal etching of the germanium surface 
with the appearance of deep square etch pits. These 

pits did not affect the epitaxial overgrowth, for micro-
scopic examination failed to reveal any correlation 
between surface features appearing upon the selenide 
layer with those present on the germanium surface that 
were visible through the selenide layer. 

Heterojunctions grown using the higher purity starting 
material on the pre-cleaned substrates exhibited no 
detectable photo-electric response. The epitaxial selenide 
layers were also characterized by having a very high bulk 
resistivity, estimated as being as high as 10 10-1001 
ohm. cm. This suggested that the material was either 
well compensated, with the free carrier concentration 
approaching that expected in an intrinsic material or 
that the Semi-Elements zinc selenide contained far 
fewer donor-like impurities than the Koch Light powder. 
Because of the high resistivity, it proved impossible to 
make an efficient electron injecting/extracting contact 
to the zinc selenide layer, thus preventing any study 
of the electrical characteristics of such devices. 

A successful attempt to lower the resistivity of the 
selenide layers was achieved by incorporating into the 
layer a non-stoichiometric concentration of excess zinc 
during the growth process. This was achieved by adding 
10 mg of high purity zinc to 2 g of zinc selenide placed 
in the evaporation tube. The source was then run at 
the evaporation temperature for a short period prior to 
the growth in order that the zinc evaporation would 
obtain equilibrium with the evaporation of the zinc 
selenide. This technique resulted in the deposited layers 
having a significantly lower resistivity (approximately 
109 ohm . cm) and an enhanced photoresponse, curve 1 
of Fig. 9, and quantum efficiency in the infra-red shown 
in Table 1. 

Table 1. Comparison of quantum efficiencies 

Photon energy 
eV Device It Device 21 

0-825 

1.00 

1.20 

1.40 

1.60 

1.80 

2 eo 

5.5 x 1O-

50 x 10-6 

1.5 x 10-5 

3.7 x 10' 5 

9-0 x 10 -5 

7.5 x 10-4 

1.2 x 10-' 

1-6 x l0 -7 

7-5 x 10 -7 

3.7 x 10-e 

1-7 x 10 -5 

7-5 x 10-5 

3-7 x 10 -4 

t Device 1: Epitaxial ZnSe deposited from Semi-Elements 
material (99.999% pure) upon ultra-clean germanium substrates. 

Device 2: Epitaxial ZnSe deposited from Koch Light material 
(99.99% pure) upon electropolished germanium substrates. 

This method of doping is considered to be superior 
to that of diffusion doping in one of two ways. First, 
the incorporation of the zinc atoms occurs under u.h.v. 
conditions without any zinc impurity able to diffuse 
into the germanium substrate. Secondly, no diffusion 
annealing of the device is required after the growth 
process. This avoids any change in the heterojunction's 
properties that may arise from such a heat treatment. 
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The photoresponse as well as being enhanced does 
show some structure on the low-energy side, suggesting 
that photoexcitation of electrons from the germanium 
Fermi level and from trap states in the Mott barrier 
may both be occurring. 

The shift of the photoresponse characteristic to lower 
energies also implies that there has been a lowering in 
the barrier height (1) between the germanium Fermi level 
and conduction band states in the zinc selenide layer. 

4. Conclusions 

Detailed electrical and photoelectric measurements 
have been made upon devices where the ZnSe layer has 
been grown epitaxially upon the ( 100) face of p-type 
germanium, under varying degrees of vacuum. Figure 11 
presents the band diagram of the Ge/ZnSe hetero-
j unction. This essentially summarizes the interpretation 
of the results obtained from the heterojunctions grown. 
The band structure is a composition of four regions 
each of which plays an important part in controlling 
the electrical and photoresponse characteristics of the 
heterojunction 

(i) The Zinc Selenide Bulk 

This is of a high resistivity, about 106 ohm.cm, and 
contains a large number of shallow trap states. The 
concentration and energy location of these traps appears 
to be sensitive to the choice of growth material and to 
the degree of residual vacuum under which the epitaxial 
deposition occurs. The properties of the bulk zinc 
selenide dominate the forward bias characteristic at high 
bias, and lead to a space-charge-limited current flow. 

(ii) The Zinc Selenide Present at the Interface 

The resistivity of the material at the interface is very 
much higher than the bulk resistivity due to the presence 
of deep-lying trap states. This leads to the formation of 
a Mott-type potential barrier of about 0.5 eV height in 
the zinc selenide conduction band. Its effect has been 
observed under low forward bias and under reverse 
bias. It is believed to occur because adsorbed gases on 
the germanium surface are incorporated within the first 
micrometre of the zinc selenide growth. Photoresponse 
measurements give evidence for the presence of deep-
lying traps within this region. 
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Fig. 11. The band diagram of the Ge/ZnSe heterojunction. 

(iii) The Transition between the Two Zinc Selenide Regions 

This is characterized by a redistribution of charge 
around a transition region. The width of the transition 
region x, is related to the barrier height VD and to the 
ionized donor density ND by: 

X 2 = 2gre,, VD  (16) 
eND 

Since the total width of the barrier region is less than 
1 gm, the width of the transition region will be somewhat 
less. The lower limit of the ionized donor density may 
be estimated by taking x equal to 1 gm and VD equal 
to 0.5 V, and is about 4 x 10" cm'. This is consider-
ably greater than the number of ionized donors in the 
bulk and is probably due to the ionization of traps 
within the transition region. In the bulk, these would 
normally be below the Fermi level, but because of the 
potential step some may be raised above the Fermi 
level and ionized. 

(iv) The Interface between the Germanium and the 
Zinc Selenide 

Reverse bias measurements have suggested a barrier 
height of about 1.0 eV between the germanium Fermi 
level and the zinc selenide conduction band. The photo-
response measurements have shown that the germanium 
energy bands are bent downwards at the interface, the 
amount of bending being approximately 2 x 10 -2 eV. 

It now appears possible to modify the magnitude of 
the Mott barrier occurring at the Ge/ZnSe interface by 
growing the epitaxial selenide layers upon ultra-clean 
germanium substrates. A method has also been evolved 
for controlling the electrical properties of the bulk 
zinc selenide by the incorporation of an excess of zinc 
into the selenide layers during the growth procedure. 
The specific treatment described has resulted in a 
heterojunction with a greatly increased quantum of 
efficiency in the 1.2-0.8 eV region of the electromagnetic 
spectrum. However, the exact mechanism for this 
improvement, as yet, is not fully understood. 
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Non-linear Control System Stability Investigation 
using the Circle Criterion 
By 

C. F. HO, D.C.T.(Batt.), M.Sc., 

C.Eng., M.I.E.E., M.I.E.R.E.-;-

The circle criterion provides a convenient method of testing stability in non-
linear feedback systems. The need for computer computation of the relative 
stability conditions for the Nyquist plot can be avoided by using a logarithmic 
gain-phase plot on the Nichols chart. The results of this technique agree within 
about 1 % with those obtained from a computer solution of the Nyquist plot. 

1. Introduction 

While the relevant theories on automatic control 
systems had been developed well before the Second World 
War, widespread applications of linear automatic control 
techniques came only after that period. In 1950, with the 
discovery of the root-locus method by Evens, the 
development of linear control theory for single-input, 
single-output, time-invariant systems was essentially 
complete. 

Due to mathematical complexity of even the simplest 
non-linear systems, non-linear control theory did not 
receive much attention until the early fifties. Before 1950, 
only the phase-plane method, suitable for analysing 
second-order systems was available. Then, there were 
independent attempts to adapt approximation methods 
such as those of Krylov and Bogoliubov to non-linear 
system analysis. The describing function method was the 
result. It remains to this day one of the most versatile 
approximation methods in control engineering. 

In the late 1950s the work of Lyapunov was re-
discovered and in particular, his so-called second method 
attracted widespread attention. In the meantime, two 
important approaches were revolutionizing the field of 
optimal control. These were the method of dynamic 
programming of Bellman and the maximum principle of 
Pontryagin. Both were advanced around 1956. 

In 1959 the Romanian V. M. Popov discovered an 
exact frequency domain condition for the stability of a 
class of non-linear systems. This achievement along with 
later extensions by other investigators brought the spot-
light back to the frequency-domain approaches. The 
circle criterion is an extension of Popov's work. It 
provides an easy method for the design of a large class of 
non-linear systems because the concepts and techniques 
are as simple and essentially the same as those used in 
the design of linear systems. 

2. The Concept of Stability 

The concept of stability must be defined prior to our 
discussing its criterion in a system. For linear systems, a 
general definition for stability might be given as follows: 

Definition 1 A linear system is stable if its output is 
bounded for any bounded input. 

In other words, let c(t) be the output and r(t) the input 
of a linear system. Then, if 

1401 < N < co for t to, 

Ic(01 < M < oo for t to. 

t Electrical Engineering Department, University of Hong Kong, 
Pokfulam Road, Hong Kong. 

Thus, the distinction between stability and instability of a 
linear system is defined by an abrupt transition as the 
loop gain is increased. Such an abrupt transition 
generally is not found in non-linear systems. The 
transition from stability to instability in non-linear 
systems usually exhibits a loss of continuity and jump 
resonance phenomena. This leads to the following two 
definitions for stability of non-linear systems. 

Definition 2 A non-linear system is stable in the bounded 
sense if any bounded set of inputs produces 
a bounded set of outputs. 

In other words, given a system described by the functional 
equation y = H(x) the system is stable in the bounded 
sense if for all x it is such that 

Ilxil < N, ily II= 1111(x)I1 < M 

Definition 3 A non-linear system is stable in the con-

tinuous sense if any bounded set of inputs 
produces a continuous set of outputs. 

The term continuous means that for any functions x1(t) 
and x2(t) belonging to X, there exists .5 > 0 for any 
given e > 0 such that 

11 11[x 11— H[x2]Il < e, Ilx x2I1 < 6 
These definitions of stability of non-linear system have 
been discussed in detail in Reference I. 

3. The Circle Criterion 

The circle criterion represents an extension of linear 
techniques into the analysis of non-linear systems. It 
yields sufficient conditions for the stability of a large class 
of non-linear systems. The conditions are dependent 
upon the sector which bounds the non-linearity and not 
upon the actual non-linearity. 

Consider the basic feedback system shown in Fig. 1 
with r, e, u and y real-valued measurable functions of 
t for t 0. 

It is assumed that r(t) and y(t) are square integrable 
functions of time. That is, it defines the set of input and 
output functions in the definitions of stability for non-
linear systems as that set of functions which are bounded 
and approach zero as t --> co. 

u Y 

Fig. 1. Basic feedback system. 
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The block labelled N represents a memoryless, either 
time-invariant or time-varying non-linearity which 
satisfies the conditions illustrated in Fig. 5 that is: 

u(t) = N[e(t), t] 

N[0, = 0 for t 0 

and there exists a positive constant fi and a real constant a 
such that 

a t 0 for all real e 0.  (1) 
e(t) 

The block labelled G is a linear time-invariant element 
with impulse response y(z) so that 

y(t) = ig(t—t)u(r)clr— go(t) 

where g and go are real valued functions such that 

00 OD 

brig(t)1 dt < co and S lgo(t)12 dt < oo  (2) 

The function go takes into account the initial conditions 
at t = 0. 

The circle criterion thus defines sufficient conditions 
for stability as follows: 
Theorem 1 A basic feedback system of Fig. 1 is stable 

in the bounded sense if it has a non-
linearity of the form stated and satisfies the 
conditions illustrated in Fig. 2 and stated 
mathematically as: 

(i) a > 0, the Nyquist plot of G(jo) lies outside the 

1 11 
circle C1 of radius 1{-- - centered on the real 

a 13 

Ne(t) 

e(t) 

trniciball 

Re1Gljw11 

Re 16 lig411 

ReIG(jw)l 

Fig. 2. Sectors of non-linearities and their corresponding critical 
regions in the «jai) plane. 

axis of the complex plane at { — 1-(-I+ -1), 0] and 
a /3 

does not encircle C1. 

(ii) a = 0, the Nyquist plot of G(jco) lies to the right of 

1 
the line given by Re [G(jco)] = — 

(iii) Œ > 0, the Nyquist plot of G(jco) is contained within 

the circle C 2 of radius +[- — centered on the real 
1 1 

fi 
axis of the complex plane at [_ 1( /_1+ !\,01 

4 /3 _1 

A basic feedback system of Fig. 1 is stable in 
the continuous sense if it satisfies Theorem 1 
and conditions of the type shown in Fig. 5 
for slope of its non-linearity N. Mathe-
matically this is: 

(i) u(t) = N[e(t),t] 

(ii) MO, t] = 0, for t O. 

(iii) There exist real constants a and fi such that 

N[ei(t), t] — N[e2(t), t] 
< < fi 

e1(t)—e2(t) 

for all real e 0 0 and t 0. 

(iv) r(t) and y(t) are square integrable functions of time; 
and 

(v) one of the conditions given in Fig. 2. 

Theorem 2 describes the incremental gain 

u i(t)— u2(t) N[e 1(t), t] — N2P2(t), t] 

e e2(t) e,(0—e2(t) 

being bounded in a sector. The slopes a and fi of this 
sector, however, are not necessarily the same as those 
obtained by the application of Theorem 1 to the same 
non-linearity. Generally Theorem 2 will yield larger, or 
at least equal, critical regions in the complex plane. 

4. Application of the Circle Criterion 

Let us consider the basic feedback system of Fig. 1 
with the linear plant G(s) given by 

Theorem 2 

G(s) = 

(11(11- .-5-)(1+-s) 
2 4 6 

and the non-linearity characteristic shown in Fig. 3. 
It is assumed that all inputs meet the basic conditions 

of the circle criterion. Theorem 1 assures the stability of 
the system if the Nyquist plot of the linear plant G(jco) 
lies outside the circle C of radius .,5 centered on the:real 
axis of the complex plane at [— I, 0] and does not 
encircle C. However, for the design of a feedback system 
concepts such as gain margin, phase margin etc. are 
needed. The values of K and co for which the G(jco) 
becomes a tangent to the critical circle in the Nyquist plot 
yield the required information. Unfortunately, finding this 
tangent condition in the circle criterion plot is not a 
simple matter and it may require computer solution. 
This paper suggests an alternative graphical approach 
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Fig. 3. Non-linearity characteristic. 

within the easy reach of an engineer when he applies the 
circle criterion method of analysis. 

5. Pole Shifting 

The feedback system of Fig. 4 consists of a linear time-
invariant element KG(s), where K is a positive gain 
constant, and a memoryless time-invariant non-linearity 
N bounded in a sector cc, fl, as shown in Fig. 5. 

By putting N1(x) = N(x)— nox  (3) 

where NI(x) is another non-linearity and 

(ci +13) no = 2 

N(x)ercx 

X L ' ej 

of the original element N is then transformed into the 
sector 

the sector 

o 
En, 10 LI 

Fig. 4. A feedback system. 

Fig. 5. Non-linearity bounded by shaded region. 

(4) 

(5) 

(6) 

G1 ( s) 

N1 
a2X+W2 

Fig. 6. Equivalent system of Fig. 4. 

of an equivalent non-linearity NI. By the relations of 
eqns. (3) to (6), it is apparent that 

(oc—P) 
cci = 2  (7) 

fil 
(fi— cc) 

= — a 
2 (8) 

Hence, a system of Fig. 5 is transformed into an equiva-
lent system of Fig. 6 in which the non-linearity is N1 and 
the linear plant 

G1(s) = 
1+ noKG(s) 

Further, the input aix+w, of the original system will be 
transformed into an input dix + where 

a; = ai — noa2 and w; = wi — now2 

Since al, a2, w1 and w2 satisfy the conditions of the circle 
criterion and no is a positive constant a'1 and w', also 
satisfy these conditions. The transformation maps the 
Nyquist plot into the inside of a circle in the Gajco) plane 

centered at the origin and of radius —2 This is illu-
P— cc 

strated in Fig. 7. Transformation eqn. (8) therefore maps 
constant IGI(ja))1 circles into appropriate circles in the 
original KG(jai) plane. Such a mapping is analogous to 
that used in the relation between open- and closed-loop 
transfer functions of linear time-invariant systems and can 
be expressed in the logarithmic gain vs. phase plane. 
Specifically, this mapping can be represented in the form 
of a Nichols chart. 

KG(s) 
(9) 

6. Worked Example 

To demonstrate the use of a Nichols chart for deter-
mining the relative stability for the circle criterion, let 
us consider again the example cited above. The original 
system and its equivalent are shown in Figs. 8(a) and (b) 
respectively. 

Im 

Re IGtiwn 

Fig. 7. The transformation map Gi(jtv) into inside of the admissible 
region. 
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The linear plant G(s) — 

(1 +)(i +:)(i+) 
2  6 

and its non-linearity N has the characteristic described 
in Fig. 3. It is bounded in a sector with a = -A and 
/3 = By means of eqns. (4) to (9), the equivalent 
system has 

KG(s)  
G1(s) = 

1 + noKG(s) 

(1 + -s)(1 + -s) ( 1 + s-) + n 0K 
2 4 6 

N1 is bounded in a sector having a1 = --A and fit = 

noKG(s) 
We can write n 0G ,(s) = 

1 + noKG(s) 

and plot noKG(ft.o) on the Nichols chart as a function of 
co with n oK = 1. This curve is then moved vertically 
upwards until it makes a tangent to the critical M circle 
which is given by 

= InoG &col — 
I  noKG(jco)  I 

11+ noKGj(co)I 

= 20 logi 0-no = 6 dB in this example. 
PI 

The plot is shown in Fig. 9. The change in decibels when 
the curve is shifted along the vertical axis represents the 
value of noK in decibels and the tangential point yields 
the frequency. We interpret these values from the plot 
of Fig. 9, namely noK = 12.8 dB 

or K = 8.2 and wc = 4-6 rad/s 

Application of the circle criterion without transforma-
tion to this example, the values of K and co, for which 
the Nyquist plot G(jco) becomes tangential to the critical 
region are found with the aid of a digital computer to be 

K = 7.94 and wc = 4.72. 

These are in close agreement with the above method. 

u 
N •—•«-qa. 

14) (1+ )( 1+ 

iimimompe 

(11- 1)(1* 1)(14)+noK 

(0) 

Fig. 8. (a) The non-linear feedback system. 
(b) Its equivalent. 

(b) 

7. Conclusion 

The circle criterion provides a useful method of testing 
stability in non-linear feedback systems. However, it has 

T
,
 
D
E
C
I
B
E
L
S
 

30 -180 -162 -144 -126 -108 -90 
0, DEGREES 

Fig. 9. The Nichols chart. 

-7 -54 

a minor disadvantage in that computer computation 
may be required to evaluate the relative stability condi-
tions for the Nyquist plot. Where computer facilities are 
not available and repeated trial-and-error methods are 
not desired, the use of a logarithmic gain-phase plot as 
discussed in this paper represents a very useful extension 
of the circle criterion method of analysis. 
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Self and Mutual Impedances of Two Parallel 
Staggered Dipoles by Variational Method 
By 

J. V. SUR UTKA, D Sc 
The problem of the self- and mutual-impedances of two arbitrarily located 
parallel dipoles is solved by using the variational method and a two-term trial 
function for current distribution. The impedances are calculated for half-wave 
and full-wave dipoles in non-staggered, echelon and collinear arrangements. 
In all three cases the results are in excellent agreement with those obtained by 
the Chang-King five-term theory. In the non-staggered case agreement with 
experimental results is also very satisfactory. 

1. Introduction 

The problem of two arbitrarily-located parallel dipoles 
has been treated by Chang and King' using an integral 
equation technique. They solved the integral equations 
by an approximate method first made available by King 
and Wu in 19652 in dealing with a single dipole antenna. 
Recently, Popovie analysed the problem of two 
arbitrarily-located identical parallel asymmetrical an-
tennas. The purpose of the present paper is to give a 
variational solution to the same problem, using a two-
term trial function for current distribution. Only 
symmetrical parallel staggered dipoles will be considered, 
but the method can be generalized to asymmetrical 
staggered dipoles, combining the procedure described in 
reference 8 with the method of analysing asymmetrical 
dipoles described in reference 9. 

The variational method for determining the impedance 
of a thin cylindrical antenna was presented for the first 
time by Storer." Some years later Levis and Tais 
proposed an extension of the application of this method 
to the problem of two coupled parallel linear antennas of 
unequal sizes. However, their approach was quite 
general and no definite final formulas were derived. In a 
recent paper Surutka and Popovie further developed the 
Levis and Tai proposal and derived the explicit varia-
tional formulas for the self- and mutual-impedances of 
two parallel, non-staggered dipoles of unequal size. The 
two-term trial functions for currents were those utilized 
by Storer.' 

In this paper a similar technique was used in order to 
obtain the impedances of two identical parallel dipoles, 
the centres of which are located arbitrarily. The non-
staggered and collinear arrays of two elements are special 
cases of the general one presented here. For the non-
staggered case the theoretical results agree very well with 
experimental data measured by Mack.' Unfortunately, 
for other arrangements no experimental data are avail-
able. On the other hand, the theoretical results, obtained 
by variational method, favourably agree with those 
obtained by Chang and King,' and Popovie. 8 

2. Integral Equations and Variational Expres-
sions for Impedances 

Let us consider two identical parallel dipoles of half 
length h and radius a, arranged as in Fig. 1. The distance 

t Department of Electrical Engineering, University of Belgrade, 
Yugoslavia. Fig. 1. Two parallel staggered dipoles. 

between the axes of the dipoles is b, and the centres of the 
dipoles are displaced by a distance d parallel to the axes. 
The non-staggered and collinear arrangements are 
special cases of the one treated here, putting d = 0 and 
b = a, respectively. 

As the whole system is point symmetric about the point 
M, bisecting the distance between the centres 01 and 02 
of the two dipoles, the axes of the dipoles are oriented 
oppositely, so that the positive direction of the current in 
the antenna 1 is upward and downward in the antenna 2. 

As usual, it is assumed that the two dipoles are driven 
by the slice or delta function generators having voltages 
1/1 and V2, which are due to impressed fields 
= 111.5(z,) and E 2 = V2 b(Z2) located in the 

infinitely narrow belts at the centres of the dipoles. 
b(z) is Dirac delta function defined at z =-- O. 

Assuming an infinite conductivity of the antenna con-
ductors the basic equation expressing the satisfied 
boundary conditions on the surface of the dipole 1 can 

The Radio and Electronic Engineer, Vol. 41 No. 6, June 1971 257 



J. V. SURUTKA 

be put in the form 

V15(z1) = j —a) (k2+ - a2 -)1 Az,(z i) 
k2 az 

where 

h exp ( --jkri i) A , 
A = 11.2 { 1 (z') uz - z ' -h 1 1 r11 

(1) 

h , exp (-jkri2).„ u ,} 
- J /2(z2) Z2 

-h r12 
 (2) 

is the vector-potential in the point z1 on the surface of the 
dipole 1 (since both currents /1(z,) and /2(z2) are in the 
z direction, the vector-potential has the z-component 
only), 

1' 11 = [a2+(zi _ fi)211/2 

r, 2 = [b2+(z i zi _ coz]h/2 

k = 20*. = co(E0110)1/2. 

(3) 

(4) 

(5) 

In evaluating the vector-potential it is assumed that the 
whole current is concentrated in the axes of the dipoles. 

A similar equation for the dipole 2 can be obtained 
from equations ( 1)-(4) by interchanging the subscripts 
1 and 2. 

Regarding the two identical antennas as the mutually 
coupled circuits, we can write the following relationships: 

V1 = Z, / (0) - Z„, /2(0)  (6) 

V2 = - Zml 1(0) + Z, /2(0),  (7) 

where Zs and Z., are self- and mutual-impedances of two 
antennas, respectively. (The self-impedance of dipole 1 
is its input impedance when dipole 2 is disconnected 
from the transmission line and vice versa.) 

In order to obtain the fundamental variational expres-
sions for the impedances, we first multiply equation ( 1) 
by lazi)dzi and then integrate from -h to +h. Taking 
into account that 

V111(z 1)ô(z 1)dz 1= 11(0), 
-h 

pair of equations from which the two impedances can be 

determined. 

The calculation can readily be simplified by decoupling 
the two basic equations using a sequence method.4 
Because of the point symmetry of the system, it is easy to 
see that in the case of symmetric excitation conditions 
(sequence I), corresponding to the driving voltages 
= V2 = Vs, we have /,(z1) = /2(22) = /5(z). In the 

antisymmetric case (sequence II) V, = - V2 = V. and 
then /1(z1) = -/2(z2) = /.(z). It is convenient to intro-
duce normalized current distribution functions (for 
symmetric and antisymmetric case), defined as follows: 

g5(z) = Is(z)11,(0) g(z) = 1a(Z)/l.(0). 
 (12) 

In accordance with the sequence method equation (9) for 
the antenna 1, as well as the corresponding equation for 
the antenna 2 (which was not written), give two sequence 
equations: 

in = zs—z,„ --- --
4n 

h h 
gs(zlgs(z)K iaz, z')dz'dz - 

-h -h 
h h 

- ir I I gs(z')gs(z)K12(z, z')dz'dz,-h -h 

 (13) 

' h h 
Z11= Zs+ Zm = jA-11- S S ga(z')ga(z)K 11(z, z')dz'dz + 

-h -h 

in h + i r 7t lihga(z, )ga(z)K 12(z, z')dz'dz, 

 (14) 

where 
I Ô2 eXP  

Kiaz, z')= k (1+ ic2 az2 1.11 
(15) 

1 a2 )exp(— k 12), 
Ki2(Z, z') = k (1+ ki az2 

ri2 

(16) 

 (8) and 

we can write 

Zse(0)- Z., /1(0)12(0) 

=ile  • 11(21)11( 1( Z1)11(ZI, )di 1d A Z 1 - -h -h 

JI hr 
42r 21, 

S 12(z'2)11(z ,)1( 12(z 1, z'2)dz'Az 1, 
-h 

 (9) 

where I = (1.10/60)1/2 = 120n ohms, Ki 1(z1, z1) and 
1(12(z,, z) are the kernels defined as follows: 

1 Ô2 exp (-jkria 
K„(z i, z1i) = k (1+ k-2azl) 

r11 
 (10) 

1 p2 exp (-jkr 12) 
K12(z i, z'2) = k ( I + k • 

bz r12 
 (11) 

With subscripts 1 and 2 interchanged, we can write a 
similar equation for the second antenna, thus obtaining a 

r11 = [a2 +(z -Z)2] 1/2 

r12 = [b2+(z+z'-d)211/2. 

Z1 and Z1, are driving input impedances 
corresponding to the symmetric and 
excitation conditions. 

Since the two kernels, equations ( 15) and ( 16), remain 
unchanged when z and z' are substituted one for the other, 
it can be easily shown that the expressions (13) and ( 14) 
have the stationary property with respect to small changes 
in the relative distribution functions. It means that 

SZI = 0 and SZ11 = O.  (19) 

As shown by Storer'. in the case of a single sym-
metrical antenna, a two-term trial function of the type 

1(z) = A sin k(h - PP+ B[1 - cos k(h-14)] 

 (17) 

 (18) 

of two dipoles 
antisymmetric 

(20) 

leads to very satisfactory results in evaluating the im-
pedance by the variational method. The same type of 
trial function for currents will be used in this paper, taking 
into account the unsymmetry in current distribution 
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functions. So, the normalized distribution functions 
for the symmetric and antisymmetric cases can be 
written as follows: 

Is(z) - {bi fi(z)+ b2 f2(z) z e [0, h] 

z e [ - h, 0] MO) b3 f3(Z)+ b4 /4(Z) 

„ /„(z) = {at fi(z)+ az .1.2(z) 
gaz) 

I alY.1 a 3 JeZ)± a4f4(z) 

where 

fi(z) = sin k(h-z) 
f3(z)= sin k(h+ z) 

and 

and 

 (21) 

ze [0, h] 

ze[-h, 
 (22) 

f2(z) = 1 -cos k(h- z) 
.1.4(z) = 1- cos k(h+z) 

g,(0) = 

9.(0) = 1. 

(23) 

(24) 

The continuity condition for the current at the feeding 
point, g(04) = g(0_), leads to 

b2 = [I bi fiOn./.2(0) b4 = [1 - b 3 .f AY 2(0) 

a2 = [1 a fi(0)]/f2(0) a4 = [1 - a3 (On f 2(0). 
 (25) 

Introducing (21) and (22) into equations ( 13) and ( 14), 
the impedances Z1 and Zil can be put in the following 
forms 

• = Zs Zm = A3 0+ A41,î + 2A7 b +2A8 b 3 + 
+2A, obib3+A il - Al2 

 (26) 

• = Zs+Z„, = 21 14+A24+2A5a1+2A6a3+ 

+2A9a1a3+Ali+A l2, 
 (27) 

where 

A1 = w 1 1+ y1 1-2(w,2+ vi2)11(0)/f2(o)+ 
+(w22+v22)fî(0)/f(0) 

A2 = VV 11 + V33 - 2(W 2 + V34).f1(°)/f2(0) 

+ (W22 + v44)-f(0)/f(0) 
A3 = W 1 1 - V11 2(w12 V12)fl(())/f2(°)+ 

+ (W22 - V22).f(0)/f(0) 
A4 = w 1 I - V33 - 2(W 12 - V34)fl Mlle) + 

+(w22 - v4a)f i(0)/f 
A5 = (WI2 + WI4+ VI2 V14)//2(0)-

- (W22 + W24 + V22 + V24)flnif(0) 
A6 = (W12 + W14 + V34 + V23)/f2(()) - 

- (W22 + W24 + V44 + V24).f1(°)/f(0) 
A7 = (W12 + W14 - V12 - V14)/f2(°) -

- (W22 + W24 - Y22 - V24)T1((:))/f(0) 
A8 = (W12 + W14 - V34 - V23)/f2(°) -

- (W22 + W24 - V44 - V24)f1(())/f(0) 
A9 = W13 +1213 -(2111 14 I- V144-1/23)fi(0)1f2(0) -1-

+ (w24 + v24)fl(0)/f(o) 
A10 = W13 - VI3 (14'14 - V14 - V23).f1(())/f2()) + 

+(w24 - v24)f ;.(0)/f (0) 
A11 = (W22 ± W24)2/f(()) 
A l2 = (V22 + 1/44 2V24)/f(0). 

(28) 

The integrals wik and vik are defined as follows: 

wik = ( - 1)m+" S [hr 0 fi(z)K i(z, zldz] fk(z1d.: 
4ir o 

and 

where 

h" = (- 1)m+" - 
4n o 

for i = 1, 2 
for i = 3, 4 

for k = 1, 2 
for k = 3, 4 

[hSom fi(Z)Ki 2(Z, Z' )1:11 fk(Zi)dZi 

n = {1 
2 

(29) 

(30) 

There are six different wik integrals: wil, W2I, w13, w41, 
W22 and w24. The remaining ten integrals can be expressed 
by the former ones: w33 = w, w12 = w34 = w43 

W21, W31 = W13, W23 = W32 = WI 4 = W41, W44 = W22, 
W42 = w24. Ten va integrals have different values: 
V12 = V21, V13 = V31, V14 = V41, V22, V32 = V23, t'24 =-
V42, V3 3, y34 = V43 and y44. 

Owing to the stationary property of equations ( 13) 
and ( 14), the current coefficients al, a3, bi and b3 can be 
determined by requiring that 

az.110 
aai = 0 

From equation (31) we have 

A6A9-A2A5 
al - 2 

A i A2- A 9 

61 - A8A,o-A4A7 
2 A3A4-A 0 

a 3 = 
Ai A 2 - Ag 

A7 A io A3A8 
b3 -  

2 • A3A4 -A10 

= 1, 3.  (31) 

215 A9 - AiA6 

(32) 

3. Evaluation of Integrals Iva and vik 

The computing time for evaluation of the integrals 
w, and Vik can be considerably reduced if the double 
integrals are transformed into single ones. 

Using the method of partial integration and changing 
the variables it can be shown that the following identity 
is valid:3 
h„, h„, 

1 32 -jk 
fi(z)K(z, z')dz = k S fi(z) (1+ k2 32) r dz 

h,j=  exp (-jkr) 1 32 

r k2 3Z2\ x 

exP ( r) 

xfi(z)dz + 

exp (-jkro) f;(h,„) 

-  bz' ro k 

exp (- jkrh ) 
  + 

rh. 

f X0) exp (-jkro) 

ro 

 (33) 
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where, in the case K(z, z') = z') 

r = ro = r, i1r.0 and rh,,,= 
(34) 

and, in the case K(z, z') = 

r = r12, ro = r121..0 and r h„, = 

 (35) 

The minus sign in the second term on the right side of 
equation (33) refers to the latter case. 

Using the identity (33) the integral (29) can be trans-
formed as follows: 

4n h" r exp (—jkr) 
Om+" ws = S o 0 

1 2 
X ( I -F 3 -c- a—z 2) fi(Z)dZi x 

x fk(z')dz' —fk(0)fi(0) x 

x exp ( 2+ d2) 

lc,/a 2+d 2 

— f, (0)3 exp (—ikro) x 
o kro 

x fik(i)dz' —f (h,,) x 

exp (—jkrh )fh(i)dz. +4(0) x 
krh 

h" exp (—jkro) 
x fk(z')dzi, 
o kro 

 (36) 

where r, ro and ri„, are defined by (34). 

A similar expression can be written for y,k by changing 
the algebraic sign of the second and third term on the 
right-hand side of equation (36) and substituting b for a. 
Equation (35) defines r, r, and r„,,,. 

In the case i =-- 1, 3, fi(z) are the sine-functions defined 
by (23), and hence 

(92 
1+ —k2 —Z2)j;(z) = O. 

Therefore, the first term on the right-hand side of 
equation (36) disappears and the evaluation of the wik 
and yik reduces to the evaluation of the single integrals. 
There are only two Iva, integrals (w22 an w ( d w24) and three 
yil, integrals (y22, y24 and y44) wherein the first term on 
the right-hand side does not disappear (i = 2, 4). But, 
also, in all of them the first term can be transformed into 
the single integrals by the method of partial integration 
and by appropriate changes of variables. 

4. Numerical Results and Conclusion 

The variational method presented here has been used 
to calculate the self- and mutual-impedances of two 
dipoles for the following three different arrangements: 

(1) non-staggered parallel dipoles, 

(2) dipoles in echelon, i.e. b = d, and 

(3) collinear dipoles. 

-3 

-5 

-6 
-7 

-9 
-10 — 

VARIATIONAL 

.xxxx..xxx EXPERIMENTAL 

Fig. 2. Theoretical and experimental (Mack) self- and mutual-
admittances of two parallel non-staggered half-wave dipoles, 
a/.1. = 0.007022 

Both half-wave and full-wave dipoles have been treated 
and in both cases the radii of 0-007022 ). have been 
assumed. 

The aforementioned arrangements and dimensions 
have been chosen from Chang and King's work' so as to 
enable a direct comparison of the two methods. In 
addition, Popovies analysed the same cases using the 
polynomial approximation for current. 

2-
X X 

X 

o 

VARIATIONAL 

EXPERIMENTAL 

2 - 

s 

Gs 

'Njm e ceA 
'B r!, 

Fig. 3. Theoretical and experimental (Mack) self- and mutual-
admittances of two parallel non-staggered full-wave dipoles, 

= 0.007022. 

260 
The Radio and Electronic Engineer, Vol. 41, No. 6 



SELF AND MUTUAL IMPEDANCES OF STAGGERED DIPOLES 

Table 1 

Self- and mutual-impedances (in ohms) of non-staggered (d = 0) array of two elements, aR, = 0.007022 

h =0.25 

Variational Chang and King 

10. Z. = R.-FjX. Z. = j = 12.+jX. Z., = jX., 

0-050 

0.100 

0-150 

0.250 

0.375 

0.500 

0.625 

0.750 

0.875 

1.000 

1125 

1.250 

1.375 

1.500 

1.750 

2.000 

2.250 

2.500 

2.750 

3.000 

104.0+j 22.2 

96-7+j 21-4 

91.4+j 25.8 

90.3+j 35.8 

97.6+j 39.9 

101.2+j 35.7 

98.6+j 32.7 

96.2+j 34.2 

97-2+j 36.2 

98•8+j 35.6 

98.4+j 34.2 

97•3+i 34.5 
97-5+j 35.5 

98.3+j 35.3 

97.6+j 34.7 

98.1 +j 35.2 

977+j 34.8 

98.0+j 35.1 

978+j 34.9 

98.0+j 35.1 

102-4+j 4-2 

89-3-j 18-2 

73.7-j 34•1 

39.4-j 53.4 

-2.5-j 53.0 

-29-8-j 31.4 

-36.1-j 3.2 

-24-9+j 18-8 

-4•7+j 27.1 

13.5+j 20-3 

21•3+j 4.8 

16-9-j 10.3 

4.6-j 17.6 

-8.3-j 14.5 

-12-7+j 6.8 

5.8+j 11.2 

10.1-j 5.1 

-4.5-j 9-1 

-8.4+j 4.0 

3.6+j 7.7 

99.3+j 25-6 

93-1+j 24-7 

88-4+j 28.6 

87-4+j 37-9 

94.0+j 41.7 

97•4+j 379 
95•2+j 35.1 

92.9+j 36.5 

93.8+j 38.3 

95•3+j 37-7 

94-9+j 36.5 

93.9+j 36.8 

94.0+j 37.6 

94.8+j 375 
94-1+j 36.9 

94-6-Fj 37.4 

94.3+j 37.0 

94.5+j 37.3 

943+J 37-1 

94•5+j 37.3 

97-7+j 7.2 

85-9-j 15.4 

71.3-j 31-5 

38-6-j 50-9 

-1-8-j 51.1 

-28•4-j 30.7 

-34.8-j 3.6 

-24-4+j 17-9 

-4.9+j 26.1 

12-8+j 19-8 

20•5+j 4.9 

16.5-j 9.7 

4-7-j 16.9 

-7.8-j 14.2 

-12.4+j 6.4 

5-5+j 11.0 

9-8-j 4-8 

-4.2-j 8-9 

-8.2+j 3.8 

3.4+j 7.5 

h = 050À 

0.050 

0.100 

0-150 

0.250 

0.375 

0.500 

0.625 

0.750 

0-875 

1.000 

1-125 

1.250 

1.375 

1-500 

1.750 

2.000 

2.250 

2.500 

2.750 

3.000 

200.4-j 786.7 

195-2-j 648-5 

204.3-j 565.3 

237-0-j 471.2 

302.6-j 417.3 

380-2-j 450.7 

342.3-j 522-6 

297-0-j 490.5 

313-7-j 456-2 

346.8-j 464.8 

338.5-j 496.6 

312.6-j 488-3 

317.6-j 467-3 

336-8-j 469-3 

319.2-j 486.0 

3325-j 4721 

322.4-j 4841 

3303-j 473.8 

3241 -j 482.8 

329.1-j 475.0 

1211+j 254-6 

81.6+j 216-0 

69.7+j 178.7 

73-4+j 132-2 

109•2+j 91-0 

155.6-j 1.0 

79.7-j 113.0 

-16-3-j 105.1 

-68.6-j 65.3 

-95.2-j 2.4 

-61-8+j 66.6 

3•5+j 79-0 

49•6+j 52-6 

71 •0+j 5-2 

2-5-j 62-8 

-56-6-j 68 

-5.3+j 51.5 

46.8+j 7.4 

6.4-j 43.3 

-39.8-j 7.6 

195.5-j 795.7 

190-9-j 655.5 

200.5-j 571-5 

233-9-j 476.4 

2998-j 423-0 

376-4-j 456-9 

3381 -j 527.6 

2935-j 495-6 

310.3 -j 461.6 

343.0-j 470.3 

334.7-j 501-6 

309.5-j 493.4 

314.1 -j 472.9 

333.0-j 474-8 

316-0-j 491-0 

328.6-j 477.5 

318-9-j 489.3 

3268-j 479.4 

320.9-j 487.9 

325.5-j 480-7 

115.7+j 261-0 

76.9+j 221-0 

65.7+j 182.0 

71.4+j 133.4 

1085 +j 90.9 

154.4-j 1.5 

78-4-j 111.9 

-16-6-j 104.4 

-68.0-j 64-6 

-94-2-j 2.3 

-61•4+j 65-9 

3.2+j 

48-7+j 

70-1+j 

3.0-j 

-55-6-j 

-5•5+j 

45.6+j 

6-7-j 

-39.0-j 

78-4 

52.1 

5.4 

61.8 

6-9 

50.5 

7-7 

42.4 

7-2 
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Table 2 

Self- and mutual-impedances (in ohms) of two parallel dipoles in echelon, b = d, a/2 = 0.007022 

h = 0.25 

Variational Chang and King 

b1.1. = dIA Z, = Rs+jX„ Z.= R.-HX. Z.= R.-Fp(„ Z.= 12.-1-jX. 

0.050 108.6+j 20-1 106.5+j 8.2 104.7+j 23.5 102.7+j 10.7 

0.100 98-9+j 20-3 89-2-j 10.1 95-6+j 23-6 86-3-j 7-9 

0.150 92-9+j 26.2 69.4-j 23.3 90-1+j 28.9 67.4-j 21-5 

0.250 93.2+j 35.5 29-8-j 37.7 90-1+j 37.5 29.4-j 36-1 

0.375 98-3+j 36.6 -7-9-j 28.0 94.8+j 38.7 -7.1-j 27.2 

0-500 98.4+j 34.5 -18.9-j 4-4 94.9+j 36.8 -18.1-j 4.6 

0.625 97.5+j 34.9 -9-0+j 11.0 94.1+j 371 -8.9+j 10.4 

0.750 98.0+j 35.2 4.8+j 101 94-5+j 37-3 4.5+j 9-8 

0.875 97-9+j 34.9 9-2-j 0.1 94-5+j 37.0 8.9+j 01 

1.000 97-8+j 35.0 3-3-j 71 94.3+j 37.2 3-3-j 6.8 

1125 97.9+j 35.0 -4.4-j 5.2 94.5+j 37.2 -41-j 5.1 

1.250 97.9+j 34-9 -5.9+j 1.5 94-4+j 371 -5•7+j 1-4 

I - 375 97-8+j 35.0 -1.0+j 5.4 94.4+j 37.2 -11+j 5.1 

1.500 97-9+j 35.0 4.0+j 3.0 94.4+j 37-2 3-8+j 2.9 

1-750 97.9+j 35.0 -01-j 4.2 94-4+j 37.2 -01 -j 4.0 

2.000 97.8+j 35.0 -2-8+j 2.3 94-4+j 37-2 -2.7+j 2-2 

2.250 97.9+j 35.0 31 +j 0.7 94.4+j 37.2 3-0+j 0.7 

2.500 97-9+j 35.0 -1.8-j 2.7 94.4+j 37-2 -1-2-j 2.5 

2.750 97.9+j 35.0 -1-1+j 2.3 94.4+j 37-2 -1.1+j 2.2 

3.000 97-9+j 35.0 2.3-j 0.5 94.4+j 37-2 2.2-j 0.4 

h = 0.50 

0.050 

0.100 

0.150 

0.250 

0.375 

0-500 

0.625 

0.750 

0.875 

1.000 

1125 

1.250 

1.375 

1-500 

1.750 

2.000 

2-250 

2•500 

2-750 

3.000 

529.2-j 1325-5 

324.9-j 875.7 

265-4-j 680.0 

252.6-j 508.9 

303-2-j 438.2 

357-3 459.2 

336.4-j 4991 

315.2-j 481.7 

3268-j 471.7 

331.1 -j 4801 

324.8-j 480.7 

326.4-j 476.7 

3283-j 479.0 

3261 -j 479.4 

3275-j 478-9 

327-0-j 478.2 

326.6-j 478.7 

327-0-j 478-9 

327.0-j 478-5 

326.8-j 478.6 

-44.6+j 761.6 

-5-9+j 445.1 

9-1+j 299.3 

43.6+j 156.4 

85.2+j 70.0 

97.5-j 15.5 

30.6-j 72.7 

45.3 

-391-j 1.7 

-17.8+j 25-3 

11.0+j 21.9 

19.3+j 0-6 

8.1-j 13-8 

- 11-4 

-3.6+j 9.3 

7.4-j 2-2 

-51 -j 3.7 

0.2+j 5.2 

3-4-j 2.8 

-3.7-j 0.8 

284-7-j 1078.6 

250-2-j 824-9 

239.4-j 672.7 

2465-j 511.3 

300.3 442.3 

353.9-j 4651 

3318-j 504.4 

311-7-j 486.2 

323.9-j 477-4 

327.4-j 485.7 

3211 -j 485-7 

323.1 -j 481.9 

324.7-j 484-6 

322.6 7j 484.6 

323-W---j 484.2 

323.4-j 483.7 

323.1 -j 484.0 

323.4-j 484.2 

323.6-j 483.9 

323-3-j 483.7 

56.7+j 533-9 

7.2+j 399.1 

9.8+j 288-7 

44.4+j 152.2 

851 +j 67.4 

95-4-j 16-8 

27.7-j 71.0 

42.3 

0.0 

-15-3+j 25.0 

11.8+j 20.1 

18.6-j 0.8 

6.8-j 13.8 

- 10.3 

-2.4+j 9.4 

6.8 3.2 

3.0 

1-0+j 5.1 

31 -j 3.1 
-3.8-j 0.3 
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Table 3 

Self- and mutual-impedances (in ohms) of two parallel collinear dipoles, d = 0, a/2 = 0.007022 

h = 0.25 

Variational Chang and King 

blÀ Z,= = jX,. Z. = 

0.550 

0.600 

0.650 

0.750 

0.875 

1.000 

1.125 

1.250 

1.375 

1-500 

99-6+j 32-8 

97-8+j 338 

97.5+j 34 5 

97-7+j 351 

97.9+j 350 

97.9+j 34-9 

978+j 35-0 

97-9+j 350 

97.9+j 350 

97.9+j 350 

30-0-j 5.9 

18.6-j 11-8 

10.3-j 13.6 

- 11.4 

-5.9-j 5.0 

-5.6+j 0.7 

-2.6+j 3.5 

0.5+j 3.4 

2.3+j 1-6 

2-3-j 0.4 

96.4+j 35.5 

94.5+j 36.1 

94.1 +j 36.7 

94-2+j 37.3 

94.4+j 37-2 

94-4+j 37-2 

94-4+j 37.2 

94.4+j 37.2 

94.4+j 37-2 

94.4+j 37-2 

29.0-j 4-2 

18.1-j 10.6 

10.2-j 12.6 

- 10.8 

- 4.9 

-5.3+j 0-5 

-2.5+j 3.2 

0.5+j 3.2 

2.1+j 1-5 

2.2-j 0.4 

h = 0.50 

1.050 325.8-j 500.1 - 16.7+j 62.4 321.0-j 498.5 

1100 319-6-j 486.6 2.3+j 42.1 317-2-j 489.0 

1125 - 319.8-j 482-7 7.0+j 35.1 317.6-j 485.8 

1.250 325-4-j 476.0 15 .7-I-j 12.3 322.6-j 481.7 

1.375 328-2-j 478-0 131-j 1.2 324.5-j 483.7 

1.500 327.3-j 479-3 6.0-j 7.0 323.7-j 484.7 

1.625 326.5-j 478.9 -0-3-j 6.7 323.1-j 484.1 

1.750 326.8-j 478-4 -3.6-j 3.5 323-6-j 483.8 

1.875 327.0-j 478-6 -4.0-j 0.1 323.5-j 484.2 

2.000 327.0-j 478.8 -2.4+j 2.2 323.3-j 483.7 

-9-7+j 49.2 

4.3+j 33.3 

8-2+j 28.1 

14.1+j 8.7 

10.7-j 2.6 

4.0-j 6.4 

-1.1-j 5.4 

-3.2-j 2-4 

-31+j 0.5 

-1.4+j 20 

The calculated theoretical self- and mutual-impedances 
for the non-staggered array of two elements have been 
presented in Table I. The distance between the dipoles 
varies from 0.05 A to 3 A. For the sake of comparison 
the results obtained by Chang and King, originally 
expressed as admittances, have been converted into 
impedances and included in Table 1. The agreement 
between the results obtained by these two methods is 
remarkable. Agreement with the results presented by 
Popovie was also found to be good. 

Also, the impedances for the non-staggered dipoles are 
compared with the experimental data measured by 
Mack' and presented diagramatically in Figs. 2 and 3. 
Very good agreement between theoretical and experi-
mental results in the case of half-wave dipoles (Fig. 2) 
can easily be noticed. Similar conformity is seen even in 
the case of full-wave dipoles (Fig. 3) with the exception 
of the imaginary part of self-admittance, Bs. Moreover, 
the shape of the theoretical diagram for Bs is very similar 
to the diagram of experimentally obtained data, the only 
difference being in that the theoretical diagram shows 
somewhat lower values. 

The results obtained by the variational method for the 
arrangements in echelon and for the case of collinear 
dipoles are presented in Tables 2 and 3. For comparison, 
the results of Chang and King are also included in these 

tables. Again the comparison of these results reveals an 
excellent agreement, and both sets of results are in good 
agreement with those reported in reference 8. 

A comparison of the theoretical and experimental 
results for echelon and collinear arrangements could not 
be carried out, since experimental results for the latter 
were not available. However, in view of the fact that the 
agreement is quite satisfactory in the case of non-
staggered dipoles, one might be justified in concluding 
that a similar degree of agreement could be expected in 
all cases. This conclusion may also be said to follow 
from the fact that the results obtained by the present 
method are in good agreement with those obtained by 
two other, different methods. 

A note on the relative advantages of the present method 
and the polynomial approach 8 might be perhaps useful, 
for placing the present method in a proper perspective. 
The variational method is known to yield values of input 
impedances which are for an order of magnitude more 
accurate than the approximate current distribution used. 
Therefore, the results obtained by the present method 
with the two-term trial function for current should be 
regarded as approximately corresponding to the third-
order polynomial approximation. On average, this was 
indeed found to be close to the truth. 
On the other hand, the variational approach 
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represents an optimization of the driving-point current 
only, distribution of current along the entire antenna 
length not being so accurate. The polynomial approach 
therefore perhaps has advantages in this respect over the 
present approach, particularly if h is significantly greater 
than 2/4. 
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STANDARD FREQUENCY TRANSMISSIONS-May 1971 
(Communication from the National Physical Laboratory) 

Deviation from nominal frequency 
in parts in 10. 

May (24-hour mean centred on 0300 UT) 
1971 

Relative phase readings 
in microseconds 
N.P.L.--Station 

(Readings at 1500 UT) 

GBR MSF 1 Droitwich *GBR tMSF 
16 kHz 60 kHz 200 kHz 16 kHz 60kHz 

May 
1971 

Deviation from nominal frequency 
in parts in 10" 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.R.L.-Station 

(Readings at 1500 UT) 

GBR 
16 kHz 

I - 299.8 -F 0-2 -F 0- 599 602.5 
2 - 299.9 0 ± 0- 598 602.6 
3 - 299-9 + 0-1 4- 0. 597 601.1 
4 - 299.9 - 0.2 + 0. 596 601.3 
5 - 299-9 + 0-1 + 0. 595 600.4 
6 - 300.0 o + 0. 595 604.4 
7 - 299.9 + 0.1 -1- 0. 594 603.3 
8 - 299.9 -1- 0.1 + 0. 593 602-1 
9 - 299-8 -F 0.1 + 0. 591 600.9 
10 - 299-9 -F 0-2 -F 0. 590 598.9 
11 - 299.8 + 0.2 + 0. 588 597.2 
12 - 299.8 -F 0.2 -F 0. 586 595.4 
13 - 2999 -1- 0.1 -1- 0. 585 594.8 
14 - 300.1 -1- 0.1 4- 0. 586 594.2 
15 - 299.8 + 0. I -I- 0. 584 593.1 
16 -- 300.0 - 01 +0. 584 594.1 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

- 300-1 
- 300-0 
- 300-0 
- 299-9 
- 300-0 
- 300-0 
- 300-0 
- 300.0 
- 300.0 
- 300.0 
- 300.0 
- 300.0 
- 300.0 
- 299.9 
-- 299.9 

MSF 
60 kHz 

Droitwich 
200 kHz 

•GBR thISF 
16 kHz 60 kHz 

0 0 585 594.1 
o + 0.1 585 593.9 
0 + 0.1 585 594.0 
O -: 01 584 594.0 
O ± 0.1 584 594.3 
0 -I- 0.1 584 593.9 
0 o 584 594.3 
0.1 -I- 0.1 584 595-0 

o 584 595.6 
0 -1- 0.1 584 594.8 
0 0 584 595.2 
0 -1- 01 584 595.4 
0 -F 0.1 584 595.6 
401 ± 0.1 583 594.9 
0 --1 0-1 582 594.9 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to 1 part in 10". 

• Relative to UTC Scale; (UTC,„ - Station) = = 500 at 1500 UT 31st December 1968. 

t Relative to AT Scale; (ATNN, -- Station) - 46/36 at 1500 UT 31st December 1968. 
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The historical and technical background which lead to the development of 
12 kHz channel spacing at u.h.f. is described. The advantages and disadvantages 
of the narrower channel spacing, including problems of achieving satisfactory 
adjacent channel protection and frequency stability, are discussed. A series of 
field tests within the London metropolitan area is reported which demonstrated 
that coverage and quality of reception is as good as with 25 kHz channel spacing. 

1. Introduction: The Need for More Channels 
for Mobile Radio 

Mobile radio is one of the fastest growing sectors of 
the telecommunications industry and it has a history 
of continuous growth in every country in the world. In 
the United States there are approximately 3 million 
radiotelephones licensed and the growth rate is over 
10 % per annum. In the United Kingdom there are 
approximately 150 000 mobile radiotelephones and the 
number of mobiles and growth rate is 15% per annum. 
In Germany the number of mobiles and growth rate is 
about the same as in the U.K. Scandinavian countries 
have highly developed mobile radio services with 
correspondingly high growth rates, as do Canada, 
Australia and New Zealand. 

Although the numbers of vehicles fitted may seem 
large and the growth rates high, the percentage of 
vehicles fitted in each country is still quite small, 
generally lying between 0.5 and 3 %. There is therefore 
no question of a market saturation if adequate frequen-
cies can be made available and indeed the only tendency 
for slower growth to be manifest occurs when adequate 
channels become difficult to obtain in any given area or 
country. 

There are further new factors coming into prominence 
which will cause accelerated growth and increased 
demands for channels. These include the introduction 
and widespread adoption of pocket or personal radio-
telephone services for a wide variety of purposes. This 
market may well prove to be as big again as vehicle 
mobile radio. The projected use of data transmissions 
to and from vehicles will also add to the demand for new 
channels. Such services may require a standard of 
coverage and freedom from interference not ordinarily 
available on voice mobile channels. 

2. Increasing the Frequency Space for 
Mobile Radio 

There are only two practical methods of providing the 
additional channels needed for the future expansion of 
mobile radio. One is to increase the total frequency 

t ITT Europe Inc., 190 Strand, London WC2R I DU 

space available and the other is to decrease the spacing 
between channels, thereby making more channels per 
megahertz available. 

The best opportunities for increasing the frequency 
space available to mobile radio lie in the u.h.f. band on 
either side of the existing mobile band, 450-470 MHz. 
This band has the important advantage of having inter-
national recognition and acceptance as a mobile band. 
It also has been found to have important operational 
attractions including very low general noise levels and 
in particular an almost complete lack of ignition inter-
ference. Excellent penetration of streets and buildings is 
a further desirable characteristic of the band. The very 
small antennas required also make it highly suitable for 
pocket radiotelephone services. 

The extension of this band has taken divergent 
courses in the United States and Europe. In Europe a 
number of countries including France, Germany, 
Denmark, Sweden and Finland are extending the 
frequency allocation downwards to 420 MHz. In the 
U.S. proposals to extend the band upwards to 512 MHz 
on a shared basis with television services are now 
approaching implementation. In the U.K. at the time 
of writing, band extension is under consideration by the 
Government. Any proposal to reduce mobile channel 
spacing in the u.h.f. band should therefore take into 
consideration the technical factors affecting a band of 
frequencies lying between 420-512 MHz. 

These band extensions will undoubtedly relieve the 
immediate pressure for channels. How much relief is 
obtained in Europe will depend upon how much of the 
420-450 MHz band is released for mobile services. In 
the U.S. the degree of relief achieved will depend upon 
the success of somewhat complicated television band-
sharing proposals. 

It is clear however that mobile radio's long-term 
growth problems cannot be solved by band extension 
alone and that if further channel splitting is practicable 
at u.h.f. it will also need to be adopted. 12.5 kHz 
channelling at u.h.f. should therefore be examined 
carefully and if practicable it should be adopted. 

The potential advantage which will accrue from a 
further splitting of u.h.f. channels is very substantial. 
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The number of double-frequency channels at 450-
470 MHz would increase from 400 to 800, the number 
between 420-450 MHz would increase from 600 to 1200. 
The number in the band 470-512 MHz would go up 
from 840 to 1680 in those geographical areas where 
sharing with television is permitted. 

As will be discussed later, the maximum benefit from 
channel splitting is only fully effective if the double-
frequency principle of frequency allocation is adhered 
to. (See Appendix 1.) This is fortunately the case for the 
u.h.f. band in the United States and Great Britain and the 
majority of countries throughout the world. 

3. Outline History of Mobile Radio Channel 
Spacing at V.H.F. and U.H.F. 

When mobile radio began in the late 1940s the initial 
channel spacing in the U.S. in the v.h.f. 150 MHz band 
was 120 kHz. This spacing was successively reduced, 
first to 60 kHz and then to 30 kHz where it now stands. 
In the U.K. channels initially spaced at 100 kHz were 
split first to 50 kHz and then in 1963 to 25 kHz. In 
January 1968 the British Post Office introduced 12.5 kHz 
channelling both in the U.K. high-band ( 165-173 MHz) 
and in the low band (71.5-88 MHz). 

The channel spacing in the u.h.f. band, initially 
50 kHz, was recently reduced to 25 kHz both in the U.S. 
and the U.K. 25 kHz channelling at u.h.f. is the current 
standard throughout the world, except in Germany and 
Holland, where it is interesting to note that 20 kHz 
spacing has been adopted. (See also Appendix 2.) 

4. 125 kHz Channel Spacing at V.H.F. in the 
United Kingdom 

The introduction and subsequent history of 12-5 kHz 
channel spacing at v.h.f. in the U.K. in 1968 is interesting 
and relevant to our subject. Of the 150 000 mobile 
stations operating in the U.K. about 100 000 are already 
operating on 12.5 kHz channelling and the proportion 
remaining on 25 kHz at v.h.f. is rapidly diminishing. 
(The precise numbers are not known because of uncer-
tainties in the licensing procedures.) The experience 
gained in the three years of operation by the allocating 
authority, by the industry and by the users has been 
extremely satisfactory. No special problems have arisen 
in relation to frequency stability. No serious complaints 
of adjacent channel interference have been registered and 
the number of available channels has been greatly 
increased to the benefit of users and manufacturers alike. 
Intermodulation problems have been few and have not 
led to any serious loss of frequency channels. They have 
been mainly confined to the type of main station prob-
lems which can be treated by the use of filters and 
circulators, and by adjusting antenna spacing. 

The successful introduction of 12.5 kHz channelling 
at v.h.f. was confirmed by the British Government when 
in opening a new frequency band, the 'mid-band' 
(105-108 MHz and 138-141 MHz) in 1969, it decided 
to adopt 12.5 kHz spacing, a decision which was fully 
endorsed by users and manufacturers. 

Careful comparison of the 'on-channel performance 
of 12-5 kHz channelling systems with the 25 kHz 

channelling systems which they are replacing has shown 
that only a minor degradation of service is experienced. 
This takes the form of a small increase in ignition inter-
ference, chiefly in the mobile receiver, due to pulse 
lengthening caused by the narrower bandwidths of the 
12.5 kHz receivers. 

In the majority of systems the increased ignition 
interference has passed without comment by users and 
in no case has it given rise to serious complaint. A 
compensatory advantage of the narrower bandwidth 
employed is that the incidence of interference from 
diathermy and stray carriers such as those radiated by 
television receiver local oscillators has been corres-
pondingly reduced. The change of channelling standard 
has not materially altered the limit range of systems but 
has led rather to some increase in noise levels near limit 
range. 

5. Channel Spacing in the V.H.F. 150 MHz 
Band in the United States 

Unlike the U.K., the U.S. has not split its channelling 
standards in the 150 MHz v.h.f. band and the present 
standard is 30 kHz. The reasons for this are probably as 
follows: 

(1) The U.S. has extensive single-frequency allocations 
in the 150 MHz band. Such allocations are very 
prone to interference chiefly due to intermodu-
lation between fixed stations. Channel splitting 
unfortunately causes the number of possible 
intermodulation products in single frequency 
allocations to rise sharply. Under these con-
ditions splitting the channels does not necessarily 
give a large increase in channel availability and its 
introduction could cause severe administrative 
problems. 

(2) In the U.S., fixed and mobile power levels are some 
6-10 dB higher than in the U.K. and Europe. This 
aggravates intermodulation problems and adjacent 
channel interference problems. 

(3) The U.S. uses f.m. exclusively in the v.h.f. bands. 
The deterioration due to ignition pulse lengthening 
may possibly appear to be worse in f.m. than in 
a.m. when channels are split. The majority of 
systems in the U.K. are a.m., although numerous 
f.m. 12.5 kHz v.h.f. systems are working success-
fully in that country. (See also Appendix 3.) 

6. 12.5 kHz Channel Spacing at U.H.F. 

The introduction of 12.5 kHz channel spacing in the 
U.K. having been entirely satisfactory, it is natural to 
consider how these advantages can be obtained at u.h.f. 
since, as has been stated, most countries are using the 
double-frequency allocation system in this band. 

There are in fact substantial reasons why 12.5 kHz 
channelling should be even more successful at u.h.f. 
than at v.h.f., as follows: 

(a) Double-frequency working has been much more 
widely adopted throughout the world at u.h.f. 
than at v.h.f. Double-frequency working, by 
reducing the dynamic range of signals involved 
between systems, eases the problems of inter-
modulation and adjacent channel protection. 
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(b) Ignition noise is almost entirely absent at u.h.f. so 
that the problem of pulse lengthening of ignition 
impulses in the narrower 12.5 kHz i.f. filters does 
not arise as a significant issue. The improvement 
in stray carrier protection will still apply as at 
v.h.f. 

(c) U.h.f. fixed stations typically employ high gain 
omni-directional antennas. These antennas reduce 
the field strength in the immediate vicinity of the 
fixed station and in consequence reduce the 
dynamic range of the signals to which both fixed 
and mobile receivers are exposed. 

(d) Transmitter power levels used at u.h.f. are con-
ventionally lower than at v.h.f. This trend is due 
to two causes. First, power has been more difficult 
to generate at u.h.f., particularly with transistors, 
and secondly, its effect on range is less rewarding 
than at v.h.f. 

(e) Many typical u.h.f. applications are for short 
range systems, including lower power portable and 
pocket use. Such systems generally have a 
reduced dynamic range of signals and this is 
favourable to the narrower channel spacing 
condition. 

Against these advantages have to be set the following 
considerations: 

(f) There is a deterioration in signal/noise ratios at 
12.5 kHz spacing due to the reduced deviation. 
This occurs chiefly in the good signal areas and 
amounts to 2.5-3 dB. This is true at v.h.f. and 
u.h.f. Comparative SINAD measurements are 
shown in Fig. 1. 

(g) It is more difficult to obtain the required adjacent 
channel protection at 12.5 kHz than at 25 kHz. 
This is true at v.h.f. and u.h.f. 

(h) Frequency stability requirements are more stringent 
at u.h.f. 

6.1 Adjacent Channel Protection 

Protection against adjacent channel interference 
becomes more difficult to achieve as channel spacings 
are narrowed. Apart from frequency stability, which is 
considered later, there are two main reasons for this. 

25 

g 25 kHz SPACING 
E21 ±5 kHz DEVIATION 

o o 10 

12.5 kHz SPACING 
±2.5 kHz DEVIATION 

-20 -15 -10 - 5 0 +5 +10 +15 

RECEIVER INPUT ( dB RELATIVE TO 1p1/ pd.) 

Fig. I. SINAD vs. receiver input for 12.5 kHz and 25 kHz 
channel spacing. 

25kHz 

-20 -15 - 10 - 5 0 + 5 +10 + 15 + 20 
kHz RELATIVE TO 101 MHz 

Fig. 2. Crystal filters for 12.5 kHz and 25 kHz channel spacing. 

6.1.1 Receiver selectivity 

The if. filter shape factor is somewhat poorer at 
12.5 kHz as compared to the shape factor of 25 kHz 
filters. Comparative curves are shown in Fig. 2. The 
12.5 kHz filter shape factor shown is that of the current 
state of the art and is probably capable of some improve-
ment with further filter development. Since, however, 
the same 12.5 kHz filters are used in v.h.f. and u.h.f. 
systems, no new factor arises at u.h.f. in this respect. 

6.1.2 Transmitter sideband radiation into the 
adjacent channel 

As the channel spacings are narrowed, transmitter 
deviation must be reduced. At 12.5 kHz channelling at 
v.h.f. a maximum deviation of 2.5 kHz has been specified 
and found satisfactory and the same figure is recom-
mended for u.h.f. The u.h.f. specification proposed 
allows a further 500 Hz frequency drift so that to this 
extent adjacent channel sideband radiation will be greater 
at u.h.f. in the worst drift condition. Alternative courses 
of reducing deviation to 2 kHz or slightly increasing 
frequency stability can be considered. 

6.2 Frequency Stability 

The assumptions made in proposing 12-5 kHz 
channelling at u.h.f. are that crystal oscillator stabilities 
of + 5 parts in 106 will be adopted in mobile equipment 
and + 2.5 parts in 106 in fixed station equipment. The 
mobile stability requirement is readily obtained over the 
temperature range of — 10°C to + 50°C. Where tem-
peratures down to — 30°C are required this stability 
may be obtained either by crystal compensation or 
simple thermostat-controlled heater mats activated at 
0°C. These temperature stabilities are currently achieved 
and in wide use in 25 kHz u.h.f. systems. 

The higher temperature stability recommended at the 
fixed station is readily obtained and in fact surpassed by 
the use of a simple oven of the proportional control type 
fitted over the fixed station crystals. The development of 
the proportional control crystal oven has in fact made a 
useful contribution to the introduction of narrower 
channelling. One minor trouble experienced with the 
introduction of 12.5 kHz channelling at v.h.f. has been 
with the earlier bi-metallic strip thermostatic crystal 
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Fig. 3. Proportional control crystal oven. 

ovens used at fixed stations. If the thermo-mechanical 
control elements fail then the crystal oscillator can drift 
into the adjacent channel causing temporary but serious 
interference. 

This is avoided in the ITT STAR equipment in two ways. 
First, bi-metallic thermostats have been eliminated. 
Secondly, the crystals, although operated and adjusted 
to frequency in the equipment at 50°C, are cut for 20°C. 
An oven failure (which is very unlikely to take place and 
has not in fact been experienced) would only cause a 
minor drift in frequency amounting to less than 5 kHz 
even if the ambient temperature at the fixed station was 
as low as — 10°C. 

A further advantage of the proportional oven is that 
it does not cycle in the manner characteristic of bi-metallic 
thermostat-controlled ovens. This makes an even control 
of temperature possible to within 1 degC (Fig. 3). 

A further 10 % improvement in frequency stability 
will be required at 512 MHz. This can either be 
obtained by reducing the fixed station frequency tolerance 
from + 1 kHz to + 500 kHz or by reducing mobile 
station tolerances to + 4 parts in 106 whichever is 
thought to be more convenient. 

6.3 Crystal Ageing 
Crystal ageing, that is change of frequency with age, 

is a factor which must be considered in mobile systems. 
At u.h.f., and particularly at 12.5 kHz channel spacing, 
it becomes significant. 

All crystal ageing problems can of course be eliminated 
if one is prepared to readjust crystal frequencies often 
enough. Since however crystal adjustment takes time 
and costs money it is obviously desirable to minimize 
ageing and hence the number of adjustments carried out 
during the life of the equipment. 

In this respect the ITT STAR equipment incorporates 
an important advance in technique over its v.h.f. 
12.5 kHz predecessors—namely that it uses glass encap-
sulated crystals. These crystals have particularly good 
ageing characteristics due to the absence of impurities 
and partial leaks which are experienced with metal can 
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crystals sealed by hot soldering methods. The results of 
ageing runs carried out on two sets of glass encapsulated 
crystals are shown in Figs. 4 and 5. 

From these tests it can be seen that if the crystals are 
pre-aged then not more than one adjustment in the life 
of the equipment should suffice to keep the crystal error 
due to this cause within 1 part in le. This represents a 
very acceptable performance and it can be related to the 
F.C.C. mandatory requirement which is to check and 
correct frequencies once per year. 

Cold weld metal crystals appear to achieve a similar 
freedom from ageing and are an important alternative 
to glass encapsulation (Fig. 6). 

6.4 Field Tests 

In order to test the effectiveness of 12.5 kHz working 
at u.h.f. it was decided in 1969 to carry out laboratory 
and field tests on equipment meeting the standards 
described. 

The equipment used was standard production equip-
ment from the ITT STAR range of 25 kHz u.h.f. equipment 
shown in Fig. 7. Fixed stations, mobiles and pocket 
radiotelephones were modified to the new specification. 
The modification, which is very simple, consists simply 
of changing the 10.7 MHz i.f. crystal filter from a 
25 kHz channelling filter to a 12.5 kHz channelling filter 
and reducing the deviation settings of transmitters from 
5 kHz to 2.5 kHz. In addition at the fixed station the 
small proportionally-controlled oven was fitted over the 
transmitter and receiver crystals. This oven controls the 
temperature of the crystals within a degree of 50°C. A 
change of one resistor in the receiver squelch circuit is 
also necessary. 

A 12.5 kHz channelling u.h.f. system using modified 
equipment of this type has been under test in London 
for over 12 months. The layout of the London test 
system is shown in Fig. 8. The metropolitan London 
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Fig. 8. Coverage map for u.h.f. mobile system with 12-5 kHz 
channel spacing. 

area was chosen as giving severe and widely varying 
field conditions, including undulating terrain, high 
buildings, narrow streets, under-passes and heavy traffic. 

The site for the fixed station was chosen at Hampstead 
where the ground level is about 400 feet. A 10 dB gain 
omni-directional antenna is installed 70 feet above 
ground level on top of a block of flats. The fixed station 
equipment is remotely controlled by land line from 
Mobile Radio Laboratories at New Southgate, over an 
8-mile telephone line. A permanent 25 kHz u.h.f. 
system which gives good coverage of London is operated 
from the same site, using the same antenna. This gives 
a valuable standard of performance comparison. 

Fig. 7. 
U.h.f. fixed station and 
mobile equipment for 
12.5 kHz channel spacing. 
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The results of tests and observations made over the 
I2-month period show that the coverage at 12.5 kHz is 
virtually indistinguishable from the coverage obtained 
from the 25 kHz system. In terms of absolute range, 
signal/noise, ignition levels and speech quality the 
difference between the two systems subjectively is barely 
perceptible. 

In terms of adjacent channel performance the mobile 
receiver squelch does not open, no matter how close the 
mobile approached the fixed station on the adjacent 
channel. This is a better result than is obtained at 
12.5 kHz v.h.f. where the adjacent channel can be heard 

intermittently for several hundred yards around the same 
site. The improvement in this respect at u.h.f. is no 
doubt due to the effect of the high-gain antenna described 
in Section 6 under (c). 

7. Pocket Radiotelephones 

U.h.f. pocket radiotelephone systems have made great 
strides in the past few years: some 25 000 equipments are 
in use by the police in the U.K., and as many again are 
used in commercial and industrial applications. A typical 
unit is shown in Fig. 9. It weighs 0.454 kg ( 16 oz) and 
measures 18.3 x 6.35 x 3.17 cm (7.3 x 2.5 x 1.25 in). 

Fig. 9. U.h.f. pocket radiotelephone for 12.5 kHz channel spacing. In the interior view 
the aerial is at top, transmitter and receiver sections are to the left and right of the 
upper half of the chassis respectively, the press-to-transmit switch is on the left and 
the on/off and volume control is just above the loudspeaker; the microphone is at the 
bottom. 
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(3) 

Advantage has been taken of the small antenna required 
at u.h.f. to enclose the antenna, thus greatly improving 
the convenience and appearance of the equipment. 

This sector of mobile radio now has the fastest 
growth and in the long run may far exceed the vehicle 
market in numbers of units and monetary volume. 
U.h.f. channel splitting to 12.5 kHz is therefore of great 
interest and significance in these applications. 

A main question arising in such small equipments is 
the provision of the i.f. filter. A 12-5 kHz channel 
spacing crystal filter measuring only 18.3 x 12 x 15.3 mm 
(0.73 x 0.47 x 0.6 in) and operating at 10.7 MHz is now 
available. This filter provides the necessary receiver 
adjacent channel selectivity. No other important 
difficulty has been experienced in designing 12.5 kHz 
versions of the 25 kHz equipments. 

The conditions under which pocket systems using 
these equipments operate are particularly appropriate to 
12.5 kHz for the following reasons: 

(I) The low power used (generally a fraction of a 
watt) and lower mobile antenna efficiencies result 
in reduced exposure to high signal levels. 

(2) The fixed stations are typically far more widely 
dispersed than vehicle mobile system fixed stations 
which tend to concentrate in the same areas. 
Pocket systems may be located for instance, at 
building sites, docks, harbours, railway tunnels, 
airports and factories. In general such installations 
are on geographically separate sites and multiple 
systems covering the same area are the exception 
rather than the rule. In this they tend to differ 
from mobile systems where many systems are set 
up to cover the same area. 

Where large numbers of pocket systems do con-
gregate, as at airports, there is much more scope 
for changing fixed station antenna locations if 
interference problems arise. 

8. Conclusions 

The standards of frequency stability required for 
12.5 kHz spacing in the u.h.f. band may be readily 
obtained by the methods recommended. These involve 
chiefly a change to glass encapsulated or cold weld 
crystals. The slight degradation in adjacent channel 
protection consequent upon the 500 Hz increase in the 
mobile frequency tolerance can be avoided if desired by 
reducing system deviation from 2.5 kHz to 2 kHz and 
accepting a 2 dB reduction in signal/noise ratio or by 
reducing frequency tolerances slightly. 

The benefits which will accrue from the introduction 
of 12.5 kHz channelling are considered to be very great, 
provided double-frequency allocation is adopted. In 
view of the expansion pressures on all mobile radio 
frequency allocations it is strongly recommended that 
12.5 kHz channelling at u.h.f. be introduced wherever 
possible, with as early a timescale as can be agreed by 
the parties concerned. It should be noted in this con-
nexion that the benefits of 12.5 kHz spacing would be 
greater in the proposed new extensions of the u.h.f. 

band since no problems of interleaving with existing 
25 kHz channels will occur. 
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10. Appendix 1: Single- and Double- Frequency 
Allocation 

It is not generally realized that there are two distinct 
methods of allocating radio frequencies for mobile radio 
systems. These are known as the single- and double-
frequency allocation methods. 

The single-frequency allocation method is the simpler 
to understand. All fixed and mobile stations are on the 
same single frequency for transmit and receive functions 
in this system. All stations can inter-communicate 
directly when within direct range of each other. Single 
frequency allocation appears at first sight to be the more 
economical way of allocating frequencies but para-
doxically it turns out in fact to be the more wasteful 
method. 

The double-frequency allocation method requires two 
separate frequencies, one for the fixed to mobile trans-
mission and the other the other for mobile to fixed. In this 
system mobiles can talk directly to each other only via 
the fixed station on a stalk-through' basis. Co-channel 
fixed stations cannot hear each other and it is this 
feature which brings one of the main advantages of 
double-frequency allocation in terms of frequency 
economy. 

Single-frequency fixed stations sharing the same channel 
are liable to interfere with each other unless the spacing 
between the two stations is quite large. Spacings of 
50 miles (80 km), 100 miles ( 161 km), or even 180 miles 
(289 km) may be necessary if the two stations are to 
function without mutual interference. Since fixed stations 
transmit for about 50% of the total system time, co-
channel interference of this kind between fixed stations 
can lead to a very serious impediment to traffic handling. 

In the double-frequency case the two fixed stations 
cannot hear each other, no matter how close, because of 
the frequency transposition. Inter-system co-channel 
interference can occur only between fixed stations and 
the mobiles of the system sharing the channel. The two 
systems may, as a result, be more closely spaced by a 
factor typically of about three. 

Since frequencies are allocated on an area basis, this 
system spacing improvement factor can be obtained in 
two dimensions, thus making possible 9 times as many 
stations in a given area using the double frequency 
method. Since two frequencies per system are used instead 
of one the advantage has however to be reduced again by 
a factor of two but the net gain is obviously substantial. 

A further important advantage accrues in the double-
frequency case in the protection it gives against other 
than co-channel interference. In covering a given area 
there is always a tendency for many fixed stations to 
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congregate on a small number of high sites, e.g. hill 
tops, water towers or skyscrapers. This leads in the 
single-frequency method to serious difficulties due to 
intermodulation blocking, desensitization, etc., because 
the receivers used cannot provide adequate 'front-end' 
protection. In this situation many channels quickly 
become unusable. 

In the double-frequency method all transmitters are 
allocated in one frequency block and all receivers in a 
second block, well separated from the first. In these 
circumstances receiver front-end protection is achieved 
and channels are seldom lost from interference problems. 

A third advantage of the double-frequency method, 
which is not practical with single-frequency working, 
is that it enables connexions to be made to the telephone 
network. 

11. Appendix 2: Channel Spacings (kHz) in use 
in Various Leading Countries in the World 

25/50 50/100 100/150 150/174 420/470 
MHzt MHz MHz MHzt MHz 

UNITED STATES 20 30 

UNITED KINGDOM 12.5 

GERMANY 20 20 

FRANCE 25 25 

BELGIUM 50 20/25 

HOLLAND — 25 

DENMARK 25 25 

NORWAY 25 25 

SWEDEN 25 25 

AUSTRALIA 25 25 

NEW ZEALAND 12.5 25 

FINLAND 25 25 

30 

12.5 

20 

20 

20/25 

20 

25 

25 

25 

30 

25 

25 

30 25 

12.5 25 

20 20 

20 25/50 

20/25 20/40 

20 20 

25 25 

25 25/50 

25 25 

30 25 

25 25 

25 25 

t Excluding Citizen's Band. Excluding Maritime Band. 

12. Appendix 3: A.M. and F.M. Aspects of 
125 kHz Channel Spacing 

The development of v.h.f. mobile radio in the U.K. 
has predominantly been based on amplitude modulation 
for reasons which are now largely historic. Nevertheless, 
about 10% of these v.h.f. installations, totalling several 
thousand systems, use f.m. 

The results obtained with the two different modulation 
systems using 12.5 kHz equipment are not widely 
different. The communication range, for example, is 

substantially the same. Ignition noise levels are slightly 
different, the difference being more noticeable in the 
vehicles since these are exposed to higher ignition inter-
ference levels. 

When both systems have zero frequency errors the 
ignition noise levels are about the same. When the 
systems are off-tune towards the limit of their frequency 
tolerances there is little doubt that the ignition noise 
levels are higher in the f.m. case. The audible charac-
teristics of the ignition pulse are however different in the 
two systems and the assessment of the relative annoyance 
is therefore to some degree subjective. 

The fact that a.m. suppresses ignition noise at least as 
well as f.m. does not even now seem to be appreciated 
in the U.S. A statement quite recently by Richard T. 
Buesingt infers that a.m. suffers badly from ignition 
interference. This has not been the experience in the 
U.K. 

It is interesting to note that in 1968 when the new 
v.h.f. mid-band was opened in the U.K. the Fuel and 
Power Industry decided to standardize on a.m. This 
decision was made by an industry with a long experience 
of both systems and indicates that in its view there were 
marginal advantages in favour of a.m. 

The a.m.—f.m. controversy which has enlivened the 
discussion of mobile development over the past 25 years 
is not likely to be a feature of u.h.f. development. There 
are a number of reasons for this. First, since there is 
negligible ignition interference at u.h.f., the scope for 
argument on this point disappears. Secondly, since the 
f.m. deviation ratios are low in the first place, the 
differences in the signal/noise ratios which can be achieved 
in the two systems are small. 

In addition, for commercial reasons the U.K. manu-
facturers have not developed a.m. at u.h.f. Having no 
historic commitment to either system in this band and 
not wishing to develop and manufacture two systems 
where one will suffice, the manufacturers have indepen-
dently and without exception chosen to concentrate 
exclusively on f.m. particularly since this is the system 
required in the export market. 

t 'Modulation methods and channel separation in the land 
mobile service', I.E.E.E. Trans. on Vehicular Technology, VT-19, No. 
2, pp. 187-206, May 1970. 

Manuscript received by the Institution on 7th December 1970. (Paper 
No. 1389/Corn. 46.) 

© The Institution of Electronic and Radio Engineers, 1971 

272 
The Radio and Electronic Engineer, Vol. 41, No. 6 



U.D.C. 621.372.5:621.374.5 

Method of Synthesis of Non-minimum-phase 
Transfer Functions for Time-delay Simulation 
By 

Professor B. D. RAKOVICH, 

Dip.Eng., Ph.D.t 

and 

B. DJURICH, 

Dip.Eng.t 

The paper presents a new method for designing non-minimum phase rational 
approximants of the ideal delay function e -3 suitable for the applications where 
the frequency spectrum of the input signal occupies large bandwidth. It is 
shown by theoretical considerations that for this purpose the most suitable 
type of delay characteristic is the one approximating to a constant delay over 
a frequency range extending from zero to a frequency co < oic and having a 
relatively large delay peak at the end of the passband (cue). The amplitude of 
the initial transient ringing (precursor) and the overshoot in the transient 
response of the filter mainly depend on the value of the peak in the delay 
characteristic. The polynomials with two variable parameters that exhibit this 
type of delay response are then introduced and shown that the precursor and 
overshoot can be adjusted to any prescribed value by varying the free parameters. 
Extensive tables are presented enabling direct determination of the fourth-
order transfer function with three right-half-plane zeros for almost any practical 
prescribed values of the precursor and overshoot. The method can be extended 
to higher-order networks and as an example a table containing data on the 
sixth-order functions with five right-half-plane zeros is also included. A com-
parison of the transient responses reveals that the technique proposed yields 
an improvement over all other methods so far described. 

1 Introduction 

In analogue computer studies of systems having 
inherent transport delay rational fraction approxima-
tions of e's are usually employed to simulate time delay 
in the system since the ideal delay function e -" cannot 
be synthesized by lumped parameter circuit used in the 
analogue computer» 2' 3 Unfortunately, Chebyshev 
all-pass delay approximants are not useful in those 
applications where the frequency components of the 
signal to be delayed occupy very large bandwidth, for 
example, such as in the case of an input step signal. This 
is due to the fact that the transient response of all-pass 
circuits to a unit step input signal has a very large initial 
transient ringing or delay precursor. 

King and Rideoue have described a method of time 
domain synthesis of the fourth-order non-minimum 
phase transfer functions with three zeros in the right half 
of the complex frequency plane that yield smaller initial 
transient ringing but with somewhat increased rise-time 
of the output pulses than the comparable Padé approxi-
mants. Recently, further considerable improvement in 
the transient response of delayed pulses has been obtained 
by Deliyannis.5 His method is based on a technique 
of rational approximation of the delay operator e-s, 
originally presented by Budak,6 which consists in splitting 
e -s into two parts 

e-5 
e- (k — 1)s 0 k 1 (1) 

and then approximating independently the numerator 
and denominator with the third- and fourth-order 
Bessel polynomials respectively to obtain the maximally 
flat type of delay characteristic. Another set of solutions 

t Faculty of Electrical Engineering, University of Belgrade, 
Yugoslavia. 

Faculty of Electronic Engineering, University of Nish, 
Yugoslavia. 

is obtained by approximating e and e— (k 1)s with the 
third- and fourth-order polynomials that provide a 
Chebyshev type of delay response. In Deliyannis's work' 
the parameter k is used to adjust — 3 dB bandwidth of 
the resulting active filter. A different approach to the 
same problem has been proposed by Allemandou7 
who derived the transfer function approximating, in 
modulus and phase, the exponential function around the 
frequency origin. Unfortunately, these functions yield 
even larger values of the delay precursor than those 
obtained with the Padé approximants. Most recently, 
Pongrarit and Park' used the truncated continued frac-
tion expansion of es to derive the approximating transfer 
functions. It is known, however, that continued fraction 
expansions are related to Padé approximations9' 1° 
and it can be easily verified that, in fact, by truncating 
the continued fraction of es, Pongrarit and Park derived 
Padé approximants to es. 

This paper presents a new method for determining 
the rational function approximations of equation ( 1) 
which enable any prescribed specifications in respect of 
the values of the precursor and overshoot to be met in 
practical design. The ratio of the time delay to the rise-
time in the step response (7à17;) for these transfer 
functions compares favourably with the results obtained 
by any other method so far described. First, a discussion 
on the dependence of the values of the precursor and 
overshoot in the step response on the shape of the phase 
characteristic of the filter is given. Then, based on these 
considerations the polynomials with two variable para-
meters in the numerator and denominator of the rational 
function approximation of e-" are defined. The motiva-
tion for introducing two variable parameters in the 
approximating polynomials is that by optimizing 
these free parameters according to the prescribed speci-
fications on the maximum tolerable precursor and over-
shoot various types of transient response of the resulting 
network can be obtained. Complete data for the design 
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of the fourth-order transfer function with three right-half-
plane zeros are tabulated but it is shown that the pro-
cedure described can easily be extended to higher-order 
networks. 

2. Approximation Technique 

2.1. Normalization 
The most important parameters in measuring the 

quality of a delay network are the delay/rise-time ratio 
(Td/T,), the overshoot (p%) and the maximum value 
of the precursor (a%). Since, if F(co) is the Fourier 
transform of f(t) then likF(colk) is the Fourier trans-
form off (kt), these quantities are independent of any 
scaling in the frequency domain. Hence, instead of ( 1) 
we can write 

N„_ ,( — ks) 
eks — Nn(s) 

To facilitate the comparison the polynomials Nn_,(—ks) 
and Na(s) can also be normalized to unit cut-off angular 
frequency by substituting 

ks(a _ 1)11(n-1) — = kp 
ao 

and 

(1') 

Su-) 
n p 

4 0) 

respectively, so that the rational approximant to be 
determined takes the form 

N„_ 1(—kp) 
= Nn(p) 

1 — ci(kp)+ c2(kp)2 — c3(kp)3 + • • • (- 1)"- 1(kP)" i 

1+b ip+b2p2+63p3+•••+p" 
 (2) 

As the parameter k varies from zero to one, the zeros of 
the transfer function (2) move along radial lines from 
infinity towards the origin, while the pole locations 
remain unchanged. It should be noted that, in contrast 
with the technique used in Reference 5, in the procedure 
proposed in this paper the parameter k serves primarily 
to change the shape of the group delay response. On 
the other hand, the a)3dB bandwidth of the filter can be 
adjusted to any prescribed value simply by multiplying 
both the zeros and poles of the resulting transfer function 
by a suitably chosen constant. As mentioned before, 
this will not affect the value of Td/T,.. 

2.2. Transient Response of Ideal Low-pass Filters 

It is well known that the ideal low-pass filter, Fig. 1, 
is defined by the following conditions 

A(co) = 1 

A(co) = 

for a) < coc 

for a) > coc (3) 

ri)(co) = Tic° for a) < can 

«co) is an arbitrary function for a) > con, and is not 
physically realizable since the criterion of Paley and 
Wiener is not satisfied for this type of magnitude 
response." Nevertheless, some important conclusions 

A(w) etto 

Fig. 1. Ideal low-pass filter. 

for physically-realizable networks can be drawn from the 
study of the transient behaviour of this idealized filter 
function. The response of this filter to a unit step input 
as found by standard method'. " is 

1 1  V2(t) = - + - Si [con(t — TO]  (4) 
2 tr 

where 

Si (x) = — I sin t dt 

is the sine integral.' The transient response (Fig. 2) 
is symmetrical with respect to the point t = T1 so that 
the overshoot (p%) is equal to the peak value of the 
precursor (a %), p = a = 9 %. 

Now, suppose the magnitude response of the filter 
remains unchanged while the phase characteristic in the 
passband is modified so that it takes the form shown in 
Fig. 3(a) or 3(b). In Fig. 3(a), the slope of the phase 
characteristic is increased near the end of the useful 
band corresponding to a peak in the group delay charac-
teristic. In Fig. 3(b) the group delay is also constant 
over the largest part of the passband but it decreases 
near the cut-off frequency. The output voltage in 
response to a unit step input can be obtained in the 
following form (see Appendix 7.1): 

1 1 
V2(1) = - + - Si [a)c m(t — TO] + 

2 

1 ao 
+ - cos a, {Si [con(t — — 1 — 

It m 

— Si [con m(t— t,)— ad} — 

1 a01, 
— - sin a, {Ci [con(t—r,) —it m — — 

— Ci [we m(t— ad} (5 

where a, = cocm(r2— TO and a, = con m(r, — t2) for the 
phase characteristics in Figs. 3(a) and 3(b) respectively, 
and 

Ci (x) — cos t di 

is the cosine integral." 

It can be seen from Fig. 4 in which the function (5) is 
shown for T2 > tl, and 22 < T1 (ff/ = 0.7, a, = 2.11) 
that the time response is no longer symmetrical about 
the point for which V2(t) = 1/2. What is more important, 
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Fig. 2. The step response of an ideal low-pass filter. 

w Te10 

however, is the fact that the values of the precursor and 
overshoot depend on the shape of the delay response 
near the end of the useful band. Increasing the peak in 
the group delay response near co = coc (i.e. r2 > T1), 
decreases the precursor and increases the overshoot. 
The reverse is true in the case T2 < : the precursor is 
increased and the overshoot decreased when compared 
with the corresponding values obtained for the constant 
delay characteristic throughout the useful band (Fig. 2). 

2.3 Approximating Polynomials 

It follows from the above analysis of ideal filters that 
the approximating polynomials in the numerator and 
the denominator of (2) should preferably be of the type 
that provides an essentially constant delay over a fre-
quency range occupying the largest part of the passband 
and with an adjustable delay peak near the cu3dB fre-
quency. Recently, these polynomials have been derived 
by one of the present authors'', by applying the frequency 
transformation 

a) 

b) 

mwe we 

a. 

t, 

o niwe we 

Fig. 3. Modified phase characteristics of an ideal low-pass filter. 
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Fig. 4. The step responses of ideal low-pass filters with modified 
phase characteristics. 

1 
p = n z — — 

w,Tie10 

(6) 

on the zeros of an auxiliary polynomial Q(z) (see 
Appendix 7.2): 

Q„(z)= E Akzk = „B„_ 1(z)+z2B 2(z)  (7) 
k = 0 

where An is a constant depending on the order of the 
polynomial, B„_ 1(z) and B„_ 2(z) are Bessel polynomials 
of order n-1 and n-2 respectively and is a variable 
parameter by which the peak in the delay characteristic 
can be changed. For the coefficients A k of the auxiliary 
polynomial Q(z) the following compact formula can 
easily be derived: 

(2n —k)! 
A k =  r-kk!(n-k)! (2n 1 ") 2"-i-kk! (n —1— k)! 

 (8) 
For any particular n, the variable parameter lies 

in the range 2 < 2n+ 1. The lower limit = 2 
corresponds to a flat magnitude response in the auxiliary 
z-plane. Another particular value of is en= 2n— 1 
for which the so-called quasi-Chebyshev polynomials in 
the p-plane are obtained. The former have also been 
discussed by Golay" and the latter by Cartianu and 
Constantin."' " It has been shown" that decreasing 

increases the peak in the group delay characteristic. 
This is illustrated in Fig. 5 in which the normalized 

#:3•4 

04 0.6 06 le 12 
Normalized frequency 

Fig. 5. The normalized group delay characteristics of Na4, p). 
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group delay characteristics in the p-plane for the fourth 
order polynomials and some selected values of are 

presented. 

2.4. Design Procedures 
When the type of the polynomials in the numerator 

and the denominator of the transfer function (2) is 
selected, we adopt the following procedure to compute 
the values of the variable parameters .n— 1 9 n and k 
corresponding to any prescribed values of the precursor 
and the overshoot. 

As discussed in Reference 15, the constant l„ depends 
on the order of the polynomial and, for any particular n, 
1. is determined in such a way that the polynomial 
Q(z) with = 2n — 1, when transformed in the original 
p-plane, yields a delay distortion of less than 0.2 % in 
the useful band. For n = 3-7 the following values of 1 
have been found': 23 = 1-4, 24 = 0.8, 25 = 0.6, 
26 = 0.4, 17 = 0.3. 

With these values in hand, we now turn back to the 
synthesis problem and choose the initial values for k 
and The parameter k lies in the range 0 k 1, 
with the lower limit k = 0 corresponding to the transfer 
function without finite zeros. Hence, for k = 0 there 
is no initial ringing in the transient response and the 
precursor increases with increasing k as the transmission 
zeros move from infinity towards the origin along the 
radial lines. Since in most practical cases the parameter k 
is in the range 0.5 < k < 1, it is advisable to start with 
k = 1 and then to decrease k when adjusting the value 
of the precursor. The upper bounds = 2n — 1, 
= 2n+ 1 can also be chosen as the initial values for 

the parameters and in the numerator and the 
denominator polynomials of the transfer function. It 
has been found, however, that is always smaller 
than = 2n — 3, i.e. the value of corresponding 
to a Bessel polynomial in the auxiliary z-plane. So, in 
order to save the computational time we may choose 
= 2n + 1, = 2n — 3. 
Once the initial values of the variable parameters for 

any particular n are known, the computation can start 
either by adjusting first the value of the precursor or the 
value of the overshoot according to the prescribed 
specifications. To this end a simple computer program 
has been written enabling the evaluation of the 10-90 % 
rise-time in the step response Tr, the 50 % delay-time Td, 
the ratio of the delay time to the rise-time Td/T,., the 
(n-1) peak values of the initial transient ringing or 
precursors a%, the maximum overshoot p% and the 
normalized 3 dB amplitude bandwidth % dB. There 
are exactly n — 1 peaks in the initial transient ringing 
(precursors) the first of which is a minimum for n even 
and a maximum for n odd, while the last peak is always 
a minimum. The ringing at the top of the step response 
decays fairly quickly so that only the value of the first 
overshoot should be evaluated in the optimization 
process. 
The main steps of the design procedure are as follows: 

(i) Using equations (6)—(8), compute the parameters 
of the step response for = 2n + 1, = 2n — 3, 
k = 1. 
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(ii) If the last peak (minimum) in the initial ringing 
a 1% is higher than the maximum prescribed 
value a„,.„ % decrease the parameter k and repeat 
computation until a, % is approximately equal 
to a„,.„%. 

(iii) Decrease while keeping the other variable 
parameter unchanged, in order to adjust the first 
peak a, in the initial ringing so that a, amas. 
Decreasing increases the first peak a, while 
decreasing all other peaks in the initial ringing 
and also the overshoot. 

(iv) Since an_i% decreases with decreasing , 
increase k and readjust so as to obtain 
a, •••.• amax. 

(v) Decreasing increases the maximum overshoot 
p %. Hence, if the overshoot is smaller than the 
minimum prescribed value p,,,„x%, decrease 
until p % is approximately equal to 

(vi) Adjust the parameters in fine steps so as to obtain 
the results with required degree of accuracy. 
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Fig. 6. Variation of 3, and k with a percent overshoot for 
constant maximum value of the precursor (a = 4%). 

The final adjustment in step (vi) is greatly facilitated by 
the fact that the overshoot for a prescribed maximum 
value of precursor is almost entirely controlled by 
This can be seen from Fig. 6 in which and k as 
functions of the percent overshoot for F3, 4(p) (the 
transfer function with 4 poles and 3 r.h.p. zeros) and the 
constant value of the precursor a = 4% are presented. 
On the other side, if the percent overshoot is kept 
constant, the maximum value of the precursor depends 
mainly on the value of the parameter k as shown in 
Fig. 7 in which t3, and k as functions of the maximum 
value of the precursor are plotted for F3, 4(p) and 
p = 4%. It can be concluded that the maximum value 
of the precursor is determined almost entirely by the 
zeros and the overshoot by the poles of the transfer 
function. 
From the foregoing description we observe that only 

the first and the last peak in the initial ringing are required 
in the optimization process. This fact may be used 
advantageously in reducing the computational time 
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when designing higher-order transfer functions since 
the evaluation of all (n — 1) peaks in each step of the 
optimization process would lead to an unnecessary 
increase of the total computational work. 

An even more rapid design can be achieved at the 
expense of a very small reduction in the maximum ratio 
of the delay-time to the rise-time T4/7; of the resulting 
network by adjusting only the last peak of the precursor 
to the prescribed value. In this case a program for 
automatic computation can easily be written since 
steps (iii) and (iv) are completely eliminated and only k 
and are variable parameters. Of course, all other 
peaks in the initial transient ringing must be smaller 
than the last one and this is automatically fulfilled if 
, is given its highest value = 2n— 3. This point 

will be illustrated by the following example. Suppose 
a fourth-order transfer function with three r.h.p. zeros 
F 3, 4(p) is required with equal maximum values of the 
overshoot and the precursors p = a = 5%. Using the 
described procedure, after 20 iterations we obtain 

= 4-17, = 4-75 and k = 0-74 with the following 
parameters of the step response: the overshoot 
p = 502%, the (n— 1) precursors al = — 5-01 %, 
a2 = 4-67%, a3 = — 5.02%, the delay/rise-time ratio 
T4/T, = 2-256. On the other side, with 3 = 2n — 3 = 5, 
we found after 11 iterations = 4-365, k = 0-655 and 
the following values of the step response parameters: 
the overshoot p = 5-02%, the (n-1) precursors 
al = — 3-02%, a2 = 4-07%, a3 = — 5.04 %. The delay/ 
rise-time ratio in this case is T4/T, = 2-191 which is to 
be compared with T4/T, = 2-256 obtained when all 
variable parameters and k are optimized. The 
execution time of each iteration was approximately 
2 minutes on the IBM 1130 computer but no attempt 
was made to reduce the computation time to a minimum. 
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Fig. 7. Variation of e4 and k with the percent precursor for 
constant value of the overshoot (p = 4%). 

Finally, it is of interest to compare the results obtained 
by the procedure proposed with prediction based on 
theoretical considerations in Sect. 2.2. For this purpose 
four transfer functions F3 , 4(p) with different values of 
k and were chosen each having exactly the same value 
of the normalized magnitude bandwidth, (1) — 3dB = 1-31. 
The group delay characteristics and transient responses 
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Fig. 8. Normalized delay characteristics of F3, 4(p) for different 
values of the precursor and overshoot and equal (03dB bandwidth 

(O3de = 1.31). 

to a unit step input of these functions are shown in 
Figs. 8 and 9. It can be noticed that the larger the delay 
peak at the edge of the passband, the smaller maximum 
value of the precursor in the transient response is obtained 
at the expense of an increased overshoot. This is in 
good agreement with the results obtained in Sect. 2.2. 

On the other side, the analysis of ideal filters predicts 
the constant delay throughout the passband in the case 
of equal maximum values of the precursor and overshoot, 
while the delay response of the function F3 , 4(p) with 
equal maximum values of the precursor and overshoot 
exhibits a delay peak of approximately 14%. In the 
latter case, however, the transient response is not 
symmetrical as in the case of the ideal filter (Fig. 2), 
since the initial transient ringing has three almost 
equal maxima and minima (5-01 %, 4-7%, 5-02 %) while 
the ringing at the top of the pulse decays quickly. We 
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Fig. 9. The step responses of four different functions F3. 4(p) with 
equal w3da bandwidth and group delay characteristics shown in 

Fig. 8. 
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may conclude that in practical filters there should be a 
delay peak at the end of the passband even for equal 
specified values of overshoot and precursor. This gives 
further evidence in support of the results obtained by 
Jess and Schuessler 19. 2° and most recently by Crousel 
and Neirynck21 and by Ariga and Sato22 according to 
which the common statement that a good transient is 
always linked with a constant delay may not be well 
grounded. In any case, as far as the initial transient 
ringing is concerned this statement leads to what must 
be considered mistaken conclusions. 

3. Numerical Tables and Comparison of Results 

In order to facilitate the practical design of these 
filters, a fairly complete set of tables for the fourth-order 
function with three r.h.p. zeros F3 4(p) is given in the 
Appendix (Tables 2-9). Each Table provides the zero 
and pole locations for a constant maximum value of the 
precursor (a%) and different values of overshoot (p %) 
The corresponding values of the normalized rise-time (Tr), 
delay-time (Td) and delay/rise-time ratio (Td/Tr) are also 
included in these tables together with the normalized 
co3dB bandwidth of the filter. Hence, from these Tables 
the transfer function corresponding to almost any 
particular specifications in respect of the precursor and 
overshoot can be directly obtained. 

Using the procedures described in Sect. 2.4 similar 
numerical tables can be compiled for direct evaluations 
of the parameters of higher-order transfer functions. As 
an example, Table 10 in the Appendix presents the data 
for the sixth-order transfer functions with five r.h.p. 
zeros F5 , 6(p) for equal values of the precursor and 
overshoot (a% = p %) 

Apart from the fact that the present method allows 
much greater flexibility in specifying the tolerable values 
of the precursor and overshoot, a comparison of results 
also shows that it provides better transient performance 
of the resulting network than any other method so far 
described. To demonstrate this, the most important 
parameters associated with the unit step response for 
the functions CK3, 4, CR3, 4 (Reference 5t), and for 
the function R 3, 4 and K 3, 4 (Reference 4) are presented 

Table 1. Comparison of the fourth-order networks 

Function 
description 

Precursor Overshoot 
a% P% TdITr 

C - K3, 4 

C R3, 4 

K3, 4 

R3, 4 

F3. 4 

F3, 4 

F3, 4 

F3, 4 

1.1 

1.6 

4.1 

4.3 

0.5 

2.0 

2.0 

3-0 

2-9 

3-0 

3-3 

1 -8 

3-0 

2-0 

3-0 

3-0 

1 -47 

1 -59 

1-42 

1 -61 

1 -56 

1 -72 

1 -82 

1 -93 

t Some mistakes have been noticed in Reference 5, Table 2, the 
most serious of which are the value of the precursor for CR3. 4 
given as 1-06% instead of 1-6% and the value of the overshoot 

for CP3. given as 249% instead of 4-7%. 
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in Table 1 together with corresponding figures for some 
functions selected from Tables 3 and 4. 

Various techniques for practical realization of the trans-
fer functions described are available using two or more 
operational amplifiers. They are well covered in recent 
Deliyannis papers together with the examples 5, 23. 24 

and will not be repeated here. Of course, these transfer 
functions can be realized by a variety of other synthesis 
techniques that can be found in the literature. 25 Prac-
tical aspects like number of amplifiers and other com-
ponents, size and sensitivity to variations in RC com-
ponent values may determine which technique is most 
suitable. However, these topics are beyond the scope of 
this paper. 

4. Conclusions 
The problem of simulating the various systems with 

inherent transport delay on analogue computer has 
emphasized the need for improved time delay networks. 
For band-limited applications Chebyshev all-pass delay 
approximations of the ideal delay function e's has been 
proved to be the most efficient and the complete data for 
determining transfer functions of these networks have 
recently been published.' However, because of large 
initial transient ringing the all-pass Chebyshev approxi-
mants are useless in those applications where the input 
signal spectrum occupies very large bandwidth. Although 
some useful techniques for improving the transient 
response of delay networks have been published, this 
problem has not yet found a satisfactory solution. None 
of the existing methods, for example, provides possi-
bilities for the circuit designer to choose freely the 
specified values for the precursor and overshoot according 
to the problem at hand. 

A new approximation technique has been developed 
in this paper to deal exactly with the situation where the 
maximum tolerable values of the precursor and overshoot 
are prescribed beforehand. The method is based on the 
application of a recently introduced class of polynomials 
with two variable parameters that yield a quasi-
Chebyshev type of delay response with a variable delay 
peak near the end of the passband. Opposite to the 
common belief, this type of delay response has been 
found to provide better transient response of the filter 
than in the case of constant delay approximations 
throughout the passband especially from the point of 
view of the synthesis of delay networks with smaller 
values of the precursor. 

Fairly complete data enabling direct determination of 
the fourth-order non-minimum phase transfer function 
with three right-half-plane zeros for almost any practical 
values of the precursor and overshoot have been tabu-
lated. The important feature, however, is that this 
method is quite general and can be easily applied to 
higher order networks since the polynomials used in 
approximation are defined in closed analytical form in 
the transformed frequency plane. As an example, 
Table 10 has been compiled giving all necessary data for 
the construction of the sixth-order transfer function with 
five right-half-plane zeros for equal values of the pre-
cursor and overshoot. 
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Finally, in order to examine the efficiency of the present 
technique a comparison of some most important para-
meters associated with the transient response to a unit 
step excitation for delay functions designed by various 
known methods has been made. It confirms that the 
transient responses obtained by the method described 
show an improvement over the rest. 
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7. Appendices 

7.1. Derivation of Equation (5) 

Let F(jo)) = R(co)+jX(w) = A(co)e- j4'(w) be the trans-
fer function of the network and 

o j 1 
F(co) = lim  c  (9) 

•,/2ir W2+Œ2 ,/27r co 

the frequency spectrum of the unit step excitation. Then, 
using the inversion Fourier integral, we obtain the output 
voltage as a function of time: 

1 G.' R(co  
V2(t) = ) sin cot dco + 1R(0) + f 

o co 

± 1 .cr° X(co) cos cot dco  (10) 
ir o co 

Since V2(— t) = 0 we have also 

1 c° R(co) . 
V2(— = 1R(0) sm cot do) + 

7C o 

1 , X(co) 
+ - j — cos cot dco = 0  (11) 

o co 

so that V2(t) can be written in the following form: 

V2(t) = V2(t)— V2( — t) — 2 R(w) sin cot do)  (12) 
lt co 

Now, for the ideal magnitude response and the phase 
characteristic shown in Fig. 3(a) or 3(b) we have 

2 inwo sin cot cos r1 co  V2(1) = S do) + 
rt o 

2 w. - f sin cot cos (ao +T2 CO 
dw  (13) 

ir mw. co 

The first integral on the right-hand side corresponds 
to the ideal filter (Fig. 1) having the cut-off frequency 
mw, and hence 

"'Se° sin cot cos ti a) do) — ++ Si [mcoc(t — T1)]  (14) 
It 0 CO 
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P% Td 
1-0 4-022 

2-0 3 -699 

3-0 3-636 

4.0 3 -589 

5.0 3-559 

6.0 3-532 

7.0 3-505 

10.0 3-453 

Tr Tar co.d. Cj,o cal. 0 0 2. 0 (0 2 o al. p p 
0.2.13 (0 2.p 

3-118 1-290 0-72 2-1574 0 1-7568 2.1564 -0-9707 0.0203 

2.481 1.491 0-93 2.2082 0 1-7982 2-2072 -0.6765 0-3940 

2.336 1.556 1 -02 2-2140 0 1 -8029 2-2130 -0-6539 0-4069 

2-229 1 -610 1 - 12 2.2215 0 1.8090 2 -2205 -0.6397 0-4165 

2-155 1 -652 1.20 2.2215 0 1.8090 2.2205 -0-6307 0.4234 

2 -090 1-690 1-27 2-2215 0 1-8090 2.2205 -0-6234 0.4298 

2.036 1 -721 1-31 2-2333 0 1.8186 2-2323 -0-6172 0-4356 

1-911 1 -806 1 -41 2-2333 0 1.8186 2.2323 -0-6035 0.4502 

-0-5924 

-0.4815 

-0-4271 

-0-3849 

-0.3553 

-0-3290 

-0-3058 

-0-2525 

0.8426 

1.1831 

1-2262 

1.2522 

1-2674 

1-2790 

1-2879 

1.3039 

Table 3. F3, 4 a ----- 1°4 

P Tcl Tr T1/Tr (0 3dB al. 0 (0 1. 0 a2, o cay. o a1,p y er2. p (0 2, p 

1.1 4-227 3.055 1.384 0-74 1 -6468 0 1 -3302 1 -8221 -0.9707 0.0203 -O-5924 0-8426 

2.0 3-916 2-465 1 - 589 0-94 1.6961 0 1-3700 1.8766 -0-6863 0-3890 -0-5008 1-1645 

3.0 3 -850 2-301 1 -673 1 -04 1.6961 0 1-3700 1.8766 -0.6592 0-4036 -0-4412 1 -2162 

4.0 3 -804 2-185 1 -741 1-14 1-6969 0 1.3710 1 -8751 -0-6436 0.4137 -0-3972 1 -2452 

5.0 3.769 2-112 1-784 1-22 1.7103 0 1 -3828 1 -8824 -0.6344 0-4205 -0-3676 1-2614 

6.0 3.743 2 -048 1 -828 1-28 1.7103 0 1.3828 1-8824 -0-6269 0-4267 -0-3417 1 -2736 

7.0 3.722 1.993 1 -867 1 - 32 1.7121 0 1 -3850 1.8794 -0.6208 0-4322 -0.3194 1 -2829 

10 .0 3.667 1 -864 1 -967 1 -42 1.7285 0 1.4006 1.8769 -0-6065 0.4468 -0-2644 1 -3001 

Table 4. F3, 4 a = 2% 

P% Te Tr UT, (03dB al, 0 £0 1. 0 ay. o (02. O a1 p 

2-0 4-172 2-422 1 -722 0.96 1.3901 0 1 - 1217 1 -5462 -0-6988 

3.0 4-088 2.240 1 -825 1 -07 1-3983 0 1 - 1277 1 -5594 -0-6658 

4-0 4.040 2.135 1.893 1-16 1 -4056 0 1-1336 1 -5675 -0.6505 

5.0 4-006 2 -050 1.954 1 -24 1-4100 0 1 - 1377 1 -5683 -0.6397 

6-0 3.980 1.989 2-001 1-29 1.4117 0 1.1390 1 -5710 -0-6323 

7-0 3-952 1 -932 2-046 1 -34 1 -4204 0 1.1465 1.5770 -0.6254 

8.0 3-931 1 -886 2 -084 1 -38 1.4298 0 1.1555 1 -5778 -0-6202 

10.0 3 -896 1 -806 2-157 1 -43 1 -4338 0 1 - 1587 1 -5823 -0-6111 

(01. P 

0-3829 

0.3998 

0.4091 

0-4165 

0-4222 

0.4280 

0-4327 

0-4418 

0.2.P e/2 .P 

-0.5221 1 - 1411 

-0-4577 1 -2035 

-0-4175 1 -2326 

-0.3849 1 -2522 

-0-3604 1.2649 

-0-3364 1.2759 

-0-3172 1 -2837 

-0.2824 1 -2957 



Table 5. F3, 4 a = 3% 

P% T4 Tall; (03« al, 0 (91, o as, 0 

2-o 4.345 2.408 

3-0 4.251 2.205 

ae 4.199 2 -092 

5.0 4.163 2-010 

6.0 4.134 1.944 

7.0 4'109 1.889 

8.0 4-089 1.838 

10-0 4.053 F759 

(ûa. p (01,p 
0 2. p (0 3, p 

1.805 0.96 1.2347 0 0.9934 

1.928 1.09 1.2418 0 0.9979 

2.007 1.19 1.2495 0 1.0041 

2.071 1.26 1.2528 0 1.0064 

2.127 1.31 1.2571 0 1.0100 

2-176 1-36 1-2629 0 F0153 

2.224 1.40 1.2649 0 1-0171 

2.304 1.45 1.2711 0 1.0224 

F3912 

1.4063 

1.4150 

1•4205 

1 -4243 

F4277 

1.4288 

1.4340 

-0.7127 

-0.6724 

-0.6553 

-0.6443 

-0.6361 

-0-6294 

-0.6237 

-0-6145 

0.3764 

0.3961 

0.4060 

0.4132 

0.4192 

0.4246 

0.4295 

0.4383 

-0.5418 

-0.4728 

-0.4309 

-0.3994 

-0.3733 

-0.3506 

-0.3300 

-0-2956 

1.1162 

1.1909 

1-2236 

1.2439 

1.2585 

1.2696 

1.2786 

1.2915 

Table 6. F3, 4 a = 4% 

pzT Tr UT: (03.113 0 1.0 COLO a2. O (02. 0 

2.0 4.470 2.368 

3.0 4.378 2.180 

4'0 4.320 2.056 

5.0 4.286 1.975 

6.0 4.253 I.905 

7-0 4.230 1.848 

8.0 4.209 1-803 

10.0 4.172 1.721 

P (0 1. p 

F888 0.99 1.1329 0 0 -9088 1.2910 

2.008 1.11 1.1429 0 0.9159 1.3072 

2.102 1.21 1.1493 0 0.9205 1.3175 

2.170 1.28 1.1507 0 0-9209 1.3227 

2.233 F34 1-1561 0 0.9252 1.3288 

2.289 1.38 1.1574 0 0.9260 1.3313 

2.334 1.41 1.1610 0 0.9290 1.3348 

2-424 1.47 F1686 0 0-9359 1.3396 

-0.7182 

-0.6790 

-0.6592 

-0.6481 

-0.6391 

-0.6323 

-0.6269 

-0.6174 

0 2. P (0 2. p 

0.3738 

0.3927 

0.4036 

0'4106 

0.4170 

0.4222 

0.4267 

0.4355 

-0.5486 

-0.4866 

-0-4412 

-0.4107 

-0.3829 

-0.3624 

-0-3417 

-0.3065 

1.1065 

1-1784 

1.2162 

1.2370 

1-2533 

1.2649 

1.2736 

1-2877 

Table 7. F3, 4 a = 5% 

P% Td Tr Ear W3dB 0 1. 0 0)1.o 0.2, 0 (02. 0 0 1,p (0 1. P 0 2, p 

2.0 

3.0 

4.0 

5-0 

6-0 

7.0 

9.0 

10.0 

4.589 

4.476 

4.420 

4.384 

4.354 

4'329 

4-286 

4.268 

2-364 

2.148 

2.026 

F943 

1.874 

F816 

1-727 

1.687 

1.941 

2.083 

2.182 

2.256 

2.323 

2.383 

2.482 

2.529 

1.00 

1.14 

1.24 

1.31 

1.36 

1.41 

1 -47 

F49 

1.0608 0 0.8501 1-2133 -0.7319 

I.0752 0 0-8604 1.2358 -0-6828 

1.0765 0 0.8596 1.2464 -0.6628 

1 -0774 0 0 -8590 1.2535 -0.6511 

F0797 0 0.8603 1.2582 -0-6422 

1.0823 0 0.8622 1-2622 -0.6350 

1.0903 0 0-8690 1.2697 -0.6243 

1 -0937 0 0-8720 F2725 -0.6196 

0.3674 

0-3908 

0.4015 

0.4086 

0.4147 

0.4200 

0.4290 

0.4333 

-0.5632 

-0.4942 

-0.4504 

-0.4194 

-0.3929 

-0.3697 

-0.3322 

-0.3151 

oh. P 

1.0835 

F1711 

1.2092 

F2314 

1.2477 

1.2603 

1.2777 

1.2845 
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Table 8. F3 , 4 a = 7 % 

P% Td Tr Td/Tr CO3dB 0i, o (01, 0 02. o (02. 0 0 1.p COI. p C72. p CO2. P 

2.0 4.775 2.336 2.044 1-04 0.9589 0 0.7668 11049 -0.7519 0.3576 -0.5798 1.0519 

3.0 4.649 2103 2.211 1.20 0.9659 0 0.7682 1.1317 -0.6917 0.3864 -0.5105 11543 

4.0 4.590 1.982 2-316 1.30 0.9696 0 0.7691 1.1440 -0.6705 0.3972 -0.4684 1-1946 

5-0 4.549 1.895 2.401 1.37 0.9721 0 0-7697 1.1522 -0.6574 04047 -0.4365 1.2196 

6.0 4.515 1.825 2.474 1.42 0.9757 0 0.7718 11591 -0.6478 0.4108 -0.4097 1.2376 

7-0 4.488 1.764 2-544 147 0.9776 0 0.7727 1.1641 -0.6400 04163 -0.3859 1.2516 

8-0 4.467 1.717 2.602 1.50 0.9799 0 0.7741 11687 -0.6341 0.4208 -0.3666 1.2619 

10.0 4 429 1-635 2.708 1.55 0.9850 0 0.7777 1.1755 -0.6243 0.4290 -0.3322 1.2777 

Table 9. F3 , 4 a = 10% 

P% Ta Tr Td/T,, W3dB ch, o (01, 0 0 3, 0 (0 2, 0 a1, p (0 1, p 02, p (0 2. p 

2.0 5.026 2.347 2.142 1.10 0.8578 0 0.6857 0-9896 -0.8015 0.3291 -0.6023 0.9845 

3.0 4.848 2.063 2.350 1.31 0.8728 0 0.6929 1.0274 -0.7064 0.3794 -0.5333 1.1275 

4.0 4.774 1.926 2.479 1.43 0.8768 0 0.6930 1.0440 -0.6794 0-3925 -0.4875 1.1776 

5.0 4.733 1.833 2.582 1.50 0.8744 0 0.6878 1.0530 -0.6647 0.4004 -0-4550 1.2057 

6.0 4.692 1.760 2.666 1.55 0.8818 0 0.6936 1.0619 -0.6539 0.4069 -0.4271 1.2262 

7.0 4.670 1.701 2.745 1.59 0.8766 0 0.6859 1.0672 -0.6461 04120 -0.4048 1.2406 

10.0 4.602 1.571 2.930 1.65 0-8879 0 0.6948 1.0809 -0.6296 04244 -0.3511 1.2694 

11.0 4.588 1-537 2.984 1.67 0.8890 0 0.6949 1.0846 -0.6254 0.4280 -0.3364 1.2759 

Table 10. F5, 6 a% = p% 

P% Td Tr Td/Tr wads al. o ± jah. o 02. o ± i£02, o 03, o ± :Iwo. o Cj, P i(01. P ea, p iC0 2, p 03, p i«) 3.p 

2.0 6.710 2.298 2.920 1.00 0.8760 ± j0.8495 0.6253 ± j1.6875 0-9344 ± j0 -0.5686 ± j0.3036 -0.5343 ± j0.8895 -0.3890 ± j1.4438 

3.0 6.775 2.060 3.289 116 0.8375 ± j0.8063 0.6009 ± jl.5999 0.8927 ± j0 -0.5419 ± j0•3124 -0.5062 ± j0-9140 -0.3383 ± jl.4921 

4.0 6.850 1.905 3.597 1.37 0.8009 ± j0.7757 0-5723 ± jl .5405 0.8542 ± j0 -0.5305 + j03167 -0.4940 ± j0.9255 -0.3107 ± j1•5112 

5.0 6.937 1.790 3.875 1.55 0.7603 ± j07497 0.5352 ± j1.4927 0.8121 ± j0 -0.5247 ± j0•3190 -04878 ± j0.9317 -0.2954 ± j1•5202 

6.0 7.006 1.695 4.134 1.65 0.7322 ± j07300 0.5100 ± j1.4559 0.7829 ± j0 -0.5200 ± j0.3209 -04828 ± j0•9368 -0.2827 ± jl -5269 

7.0 7.072 1.616 4.376 1.74 0.7066 ± j0.7132 04855 ± j1.4246 0.7564 ± j0 -0-5169 ± j0-3222 -0.4795 ± j0.9403 -0.2739 ± j1.5312 

8.0 7.117 1.543 4.611 1.81 0.6914 ± j0.7007 0.4728 ± j1.4004 0.7405 ± JO -0.5135 ± J01237 -0-4759 ± j0.9442 -0.2642 ± j1•5355 

10.0 7.196 1.426 5.046 1.94 0.6644 ± j0.6808 0.4512 ± jl.3620 0.7143 ± j0 -0.5085 ± J0'3259 -0.4705 ± j09501 -0.2496 ± j1.5415 

H
a
w
 n
r
a
 
.8
 
P
u
e
 
H
D
I
A
O
N
V
I
i
 
•

C1
 



NON- MINIMUM- PHASE TRANSFER FUNCTIONS FOR TIME- DELAY SIMULATION 

The second integral 

2 " J-:c sin wt cos (a0+1-2w) dco 

mwo 

= 2 (oc 
ir mwe 

sin °It (cos ao cos 1-2a) — sin ao sin .r2r.o) dw 

cos ao r or sin w(t +1-2) dco + °if sin w(t—T2) dal — 
if Lau% CO 'Mac 

sin ao r (of coso4t+T2)&0 *).1.- cos c4t — T2) du)] 
l_mwo moc 

For higher values of the argument the integrals 

(us. sin w(t+r2) do) 

nuoc 
and 

tend to zero so that 

2 '»C- sin wt 

- f cos (ao+T2co) do) 
mwc w 

mwo 
cos co(t +.r2) dco 

(15) 

cos a 0 
[Si coc(t— T2)— Si mcoc(t— T1)] + 

ir 

sin ao . 
[CI wc(t-1-2)—Ci mwc(t—r1)]  (16) 

ir 

Finally, substituting wcr2 = wc-r, + m and adding (14) 
and ( 16) the equation (5) is obtained. 

7.2. The Auxiliary Polynomial 0„(Z) 

The auxiliary polynomial Q„(Z) in the Z-plane 
derived from the nth order Bessel polynomial 

" (2n— k)! Zk 
B(z) =- E   E bkzk  (17) 

k=o 2k -kk! (n — k)! k.0 

by substituting a variable parameter for (2n — 1) in 
the degree varying recurrence formula 

B(z) = (2n — 1)B„_ ,(z)+ z2B„_ 2(z)  (18) 

Hence, 

Q(z) = 2(z)+ z2 B„_ 2(z)  (19) 

which can be put in the following form 

Q„(z) = E Akzk 
k=0 

= (2n — 1)B„_ t(z)+ z2B„_ 2(z)—(2n — 1— )B„_ ,(z) 

= B„(z)— (2n — 1 — )B„_ 2(z) 

By matching coefficients in ( 17) and (20) we get directly, 

(2n — k)! (2n-2— k)!  
Ak = 2" -kk!(n— k)! (2n 1 2"- 1-kk! (n — 1 — k)! 

which is the equation (8). 

7.3. Numerical Tables of Rational Approximants 

Tables 2 to 9 refer to the fourth-order function 
F3, 4(p) and each of them gives the normalized zero 
(o-;, o ±i 1, 0) and pole locations (o-i, + j(Di . p) for a 
constant maximum value of the precursor (a%) and for 
different values of the overshoot (p%). The normalized 
delay-time (Td), rise-time (Tr) and w3dg bandwidth are 
also included. Table 10 refers to the sixth-order function 
F5, 6(p) for equal values of the precursor and overshoot. 

is Manuscript first received by the Institution on 25th September 1970, 
in revised form on 3rd November 1970 and in final form on 26th 

March 1971. (Paper No. 1390ICC.102.) 
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U.D.C. 621.318.57 

The Application of a Synchronous Switch for 

Educational Use 
By 

R. J. TODD, 
M.Sc., C.Eng., M.I.E.E., M.I.E.R.E.t 

A simple synchronous switch having a control circuit comprising integrated 
circuits and a triac switch is described. The synchronous switch is primarily 
designed to demonstrate the transient surge current taken by a transformer 

when its supply is applied but has many other applications. 

1. Introduction 
It is well known that the initial magnetizing current 

taken by a transformer depends not only on the instan-
taneous magnitude of the applied voltage but also on 
the magnetic state of the core of the transformer.' With 
the worst conditions the maximum magnitude of the 
current inrush approaches a value given by the peak 
value of the applied voltage divided by the resistance of 
the transformer winding. 

In order to investigate these effects, it is necessary to 
set the transformer core to a known remanent magnetic 
state. If then the alternating supply voltage is applied 
with a predetermined instantaneous magnitude to the 
magnetizing winding of the transformer, the transient 
current may be observed using a cathode-ray oscillo-

scope. 

2. Brief Specification of the 
Synchronous Switch 

The synchronous switch is intended for use with 29V 
or 240V 50 Hz single-phase supplies. It may be preset 
to apply the supply voltage to the load during either a 
positive or a negative half-cycle of the supply voltage 
waveform. Further, the instant at which the voltage is 
applied may be preset to any time between 40kits and 
10 ms of the selected half-period. After the initial half-

Line 
voltage 
o 

Positive 

Hl 

Voltage zero 
crossing 
detector 

Si 
F t 

SB2 

—5V 

cycle, the switch conducts both half-cycles of the 
waveform and the supply may be left connected, at will, 

until steady-state conditions are established. 
When desired the synchronous switch disconnects the 

supply when the load current passes through zero after 
either a positive or a negative half-cycle, as preselected, 
of the supply voltage waveform. The application and 
disconnexion of the supply may be initiated manually. 
Alternatively, the preselected sequence may be set to 

repeat automatically. 
When the load is a transformer, the steady-state 

magnetizing current swings the core flux around a given 
hysteresis loop. The removal of the magnetizing current 
at a known current zero then leaves the core with a given 
magnitude and polarity of remanent flux. In this way 
the magnetic state of the core can be preset before the 
synchronous switch is used to reconnect the supply to 
the transformer magnetizing winding. 

3. Circuit Description 
Figure 1 is a schematic diagram of the synchronous 

switch. The positive and negative supplies for the 
integrated circuits are OV and — 5V respectively. In the 
following description, logical ' 1' represents, for con-
venience, OV but in practice any direct voltage which is 
more positive than — 3V. Conversely, '0' represents — 5V. 

El 

Start positive - 

t Start negative 

Negative 

Variable 
delay 
circuit 

C.RO. 

Stop after positive 

Line 
voltage 
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G1 220 

I .:reset 
0 
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Stop after negative 

Fig. 1. Schematic diagram of synchronous switch. 
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SYNCHRONOUS SWITCH 

10 20 30 

Time ( ms) 

o 

Supply voltage ( 100V/cm) 

Positive waveform ( 5V/cm) 

40 50 Negative waveform ( 5V/cm) 

Fig. 2. Output waveform of the voltage zero crossing detector. 

The supply voltage zero crossing detector HI and the 
variable delay circuit El are described in more detail 
later. As shown by Fig. 2, the voltage zero crossing 
detector generates two rectangular waveforms, designated 
positive and negative, which are most positive during 
the positive and negative half-cycles of the supply 
waveform, respectively. 

3.1. Application of the Supply Voltage to the Load 

Switch SA is the manual control switch by which the 
operator initiates the connexion of the supply to the 
load. Assuming that switch SD is closed then when SA 
is switched to 'start' a logical ' 1' is applied to the J input 
of J—K flip-flop MI. Consequently, the Q output of M 1 
will change to ' 1' when its clock input next changes from 
'1' to '0'. 

Switch SB is a preselection switch by which the 
operator may select to apply the mains voltage to the 
load during either a positive or a negative half-cycle of 
the supply voltage. The time in the chosen half-cycle at 
which the voltage is applied is determined by the variable 
delay circuit El. 

Assuming that a positive half-cycle is selected, the Q 
output of M 1 will change to a ' 1' at the beginning of the 
positive half-cycle. The change is produced by the 
negative waveform applied to the clock input of MI 
changing from ' 1' to '0'. 

Flip-flop MI then applies a ' 1' to NAND gate GI. 
However, at the instant that MI changes state, the output 
of El falls to '0' (see Sect. 3.4) and inhibits GI until the 
preselected delay period of El has expired. At the end 
of this period both inputs to GI are ' 1' and GI presets 
J—K flip-flop M2. This causes TRI to conduct, which in 
turn triggers the triac CSR1; the triac then switches to 
the conducting state and completes the circuit of the 
external load under test. 

In this way the instant at which CSR1 is triggered 
during the positive half-cycle of the supply voltage is 
determined by the time delay of El. This time-delay is 
continuously variable between 40µs and 10 ms. 

Conversely, switch SB may be used to select a negative 
half-cycle of the supply voltage. Flip-flop MI then 
changes state at the beginning of the negative half-cycle 
and El inhibits GI for a predetermined time as before. 

To simplify the triggering circuit of the triac d.c. 
triggering is used. This ensures that the triac does not 
revert to the non-conducting state when the alternating 
load current falls below the specified holding current of 
the device.' The circuit is further simplified by using 
the triac in the I- and III-modes, that is with negative 

gate current and voltage for both the positive and 
negative half-cycles of the supply voltage.3 

3.2. Disconnexion of the Supply Voltage from 
the Load 

The inherent property of the triac to revert to the non-
conducting state when the load current falls below a 
specified holding current2 is used to disconnect the 
supply from the load. 

Referring to Fig. 1, the supply may be disconnected 
at a load current zero following either a positive or a 
negative half-cycle of the supply voltage as preselected 
by switch SC. Assuming the former is selected, then gate 
G2 is enabled each time the negative waveform rises to 
the ' 1' state. That is at the end of each positive half- cycle. 

However, G2 is inhibited by the .15 output of MI 
which is '0' until the operator throws switch SA to 'stop'. 
This applies a ' 1' to the K input of MI so that MI 
changes state when its clock input next changes from 
'I' to '0'. Gate G2, therefore, opens at the end of the 
next positive half-cycle of the supply voltage and changes 
the state of M2. 

This switches off TRI and deprives CSR I of triggering 
current. Triac CSR I therefore remains in the non-
conducting state after the load current next passes 
through zero. Similarly, switch SC may be used to 
preselect a current zero occurring after a negative half-
cycle of the supply voltage. 

3.3. Supply Voltage Zero Crossing Detector 

Figure 3 shows the supply voltage zero crossing 
detector circuit in more detail. 

Transistor TR2 is used to detect when the line voltage 
of the supply passes through zero. Diode Dl biases the 
emitter of TR2 so that its base is approximately at earth 
potential. Transistor TR3 and gates G3 and G4 form a 
regenerative pulse-squaring circuit which is described 
elsewhere.' In practice the circuit regenerates when the 
line voltage passes through the threshold levels within 
the range of + 0.3V. This is sufficiently sensitive for the 
immediate application of the circuit but can readily be 
improved by the use of a differential comparator. 

Supply line 
vol age Neutral 

29V 

R1 
56k 

+10V 

Fig. 3. Supply voltage zero crossing detector. 
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—5v 

Fig. 4. Variable delay circuit. 

3.4. Variable Delay Circuit 

Figure 4 shows the variable delay circuit in more 
detail. This is described elsewhere.' Gates G5, G6 and 
G7 are contained in one exclusive-OR integrated circuit. 
The duration of the delay is continuously variable 
between 40 its and 10 ms with a 50 Hz input square wave. 
The circuit is relatively insensitive to supply voltage 
variations. A change of + 25 % in the — 5V supply 
voltage produces only approximately -T 2 % change in 
the delay period. In practice this change can be greatly 
reduced by the use of a stabilized supply. 

Other means of incorporating the delay in the logical 
operation of the synchronous switch are possible. 
However, the operation described earlier was chosen 
because, at the sacrifice of the first 40 jis of the selected 
starting half-cycle of the supply waveform, it has the 
advantage that the delay circuit is triggered con-
tinuously. This enables the operator to use a double-
beam cathode-ray oscilloscope accurately to align the 
end of the delay period with a chosen point in the supply 
voltage waveform, before switching switch SA to the 
'start' position. 

3.5. Automatic Operation 

If switch SD is opened, the circuit is independent of 
the manual control switch SA and will cycle continuously 
through the preselected start-stop sequence. This 
utilizes the facility of the J—K flip-flop by which it changes 
state in response to every negative going change of its 
clock input when both its J and K inputs are ' 1' or open-
circuited. The performance is best illustrated by Fig. 5 
(see Sect. 3.6). 

3.6. Examples of Load Current Waveforms Obtained 

Figure 5 shows the load current waveforms obtained 
with a resistive load for various combinations of 'start' 
and 'stop' conditions provided by the synchronous 
switch. For convenience these waveforms were obtained 
with switch SD open to provide automatic operation as 
described in section 3.5. With manual operation similar 
waveforms are obtained but the number of complete 
cycles of the supply current is determined by the operator. 

Positive start- positive stop 

Positive start- negative stop 

Negative start- positive stop 

Negative start- negative stop 

Time : 10ms/division 

Fig. 5. Automatic operation. 
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Fig. 6. Initial magnetizing current of transformer. 

Figure 6 shows the transient inrush current taken by a 
small auto-transformer with a steady state magnetizing 
current of 85 mA. The triac used has a peak one-cycle 
surge forward current rating of 100 A. Other triacs 
with larger surge current ratings are available. 

4. Practical Considerations 
All the integrated circuits used are contained in three 

dual in-line packages, namely, one dual master-slave 
J—K flip-flop, one quadruple NAND gate and one 
exclusive-OR circuit. It will therefore be appreciated that 
the circuit is simple and inexpensive to construct. 

The — 5V supply for the integrated circuits is derived 
from the alternating mains supply by means of a trans-
former, a full-wave rectifier and a simple series stabilizer. 
The + 10V supply is derived in a similar way but is 
unregulated. The primary of the transformer is tapped 
so that the synchronous switch can be used with a 
number of different supply voltages. However, it should 
be noted that resistor RI of the voltage zero crossing 
detector circuit is permanently connected to the 29V 
tapping of the primary winding rather than directly to 
the line of the alternating supply used. This reduces the 
phase error of the detector circuit when other alternating 
supply voltages are used. 

5. Conclusions 
A simple synchronous switch has been described that 

has been designed to fulfil a specific requirement. Many 
extensions or variations of the principle of operation 
described are possible. For example, a counter might be 
used to control the state of J—K flip-flop M 1 so that the 
number of cycles of the mains supply applied to the load 
can be accurately controlled. Alternatively, the principle 
could be extended to the control of three-phase supplies. 
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The Problem of 
Safe Navigation in Confined Waters 

A short conference was held in London at the Royal 
United Service Institution on 11 th May 1971, on the subject 
of The Problem of Safe Navigation in Confined Waters'. It 
was organized by the Electronic Engineering Association, 
whose Director, Captain R. A. Villiers, C.B.E., R.N., C.Eng., 
was the chairman, supported by a panel of four members: 

Captain D. S. Tibbits, D.S.C., R.N.(Retd.) of Trinity House 
Captain E. O. Jones of Shell International Marine 
Mr. B. N. Steele of the National Physical Laboratory Ship 

Division 
Captain A. C. Manson of the Department of Trade and 

Industry 

Those invited to attend were from the fields of maritime 
administration and research and development, both Govern-
ment and commercial, ship operators, maritime safety 
authorities, maritime insurance and salvage organizations, 
training organizations and authorities; observers attended 

Report of a Conference called 

by the E.E.A. 

from this Institution and other learned societies. Members 
of the E.E.A. who have interests in the manufacture of 
equipment for maritime use also sent representatives. 

After a brief introduction by Capt. Villiers, the panel 
members each put forward their views on the problem and 
possible solutions. 

Capt. Jones quoted recent marine incidents, particularly 
collisions in the English Channel, as the reason for the 
conference. He emphasized that in searching for a solution a 
sense of proportion must be preserved; new equipment evolved 
from Services requirements deserved consideration, but 

Long-exposure photograph of film of radar screen obtained during the N.P.L.'s exploratory marine traffic survey in 
the Dover Strait. Dungeness Point is at the centre of the ring. A frame of cine film was exposed every 20 seconds. This 
still photograph shows the combination of 180 such exposures so producing streaks rather than spots to represent each 
vessel. The streaks across the photograph show vessels in through passage and those on the bottom left-hand side show 
fishing vessels. N.P.L. photograph Crown copyright. 
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'gimmicks' should be treated with caution. While equipment 
deficiencies played a part in some accidents, human error or 
failure also contributed—even undue reliance on a single 
source of information. He felt that the solution should be 
sought through improvements in equipment and in user 
training. There were also external solutions such as routing, 
particularly in the difficult situation of one traffic lane meeting 
or crossing other lanes. The presentation of information 
in a form acceptable to the user was important, some of 
the newer equipments failing in this respect (e.g. digital data 
presentation). Other fields in which improvement was 
required was the measurement of speed, particularly very 
low speeds over the ground in berthing, and in the Collision 
Regulations, now being undertaken. He did not believe there 
was any real conflict between safety and cost, and while 
there was still much to be done, the electronics industry had 
justly earned a good reputation in this field. 

Mr. Steele described how the N.P.L. had become involved 
in the problems of data collection with regard to the traffic 
patterns in the Dover Straits and statistics on collisions. 
They would continue with studies based on the simulation 
of traffic patterns, and how these might develop in the future. 
Initially the collection of data by surveillance radar was 
wrongly thought to be simple, but further data were found 
essential, e.g. why were some ships using particular lanes. 
Identification (by aircraft or surface craft) and correlation 
with departure and arrival ports was necessary, but so far 
this had not been possible in darkness or fog. Time-lapse 
photography of a radar display yielded valuable data on the 
proximity of ships before taking avoiding action which was 
often as close as 1 or even j- mile. He suggested that a system 
by which each ship reported its arrival at an identifying 
position would be valuable, but there was a problem of 
finance. 

Capt. Tibbits recommended that the problem should be 
clearly isolated and defined. The majority of ships were well 
equipped, manned and handled, but faced dangers from 
navigational hazards and other ships. What put them into 
those dangers? Not all ships could be so described, and 
'bad' ships were increasing in number, but on the other 
hand most 'flag' countries had reasonable regulations which 
were subjected to continuous review. If all ships obeyed 
the collision and routing regulations, the problem would be 
small and human error needed two humans to result in a 
collision. Yet with 200,000 ships passing through the Dover 
Straits annually, some 20 serious collisions occurred and an 
unknown number of near misses—it would be interesting 
to know how many. Comparison with air traffic control 
requirements had been made, but it was his firm opinion that 
the many differences far outweighed the few similarities, so 
that common solutions did not apply, particularly 'control'. 
One problem was how to enforce obedience to the present 
reasonable laws; increasing the legal requirements merely 
hampered those who obeyed, but had no effect on those who 
ignored the law. A balance had to be struck between the 
regulators and the regulated, and the regulations should give 
maximum freedom to operate well-equipped ships by well-
trained crews. 

Capt. Manson pointed out that as ships had become 
larger and more numerous, the old regulations about keeping 
to the starboard side of a channel were becoming extended 
to apply outside these channels. The U.K. had tried to obtain 
international backing for this by introducing at I.M.C.O. 
the mandatory rule that a ship in a routing lane must go in 
the direction laid down for that lane. This arose because 

although only 5% of ships in these lanes were travelling in 
the wrong direction, these ships were concerned in 70% of 
the actual collisions. Proposals for position reporting pro-
cedures conflicted with the watchkeeping hours of radio 
operators and while this might be solved by the carriage of 
ship-to-shore v.h.f. radio this was not yet universal. He 
believed it was wrong to assume that 'good' ships never had 
accidents, and could quote examples in support. Similarly, 
the competence of certificated personnel was no guarantee of 
safety. The problem which did require study was the interface 
between the human observer and his equipment. Undue 
reliance on one source of information without cross-checking 
was believed to be a fruitful cause of accidents. In many 
proposals international agreement was essential and this had 
proved difficult and slow of achievement. 

General discussion then followed, in which the more 
irr portant points were: 

Improvement in communication and identification, inclu-
ding language problems. 

Study of the man-machine interface, possibly with assistance 
from the Medical Research Council. 

The root causes of wrong appreciation of correct data— 
what are they? 

The difficulty of U.K./French 'control' of the 80% of 
foreign shipping using the Dover Straits. 

The financing of improvements, and the cost of safety. 

Bridge design and lighting and its influence on fatigue, 
distraction and human error. 

The use of racons for ship identification. 

Manufacturers' representatives pointed out that consider-
able study of the man-machine interface had contributed to 
the design of new equipment, particularly in the anti-
collision field; support for these views came from the Services 
research establishments. Many suggestions were not new, 
but were impractical for reasons stated by the panel and 
other speakers. 

Summing up the discussion, Capt. Villiers said there had 
been a wide coverage of the problems and possible solutions— 
surveillance, radio reporting, etc. The panel had to point out 
the difficulties in implementing these proposals, but the 
resultant suggestion from the floor that they were 'complacent 
pessimists' was untrue, since it was a fact of life that time 
was needed for the implementation of the proposals discussed. 
No universal panacea had been proposed, but training, 
understanding of the human factors, careful analysis of the 
present developing situation, all had to contribute. He felt 
that the progressing development of international specifica-
tions for equipment would widen markets and reduce costs, 
and British industry had been well to the fore in this field 
from the start. In conclusion he thanked the members of the 
panel for their opening remarks and comments, and the 
audience for the interesting discussion. 

This observer would agree that no new proposals arose 
in the course of the conference, but the various aspects of the 
problem and some possible solutions were frankly discussed. 
The implementation of many proposals will encounter 
difficulty, sometimes technical, but more often due to the 
international nature of maritime operations and administra-
tion. Progress can only be slow, and the conference made 
some contribution to the more widespread understanding of 
the difficulties to be overcome in solving this growing 
problem. 

A. J. HARRISON 
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