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Changes in Government Science 

OUT of a total estimated R and D expenditure in Great Britain for 1971-2 of £645M, the Research Councils 
of the Department of Education and Science will account for about £ 109M. This is the financial back-

ground to a recent Government 'Green Paper' on the long-term strategy for an important area of scientific 
research and development in this country, some of which affects directly or indirectly the electronics industry 
and the community of electronic and radio engineers. The Head of the Central Policy Review Staff, Lord 
Rothschild, F.R.S., has contributed to the Green Paper a report on 'The Organisation and Management of 
Government R & D', while Sir Frederick Dainton, F.R.S. as Chairman of a Group appointed by the Council 
for Scientific Policy, has presented a report on 'The Future of the Research Council System'—both reports 
have appeared together under the title 'A Framework for Government Research and Development'.* 

The accompanying Government statement seems at first sight to indicate a wide measure of agreement 
with the Rothschild thesis, noting merely that the C.S.P. report 'is not at variance with' the 'customer/ 
contractor' principle advocated by Rothschild. But, the C.S.P.'s proposed change in the Research 
Council system of setting up a Board of the Research Councils is hardly compatible with the Rothschild 
proposals that—with the exception of the Science Research Council which is to remain with the D.E.S.—the 
Agricultural, Medical and Natural Environment Research Councils should lose some autonomy by being 
brought much closer to appropriate Government Departments from whom they would derive most of their 
financial support. The intention is that 'applied R & D' should be linked more closely to the Departments 
and distinguished from 'basic research' which would continue to come under the D.E.S. through the S.R.C. 

The Dainton report sees things differently, wishing to retain independent Councils which will work in 
closer co-operation through the new Board, and maintaining the view of the past few years that 'basic' and 
'applied' research benefit by not being arbitrarily divided. The good working relationship between the 
universities and the Research Councils is considered to have inherent advantages, not to be obtained if there 
were close links with Government Departments. 

As part of the Rothschild plan to make the R & D functions of the Departments more effective, it is en-
visaged that there should be a Controller R & D who would be the Chief Executive and responsible for the 
'contractor' aspects. The 'customer' view of the department is to be associated with a Chief Scientist. This 
concept of the 'customer-contractor' relationship within a department is an interesting one which is intended 
to ensure that a programme of work is not embarked upon without clearly establishing responsibilities for 
expenditure. Nevertheless, provision is to be made for some research outside the directly contracted work 
by the device of a 'general research surcharge' of about 10 % of sanctioned expenditure. 

While the prospect of financial considerations being more intimately brought into scientific research is 
likely to worry the traditionalists, the encouragement which Lord Rothschild gives to the proposals of the 
Fulton Committee on the Civil Service for enabling scientists to gain administrative experience will be more 
widely approved. However, his corollary that a non-scientific senior civil servant might become Director of 
a large Government Laboratory by virtue of his administrative ability may be less easy for some to accept. 

Apart from its endorsement of the 'customer/contractor' principle, the Government has indicated in the 
Green Paper that 'it would be right to preserve the Research Councils under the sponsorship of the Depart-
ment of Education and Science.' Again, it is the Government's view that a body of authoritative advice 
should be available in the allocation of the D.E.S.'s Science Budget. Thus, in so far as the Rothschild and 
Dainton reports may be considered to be conflicting, there seem to be hints that a compromise will be evident 
when the final White Paper appears in the Spring. 

*Cmnd. 4814, H.M.S.O., price 52b. 
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The CAMAC Interface and some Applications 
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Presented at a meeting of the Instrumentation and Control Group in 
London on 29th April 1971. 

CAMAC is a definitive style for implementing the interface conditions which exist 
when many channels of input/output information share a common data-
processor/controller. The features of CAMAC are described to indicate the 
applicability of CAMAC-compatible equipment and programming to real-time 
situations. Some of these are illustrated by typical systems which use either a 
computer or a simpler device as the central processor/controller. 

Glossary of Special Terms 

Interface The boundary between two different systems, 
e.g. operator/equipment interface. 

System An assembly of equipment to perform a given 
task. 

Dataway A multi-wire highway for the transfer of data. 
Real-time Applies to systems which operate at sufficient 

speed to analyse or control external events 
happening concurrently. 

1. Introduction 

Real-time situations are becoming more common in 
the progressive areas of electronic applications, where 
control and data-processing by computers plays a major 
part. The centre of interest in these situations may be a 
process plant, a section of a transport network, a 
generator of electric power, a hospital patient or the 
behaviour of a nuclear particle. These systems combine 
measurement, control and display and require a 'pro-
cessor/programme/controller' as the system-component 
that is shared by all these functions. For this reason all 
other equipment is, by convention, considered peripheral 
to the central system-component. For example, printers, 
punches, plotters, displays and disks are the recognized 
peripheral equipment to a computer and for the purpose 
of this paper, any source or acceptor of information (e.g. 
any sensor or actuator), will be treated as peripheral 
equipment. 

'Peripherals' may be connected to the computer in 
'star' or 'highway' configurations (Fig. 1). Since both the 
discrete input/output channels and the highway are 
normally characterized by features of the computer, each 
connexion requires some interfacing electronics to handle 
mis-match between the peripheral and the computer, 
e.g. differences in signals, signal conventions, unit of 
data-transfer, speed of operation. In organizations which 
employ many different types (C) of computer and many 
different, but commonly used, peripherals (N), there will 
be (Nx C) types of interfacing device. The introduction 
of a peripheral, with new and desirable features such 
that it is required on all these computers, will generate C 
new interface devices. 

If, however, all computers were equipped with the 
same standard input/output channel or standard high-
way, the number of interface devices required would be 

'1* Electronics and Applied Physics Division, Atomic Energy 
Research Establishment, Harwell, Berkshire. 

reduced to (N+C). The British Standard Interface 
BS4421, inspired by the National Physical Laboratory, 
does this for 'star' configurations. It defines standard 
conventions for transferring data in parallel 8-bit .bytes 
from a source to a receiver It is available on some peri-
pherals and, as an option, on some U.K.-based computers. 
BS4421 is not, however, applicable to a highway con-
figuration and therefore not of use in situations where the 
number of peripherals is both large and variable such as 
exist with a large body of computer users in nuclear 
laboratories. These laboratories have therefore defined 
CAMAC as a highway interface which is unique and inde-
pendent of both the type of computer and the type of 
input/output peripheral. It has been defined by, and 
agreed between, 50 major nuclear laboratories in 14 
countries of Europe, Canada and U.S.A. 

In practice, because of the defined analogue and 
digital signal standards of CAMAC, it is possible for one 
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THE CAMAC INTERFACE AND SOME APPLICATIONS 

CAMAC unit to satisfy the interfacing conditions of many 
similar peripherals. Furthermore, these CAMAC units 
can be designed and made available without any know-
ledge of which peripheral or computer they will sub-
sequently be used with. Thereby the 'library' of CAMAC 
units needed in large organizations can be substantially 
reduced and the equipment situation rationalized. 

As illustrated in Fig. 2, the use of CAMAC in no way 
precludes the use of a computer's specialized input/ 
output channels or BS4421, where it is more appropriate 
or economical to do so. In fact, many of the present 
systems which use CAMAC have 'star' configurations for 
some standard peripherals and a CAMAC highway to 
expand them, in the most economical and flexible 
manner, to more peripherals. 

The 'hardware' implications of CAMAC offer great 
economies in effort, time and money but even greater 
simplification and therefore economies are offered in the 
field of program 'software' due to CAMAC's defined 
structure and modes of data transfer. 

2. Description of CAMAC 

CAMAC defines a design style applicable to situations 
where a computer, or similar device, is to communicate, 
along a highway, with a few or very many peripheral 
devices. The highway configuration can be complex or 
simple. Because of its unique definition, the highway 
can be interfaced at suitable points to any computer via 
a coupler or controller, or to any peripheral, via a module, 
these two interfacing problems being entirely independent 
of each other. 

CAMAC therefore must specify the methods of com-
munication but, in addition, it defines the physical, 
electrical and data transfer characteristics of the compon-
ent parts, yet only so far as necessary to ensure com-
patibility between them. The specifications for CAMAC 
are contained in references 1, 2 and 3. References 4, 5 
and 6 provide background information. 

2.1. The CAMAC Highways 

The CAMAC multi-wire highway can transfer 24-bits of 
information, as a parallel word, in both the 'read' and 
'write' modes. A word can enter or exit this highway via 
electrical 'ports' which are, normally, T-junctions onto 
the highway but may be end-junctions in particular 
circumstances. The highway can be one of two types— 
the `Dataway' and the 'Branch Highway'. These have a 
general similarity but also important differences, in 
detail, because of their different purposes. The dataway 
is always used in any CAMAC system and the branch 
highway only when either the number of interface units 
is large and/or their geographical disposition is such that 
the dataway needs extension (see Fig. 3). 

The dataway has 25 ports and a fixed physical size 
within a framework, or 'crate', which is a standard 
19-in, rack-mounting unit (Fig. 4). The ports are 86-way 
edge-connector sockets whose pins are separately 
attached to the wires of the dataway. Each port is an 
integral part of a 'station', which is of specified dimen-
sions. Equipment units can fit into the stations and make 
electrical contact with the ports via an edge-connector 

Fig. 4. CAMAC crate and dataway. 

plug on the unit. The stations are physically identical 
so that cAmAc-compatible units are 'modular' and 
typical ones are shown in Fig. 5. 

Some of these units provide the interface conditions 
for transfer of information between a peripheral device 
and the dataway. They may also provide other signal or 
data processing functions which, in some circumstances, 
may be controlled by information supplied to them via 
the dataway. These units, by CAMAC conventions, are 
called 'modules'. Other units provide the interface and 
control conditions for transfer of information between 
the dataway and, say, the computer directly. These 
units are called 'controllers', to distinguish them from 
'modules', and also may have functions over and above 
those mentioned. Each crate, equipped with modules, 
therefore has a controller of some kind to organize the 
sequence of operations whereby information is trans-
ferred on the dataway between a specific module and the 
source/acceptor of this information, be this the controller 
itself or some other device acting through the controller. 
This 'other device' could be a computer, connected 
directly to the controller, or a branch highway which in 
turn is connected directly to a computer. 

A specific kind of controller (crate controller type A— 
see ref. 2) is defined for connexion to one of up to seven 
defined ports along the length of the branch highway. 
Thereby seven crates, each fitted with modules and a crate 
controller type A, may be connected via this highway to a 
common unit called the 'branch driver'. These ports are 
physically different from the dataway ports because the 
geographical disposition of crates can be variable. For 
this reason also, a data transfer operation between a 

e 
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module and the branch driver has to be self-adapting to 
the length of the branch highway involved. 

2.2. Methods of Communication 

A bi-directional communication system, as described 
so far, should be able to transfer a parallel word in either 
direction and in addition permit this action to be insti-
gated by the central processor or by any module/ 
peripheral within the system. In addition, if the central 
processor is to be thoroughly current in its knowledge of 
the system, it must be able to establish the status of the 
component parts. 

To determine which component part is involved, either 
for data transfer or status operations, CAMAC provides an 
address coding system which can uniquely identify a 
crate (C) in a branch, a station (N) in that crate and 
therefore the module that is plugged in that station. A 
CAMAC ;module is allowed to have up to 16 sub-stations 
(A) and anyone of these can be identified. The full 
address code (CNA) requires 12-bits (C 3 bits for 
7 crates, N = 5 bits for 23 station addresses and A = 4 
bits for 16 sub-addresses) giving a total location of 
2576 variables. The redundant codes of N are utilized 
for multiple-station addressing and so on. A 5-bit code 
(F) is provided for definining which of 32 functions (e.g. 
READ, WRITE, TEST STATUS, ENABLE, DISABLE, etc.) must be 
executed. Not all these 32 codes are allocated; a useful 
sub-set is available for functions which may be particu-
larly useful and specific to any one system. 

Clearly a system employing only a single crate will 
employ only the NAF command of 14-bits (maximum). 
The sequence of signals to complete a data transfer, on 
the dataway, commence with the NAF command (Fig. 6). 
After a short time-lapse in which these signals have 
settled to their 'I' state and been interpreted at the 

module, the data or status signals are established on the 
dataway lines. At this point in the sequence, the controller 
generates a strobe signal (Si) to open appropriate gates 
either in the controller (for read and status operations) 
or the module (for write operations). Another strobe (S2) 
follows Si and can be used for operations which can be 
auxiliary to read/write, status testing and so on. After 
S2, the command can be removed to prepare for the next 
operation. This may well be instigated by the computer 
as the next step of a main program sequence or a sub-
routine brought into action by a program interrupt being 
received from a module via a look-at-me (L) signal. 
Depending on the type of controller and computer, this 
L signal may instigate a direct transfer of data into or out 
of computer store without intervention by the c.p.u. of 
the computer (i.e. autonomous transfer). 

On the branch highway, the dataway signals are 
basically relayed by the controller; however, the method 
of establishing the conditions required for a transfer are 
different. The branch driver requires a positive response 
from the addressed crate before the transfer sequence is 
commenced. In addition, it is not feasible to relay onto 
the branch highway all the possible L signals which 
might be generated from even one crate, so that a 
selection principle is invoked if polling of all possible 
sources of L is to be avoided. This is done by the 
'graded L' mode of operation on the branch highway, 
whereby the pattern of a 24-bit word set up on the read/ 
write lines of the branch highway gives the status of 
24 sources of L signals selected from all possible sources 
of L signals in the total branch. 

In addition to the facilities for reading and writing 
data from and into modules, respectively, testing status 
and allowing interrupts, other modes of communication 
give facilities for implementing on all units commands 
like C (CLEAR all data and status signals) J (INHIBIT all 
data taking) and Z (INITIALIZE all registers to a pre-set 
condition). 
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THE CAMAC INTERFACE AND SOME APPLICATIONS 

3. Applications of CAMAC Facilities to Modules 

The facilities offered by CAMAC can be used to generate 
modular units which can perform tasks which may be 
highly specific to a particular peripheral or may be of 
more general application to a variety of peripheral duties. 
Employing the CAMAC convention, a typical module 

would contain circuit elements whose functions would be 
to decode the command signals (NAF), to indicate 
status signals, to respond to the common commands 
(CIZ) and to input or output data. It is in this latter 
function where the variability arises in the type of tasks 
which cAmAc-compatible units can perform. These 
tasks may be classified according to the flow of informa-
tion indicated in Fig. 7. 

Input Modules 
Information, contained in signal inputs, is processed 
and converted to the CAMAC dataway standards for 
further transfer on the highways. 

Output Modules 
Information, contained in digital signals on the 
dataway, is processed and transferred to external 
peripheral devices. 

Input/Output Modules 
Information can be handled in both the read and 
write direction, typically for external peripherals 
which have read/write properties. 

Signal Processing Modules 
Signals received from peripheral devices can be 
processed, under the control of a register in the 
module, for re-transmission. 

Data Processing Modules 
These are the hardware equivalents to software 
programs for processing data within a system. They 
accept data, via the dataway, perform an algorithm 
and re-transmit the subsequent data onto the data-
way. 

Many of the CAMAC-compatible modules currently 
available' can now be described in fairly brief terms by 
giving examples in the above five classes. 

3.1. Input Modules 

These would accept current or voltage analogue 
signals, representing external conditions such as tempera-
ture, pressure, or strain, and provide the necessary signal 
conditioning and/or analogue-to-digital conversion to a 
data word which can be read. Alternatively an external 
multiplexing a.d.c. may present a data word for the input 
module to gate onto the highway when requested to do 
so. The data word could be from an angle encoder, a 
BS 4421 driver (source) or it could represent the on/off 
state of switch contacts, perhaps the limit switches of a 
device under control or switches set by an operator. A 
CAMAC system may require to be instructed by paper-tape, 
so that an interface module for a paper-tape reader would 
be typical. One common task uses a register in the 
module to integrate the number of serial input pulses 
from flow meters, radiation detectors and regular-pulse 
generators. Such modules may control the duration of an 
operation by indicating to the computer when a preset 
number has been reached. Alternatively the number in 

the register after a preset time will give pulse-rate. 
Voltage to frequency converters or Wilkinson-type pulse 
analysers, external to CAMAC, can be interfaced to the 
dataway by serial-to-parallel converter modules. 

3.2. Output Modules 

Typically, output modules can generate signals which 
are the analogue equivalent of the data word fed to the 
module from the highway. These can be used to control 
solenoids and voltage sensitive devices, for motor speed 
control and driving meter or c.r.t. displays. Outputs may 
be in parallel or in serial form for driving printers, 
punched paper-tape, X-Y incremental plotters, for 
switching lamps or other external devices and for digital 
displays. A module in this class may control an external 
relay—switching multiplexer handling many channels of 
analogue information. A BS4421 (source) output 
module, combined with the (acceptor) input module 
referred to earlier, can provide in CAMAC a two-way 
multiplexing system for peripheral devices fitted with 
BS4421. 

3.3. Input/Output Modules 

Some typical tasks for these modules may be to couple 
standard peripheral devices to the CAMAC dataway, such 
as a magnetic tape or disk, a teletypewriter, visual display 
units or a core-store. Each module, generally, will be 
specific to the type of peripheral and can provide an 
alternative method of adding proprietary peripherals from 
different manufacturers to the same computer. A module, 
coupling to a P.O. modem, offers an opportunity of a 
serial data link for connecting into distant sources/ 
acceptors of data. Many input/output modules have the 
ability to store data on registers and transfer this to the 
dataway or a peripheral when instructed to do so either 
under instruction from the computer or on receipt of a 
signal from the peripheral. 

3.4. Signal Processing Modules 

Typical units could condition external analogue signals, 
or perform high-speed multiplexing, using f.e.t. switches, 
or could select output routes for input pulses or perform 
any of a range of logic functions on combinations of 
input signals. Any of these actions could be directly 
controlled by program. 

3.5. Data Processing Modules 

The type of typical arithmetic or algorithmic task 
would be binary to b.c.d. conversion, multiply/divide, 
floating-point calculations and such modules provide 
these options on any computer which is interfaced to 
CAMAC. They may be used to provide an add-on facility 
for any algorithm which is frequently required and which 
otherwise would occupy excessive computer c.p.u. time. 
A binary-to-b.c.d. converter has been found most useful 
for non-computer systems in which binary input informa-
tion on the dataway is to be printed or displayed in 
decimal format.' 

4. Applications of CAMAC to Systems 

Another view of CAMAC is that its two types of highway 
provide two levels of multiplexing capability. The 
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dataway enables data transfers in either direction 
between the controller and either any one module or any 
one sub-address of any module within a single-crate 
configuration. Equally, the branch highway enables 
data transfers, in either direction, between the branch 
driver and any one crate and thereby any module or part 
of a module in that crate. 

There are many minor variations on several basic 
system arrangements. Three variants of single crate 
systems, shown in Fig. 8, are typical and self-explanatory. 
In the first example, note that the crate-controller is also 
the interface to the computer and will be specific there-
fore to that type of computer. The modules however will 
be independent of the type of computer and this applies 
to the second example with the exception that one of the 
modules is the computer interface. The controller 
now is not directly related to the features of the computer 
used and is therefore a unit of more general applicability. 
The third example illustrates how the controller itself is 
a computer-like device that can be programmed from an 
external store.' This store may be a plug-board, matrix 
or other type of read-only-memory. Alternatively, if it 
is a corestore then it may be used for program or data 
storage. 10 

There are similar variants in systems which cannot be 
accommodated in a single crate and therefore need the 
higher level of multiplexing. There are, clearly a number 
of ways of arranging multi-crate systems in 'star' or 

UP TO 7 CRATES 

DATAWAY 

TERMINATIONS - 

CRATE CONTROLLERS 

TYPE A 

BRANCH 
DRIVER 

nIX 

ComPuTER 
BRAND 

X 

BRANCH 
HIGHWAY 

COMPUTER 
INTERFACE 

BRANCH 
DRIVER 

CAMAC 
PROCESSOR 

B I x 

COMPUTER 

BRAND 

X 

Fig. 9. Multi-crate systems. 

'highway' configurations. For such systems requiring 
fast, parallel-data transmission, CAMAC has specified the 
branch highway and recommends the use of a crate 
controller (Type A) unless there are over-riding considera-
tions to do otherwise. Figures 9 and 10 illustrate basic 
configurations using one or more branches, according to 
requirements. In Fig. 9, the CAMAC coupler can interface 
the branch driver and the input/output channel of the 
computer. Everything from some point inside the coupler 
is independent of the standards of the computer and the 
coupler forms a convenient 'neutral' component between 
the computer and the rest of the system. A somewhat 
different approach could combine the branch driver, the 
computer interface and a processor for CAMAC transfers 
which directly access the memory of the computer with-
out occupying time of the computer's c.p.u. 11 The 
branch driver is shown in Fig. 10 as a module in a 'master 
crate' under instruction from a 'system controller'. This 
crate could contain more than one branch driver module, 
to give a 'star' arrangement for several branch highways, 
and also accommodate interface equipment for peri-
pherals that are common to the whole system; Fig. 10 
shows an alternative in which the system controller is 
independent of the computer and modules interface to 
more than one computer. The branch highway, in 
common with any parallel highway, has limitations in 
length either for technical reasons or due to cost con-
siderations. Furthermore, in many systems the high-
speed transfer rate of which it is capable is unnecessary. 
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In these cases a serial-by-bit link may be suitable and 
could be inserted in the branch or treated as any other 
peripheral would be (Fig. 3). 

Overall control of a total system, which may or may 
not include a computer, therefore presents a range of 
complexity according to the type of system, the multi-
plicity of tasks and the operational flexibility demanded. 
This range may be covered economically if executive 
action in parts of a complex system can be devolved onto 
local controllers. CAMAC, with its different levels of 
multiplexing capability, offers an opportunity to do this 
and a hierarchy of controllers can be envisaged. In each 
level of hierarchy there is scope to design controllers for 
restricted or general application tasks. 

A very simple crate controller exists' and although it is 
hardly likely to find application in any system, it has 
proved most useful for testing individual crates and 
modules and also in training personnel to understand 
CAMAC. This controller has a rotary switch to select the 
addressed station, toggle switches to set the bits defining 
sub-address and function, and press-buttons to either 
step through the phases of a dataway operation or cycle 
through two dataway operations with independently 
selected functions but the same selected address. Write 
data can be set up on 24 switches and read data is 
indicated on 24 lamps. 

At the other end of the range are controllers that 
directly interface CAMAC to a small computer. Each will 
be specific to a particular computer or family of computers 
and their complexity will depend on the facilities they 
provide, for example, whether they enable only pro-
grammed transfers or allow transfers involving direct 
access to the computer store. The most common 
requirement is for a controller which executes a dataway 
operation under computer program control. Typically, 
a CNAF code is put into the accumulator of the computer 
and transferred to the controller. The controller executes 
the operation, say read data from module, and the data 
are put into the accumulator and then into the computer's 
store as required. Program transfers of this kind are 
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relatively slow, because they employ several instructions 
to the c.p.u. of the computer. If greater speed is required, 
the controller has to transfer data between CAMAC and 
computer store autonomously, e.g. by cycle-stealing. 
With some recent computer designs it is possible to 
provide software-controlled switching between pro-
grammed transfers and autonomous transfers in the 
same CAMAC controller. Such a controller can only 
organize autonomous transfers from an address specified 
by program, or from a sequence of related addresses 
starting from a specific address. A more complicated 
controller is required for independent control of auto-
mous transfers in that the controller has to provide, 
additionally, the CNAF command to be established in 
the CAMAC crate and the address of the data location in 
the computer's memory. Such a controller" provides a 
very flexible and powerful facility and may itself be 
modular so that the capability of a basic controller can 
be added to with additional modules. 

5. Programming with CAMAC Systems 

In any application of CAMAC, the modules provide the 
required interaction with the peripheral devices, such as 
transducers/actuators, input/output machines and con-
trol/display facilities. The prime task of controllers is to 
enable data transfers to be made on the highways in an 
ordered fashion. All these operations must therefore 
either be instructed or supervised by a program. This 
program can be contained in a plug-board diode matrix 
or other 'hardware' routine device, or be resident within 
the memory of a computer and thereby classified as 
'software'. 

In a CAMAC system, no matter what the nature of the 
program, each program step will result in an executable 
code defining the crate(s) (C-code), the module(s) 
(N-code), the subsection(s) of the module (A-code), 
what function is to be carried out (F-code) and what type 
of information is to be transferred. Such a program can 
be generated by ad-hoc programming in machine code or 
in the assembly language of the computer used. It might 
also be generated by modification of existing device 
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handlers, provided with the computer, to adapt these to 
the CAMAC system's configuration and facilities. 

These methods have been used with existing CAMAC 
systems and can be expensive in programming effort, and 
inefficient in the use of core-store space and computer 
time. The ESONE Committee therefore has a Working 
Group studying alternative and more efficient program-
ming techniques for CAMAC systems. The detailed 
recommendations from this study, in terms of possibly a 
high level language, are not predictable as yet, however an 
intermediate stage is being actively pursued and recom-
mendations are expected towards the end of 1971. This 
intermediate stage will define a syntax for CAMAC state-
ments which can be pre-translated into an existing base 
language (e.g. Fortran, Algol, Pearl). Thereby a CAMAC 
user will be able to write a source program using symbolic 
names. 

In general statements in the source program will con-
tain three fields. The first is an action field which specifies 
what is to be done (e.g. READ/WRITE, TEST, STATUS), the 
second is an external reference field giving the locations of 
CAMAC devices and the third is an internal reference field 
pointing to the computer core locations or registers 
involved. The latter two fields may be multi-valued for 
the purposes of applying the same action to several 
CAMAC devices simultaneously and/or defining an array 
involving some sequence of operations. 

An interesting possibility for a CAMAC system is that in 
which the controller has a processor section to deal with 
CAMAC transfers and working in a parallel-processing 
mode with the c.p.u. of the computer." In this way an 
in-line program which is c.p.u.-controlled could 
branch into a parallel program, which is controlled by 
the CAMAC c.p.u., on receipt of a CAMAC demand. These 
parallel programs would be segments resident in core, 
identified by pointers and taken out of store without 
computer intervention. The in-line program would 
continue when a terminate signal from the parallel 
program segment is received in response to a call from the 
computer c.p.u. The object code of these segments would 
be in CAMAC-controller-code rather than computer 
machine-code and thereby the statements in the user 
source program would be independent of the instruction 
set of the computer. 

6. A Selection of CAMAC Systems 

It is not clear where the first true CAMAC system 
appeared; one seen at the Reaktor Centrum Nederland 
(Petten) in October 1969 must be among the first to have 
come into operation. The system controlled the position-
ing of nuclear fuel samples in a neutron irradiation facility 
and acquired data related to the determination of absorp-
tion cross-sections of fission products. The computer was 
a Honeywell DDP-516 and complete interfacing employed 
a range of CAMAC modules and a DDP-516/cAmAc 
interface controller providing program and direct 
access input/output transfers. Since then many systems 
have become operational in nuclear laboratories as far 
apart as Serperkov in Russia and Berkeley in U.S.A., 
with the largest concentration in Europe. An estimate of 
close on 100 systems employing £1M of CAMAC 

equipment is not unrealistic at this time. The majority of 
these are in 'nuclear' laboratories where CAMAC is best 
known and understood. It is not exceptional, however, 
to find some of these systems divorced from the tradi-
tionally nuclear-electronic problems and used with 
n.m.r., X- and mass-spectrometers, chromatographs and 
X-diffractometers. CAMAC systems may also be found in 
research projects supporting astronomy, electric power 
generation and distribution, hospital patient monitoring, 
atmospheric pollution, industrial plant control, marine 
technology and computer-aided dçsign. 

Because of the rapid spread of CAMAC applications 
there is considerable difficulty in knowing all that is 
going on and, in any case, it is an unenviable task to 
select examples of typical systems. Therefore, no 
apology is made for taking examples close to the author's 
area of activity, being guided by topicality and/or the 
existence of documentation for further detailed reference. 

7. Non-Computer Systems 

7.1. Control of an X-Ray Fluorescence Goniometer 

The X-ray intensity, at specified angles on an arc 
relative to the primary beam and sample orientation, has 
to be measured on a routine basis and the program 
repeated at each sample orientation. This total operation 
is programmed on a paper-tape fed to the teletypewriter 
(Fig. 11) and at each setting of the X-ray detector, 
pulses from the detector are counted within real-time or 
total-count boundary conditions which, when reached, 
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initiates a stepping motor to move the detector to the 
next specified angular position and so on. All data are 
punched out on the teletypewriter tape together with any 
identification or specification header included in the 
input tape. This particular systemt is notable in that it is 
built up entirely from the library of standard CAMAC 
modules/controllers in the Harwell 7000 Series and 
therefore minimal system design, programming effort and 
time lapse to attain an operational system is required. 

7.2. CAMAC Controlled Data Logging System 

CAMAC enables an initial small non-computer system 
to be expanded as the requirements develop for increasing 
input/output channels, or as the data processing cap-
ability develops and justifies the use of a small on-line 
computer. An example of this is a non-computer data 
logging system 14 demonstrated at the Physics Exhibition 
1971 and now marketed commercially. Figure 12 gives a 
schematic of the system. It employs a controller which 
can be programmed to perform all dataway operations, 
and such arithmetical manipulation of the data as 
required for tolerancing the data channel information. 
The logging program is set up on a diode matrix plug. 
board and channel data can be selected for decimal 
display from 256 data channels. Analogue signal 
channels are multiplexed by relay or m.o.s.t. switching 
and low impedance differential or high impedance non-
inverting amplifiers are followed by a module giving a 
choice of two linearizing functions selected by program. 

t Ward, L. D., Private communication. 

A choice of a.d.c. is possible giving conversion times of 
20 ms or 50 jis. A second plug-board store is used to 
select the operating conditions and limit tolerances 
relevant to each channel: 

upper and lower limits. 

amplifier gain and mode. 

linearizing function. 

The output devices may be selected from a teletype-
writer (printer and punch), magnetic tape, X-Y plotter, 
c.r.t. display, each interfaced by a suitable CAMAC 
module. To expand into a computer system, the pro-
grammed controller may be connected, via a module in 
CAMAC, to the teletypewriter input/output channel of 
the computer or the controller may be replaced by a 
specific computer interface controller, such as are 
available for DEC and Honeywell computers. 

8. Computer-based Systems 

8.1. The Analysis of Analogue Data on Magnetic Tape 

The Marine Laboratory, Aberdeen, is engaged on a 
research project to evaluate the effect of acoustic noise 
produced by fishing gear on the efficiency of conventional 
fish-capture techniques. To do this, signals from a sea-
bed hydrophone array are recorded on magnetic tape as 
a fishing gear equipped with a pulser (pinger) is towed 
over the array. The noise and pinger pulse signals are 
separated by filters, and then interfaced using the CAMAC 
system shown in Fig. 13, for spectral and correlation 
analysis by computer program. 15. 

The analogue signals from one or more tape recorder 
tracks are digitized by a separate 8-bit a.d.c. for each 
track, so avoiding the need for multiplexing. Pinger pulse 
events are timed relative to a count of reference clock 
pulses held in a scaler. These data are accessed under 
program control to a Marconi-Elliott 920C computer, 

CLOCK PULSE 
GENERATOR 

FOUR CHANNEL 
TIMING TRACK 

REGISTER 

INTERRUPT 

REQUEST GENER-

RINGER PULSES 

A.D.C. 

A.D.C. 

ANALOGUE 

DISPLAY 

DRIVER 

SIGNALS 

DATA WAY 
CONTROLLER 

(920) 

CAMAC 

14 TRACK 

MAGNETIC 

TAPE 

RECORDER 

IC.R.T. I 
  DISPLAY 

COMPUTER 

920 C ASR.33 

PAPER 

T.ArE PUNCHI 

Fig. 13. System for acoustic noise evaluation of fishing gear. 

December 1971 535 



X REGISTER 

H. WS BY 

Y REGISTER 
_ITWO-CHANNEL D. A.0  

BINARY TO ELCD. CONVERTER 

D - MAC COMBINATION DIGITIZER AND PLOTTER TABLE 

DISPLAY DRIVER 

X AND Y DIGIT DISPLAY 

DATAWAY CONTROLLER POPES  
CA MAC 

CRT DISPLAY 

L_______J 

COMPUTER ITFLETypE_ PDP 9  1-WRI'ï ER  
I,eIAG TA 1-7E1. 

Fig. 14. Computer-aided design system. 

via a controller designed and constructed by the Marine 
Laboratory. The computer program then carries out the 
analysis and necessary housekeeping on the data to 
produce power spectra, auto-or cross-correlation func-
tions as required. The CAMAC system is again used for the 
display of these results. A real-time display is provided 
on an oscilloscope driven by a d.a.c. For permanent 
records, however, precise numerical results are output on 
a fast paper-tape punch. 

For this application, it has been necessary to design an 
instrumentation system incorporating a considerable 
degree of flexibility to cater for a series of experiments 
with varying objectives, and consequently different 
requirements for data analysis and presentation. The 
use of a CAMAC compatible system has provided the 
necessary flexibility, while minimizing the engineering 
effort to implement hardware for specific experiments. 
The instrumentation system described here will be used 
for the analysis of data produced by the first of these 
experiments, which started in June 1971. 

8.2. Computer-Aided Design 

Within a wide variety of fields, such as architecture and 
building, civil engineering, pipe layout in industrial 
process plants, town planning and electronic circuit 
board design, there is a need for low cost automation 
design aids which combine immediate access to an up-to-
date visual display of either the current state of overall 
design or the effects of amendments to localized features. 
At the Imperial College of Science and Technology, 
CAMAC equipment is being used to interface multiple and 
fully interactive, digitizing/draughting tables to a 
PDP-8E computer configuration. The system is known 
by the name CADMAC and is marketed commercially. 16 
A schematic of the system is given in Fig. 14 and demon-
strates the CAMAC advantage of being able to expand a 
single table system to a multiple table capability, as 
demanded and at marginal additional cost. 

8.3. A Multi- Task System 
Techniques previously used to measure radioactive 

fall-out resulting from nuclear weapon testing are being 
extended to the measurement of non-radioactive con-
stituents of air, rain and dust samples collected during 
environmental studies." The routine analysis of y-ray 
spectra of thousands of such samples, after neutron-
activation, demands a high degree of automation. 
Normally the accumulation of a statistically valid 
spectrum on a sample may take a very long time because 
the y-ray intensity is very low. Several independent 
measurement systems, each with a wired-program multi-
channel analyser, could increase the throughput of 
samples. However, the same situation can be obtained 
using a small computer with the advantages of greater 
flexibility and a computational ability. A system con-
figuration (Fig. 15) used at Harwell provides up to eight 
channels of sample analysis, each with an appropriate 
a.d.c. and live-time controller. The a.d.c.s are interfaced 
to the CAMAC dataway by CAMAC-compatible modules 
(H.7000 Series) and multiplexed by a controller/interface 
into the DDP-516 computer. An X-Y plotter and a c.r.t. 
raster display are driven via the dataway, but other 
standard peripherals are directly interfaced to the 
computer although some of these could now be interfaced 
via CAMAC. The CAMAC controller allows programmed 
input/output transfers or block transfers via the direct 
memory access channel to the computer store. This 
latter facility allows the c.p.u. freedom to execute other 
programs during block transfers. 
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The supervisory program allows up to eight data-
partitions of variable size to be created and data can be 
accumulated, automatically controlled and transferred 
in all partitions simultaneously. The system therefore 
can be used for multiple, simultaneous tasks each in its 
own independent time-scale. Additionally, computa-
tional programs can be invoked by the supervisor 
program on request. 

9. Conclusions 

Many systems are implemented already with CAMAC-
compatible equipment throughout Europe and North 
America. They use markedly different transducers/ 
actuators and computers. The systems are front-ended 
with existing equipment, compatible with earlier modular 
unit schemes, and then interfaced for data processing 
purposes with CAMAC equipment. Within the foreseeable 
future, many of these 'front end' facilities will be found 
in CAMAC-compatible equipment, as medium-scale inte-
gration develops and as operational practices tend more 
and more towards computer control of system para-
meters and configuration. 

Currently, also, the programming benefits offered by 
CAMAC are not being realized, but this situation will show 
a marked change now that equipment facilities are 
available on a massive scale and the incentive for software 
rationalization becomes more urgent. 

If the full exploitation of the small digital computer is 
not to be impeded by effort and cash considerations, then 
a major rationalization of hardware and software is 
vital. CAMAC is already making its contribution to this 
rationalization process in nuclear laboratories, and 
elsewhere, by becoming a basic commodity in many 
diverse applications. Because it is non-proprietary, has 
international origins and is concerned primarily with the 
transfer of information, CAMAC may well provide the 
basis for an expanding rationalization process in a 
significant proportion of the applications of electronics 
to measurements and control. 
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A coherent sampling technique is described by which the v.s.w.r. of a pulse-biased 
semiconductor device mounted in a transmission line may be measured with a 
sensitivity comparable to that obtainable in c.w. measurements. 

1. Introduction 
The microwave properties of semiconductor devices 

are often determined by standard transmission line 
techniques involving a slotted line to monitor the standing 
wave ratio.1.2 If the device is operated continuously the 
r.f. supply is usually amplitude modulated at a low 
frequency (1 to 3 kHz) and the signal demodulated by the 
slotted line detector is amplified by a narrow band a.c. 
amplifier (approximately 1% bandwidth is usual). 
Typically, such a system has a noise limitation of 0.1 to 
1 µV referred to the input. 

Some devices (for example, Gunn diode oscillators) 
operate with a high thermal dissipation so that their 
temperature is appreciably above ambient and is also 
dependent on bias. This can be an undesirable effect for 
device characterization and can only be overcome by 
pulse biasing at low pulse repetition frequency and short 
pulse length. The technique to be described was designed 
to enable measurements to be made on a pulse-biased 
device with a sensitivity as good as that obtainable with 
c.w. operation. The equipment was more complicated 
and expensive than that used for c.w. measurements but 
the individual units will usually be found in a semi-
conductor microwave laboratory. 
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Fig. 1. The block diagram of the measuring equipment. 

2. Experimental Techniques 
A block diagram of the measuring equipment is shown 

in Fig. 1. The pulse generator provided the bias voltage 
for the device under investigation, modulated the micro-
wave power source and provided a trigger pulse for the 
sampling oscilloscope. The biasing and modulating out-
puts were synchronized to the trigger pulse but were 
independently variable in height, length and delay. The 
sequence of pulses incident on the devices is shown in 
Fig. 2 together with the output waveform from the stand-

t Department of Electronic and Electrical Engineering, The 
University of Sheffield, Mappin Street, Sheffield, Si 3JD. 

ing wave detector diode. The bias pulse width in our 
experiments was less than 1 µs and the duty cycle was 
less than 10%. The microwave power source had a rise-
time of greater than 1 us so it was switched on and 
allowed to achieve a steady output before the pulse bias 

(a) TRIGGER PULSE 

(b) BIAS PULSE 

(c) MICROWAVE POWER 

 rHi  
SAMFILING 
TIME 

(d) STANDING WAVE 
DETECTOR OUTPUT 

Fig. 2. The bias and microwave pulse synchronization and the 
output of the standing wave detector. 

was applied to the device. A coaxial tee-junction or 
directional coupler was used to combine the microwave 
power and pulse bias. Commercially-available bias tee-
junctions were not suitable because they degraded the 
bias pulse shape. The combined signals passed through 
an attenuator in order to match the input to the slotted 
line and were incident on the device mounted against a 
short circuit at the end of the coaxial line. Simple and 
obvious modifications would have to be made for 
measurements in a waveguide system. 
The pulse amplifier was a simple video amplifier with 

a gain of up to 1000 and a rise-time of 01 µs or better. 
It was a.c. coupled at its output so that no d.c. voltages 
were applied to the sampling oscilloscope (to avoid 
damage) and drift problems were avoided during 
measurement. Further comment on the low-frequency 
cut-off will be made later. The amplifier input impedance 
was 1 ka This was low enough to give a rise-time of 
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better than 0.1 µs when fed by a coaxial cable with a 
capacitance of several tens of picofarads (typical of a 
short coaxial cable). It was also approximately equal to 
the diode output impedance so that there was not a large 
voltage attenuation. The gain of 1000 was necessary to 
amplify the smallest input signals (less than 1 µV) to a 
level where drift problems within the sampling oscillo-
scope were not troublesome. 

The sampling oscilloscope was used on manual scan, 
set at a time such as that shown by the dashed line in 
Fig. 2(d), so that only the desired operating conditions 
of the device were monitored in the measurements. 
However, the noise voltage of the pulse amplifier was 
about 20 µV referred to its input so the desired sensitivity 
of less than 1 µV was not achieved. It was necessary 
to average many samples so that the ratio of coherent 
signal to noise was increased. This was done by feeding 
the vertical output of the sampling oscilloscope to a 
series RC integrator with a time-constant of 2 seconds. 
In our measurements it was possible to operate at the 
maximum sampling rate of the oscilloscope at about 
50 kHz. In this way approximately 105 samples were 
averaged and the desired signal was unchanged but the 
random noise level averaged over n samples was reduced 
by a factor of ..In (or approximately 300 in this case) in 
the usual way for random quantities'. The effective 
noise level referred to the pulse amplifier input was 
reduced from 20 µV to less than 0.1 µV as was confirmed 
experimentally. 

The output voltage of the integrator was measured 
with a digital voltmeter and standing wave measurements 
were taken in the usual way.' 2 The zero level was 
measured by switching the sampling time to the inter-
pulse period when no r.f. or diode bias was present. 

T3 --

Fig. 3. Distortion of the detected pulse shape by the low frequency 
response of the pulse amplifier. 

3. Accuracy 

An exaggerated illustration of the pulse waveform 
received by the sampling oscilloscope is shown in Fig. 3 
as the solid line and the dotted line is the ideal response. 
The desired voltage was measured at an unknown time 
between C and D and the zero level was measured some-
where between G and the next pulse. The difference of 
these voltages from the ideal due to the low-frequency 
cut-off of the pulse amplifier determine the maximum 
possible accuracy of the measuring system. This can be 
expressed as the maximum standing wave ratio that it is 
possible to measure reliably because in these conditions 
measurements are made when the voltage between C and 
D has its minimum value. A worst case estimate is now 
made of the error when the device conditions are such 

that the voltages in the times between A and B, and E 
and F have values corresponding to a maximum of the 
standing wave pattern so that the voltage OG has its 
maximum value. It is further assumed that the decay of 
all voltages is described by a simple exponential with a 
time-constant, T, corresponding to the lower cut-off 
frequency of the pulse amplifier and all other level 
changes occur instantaneously. While the last assump-
tion is open to question it allowed quantitative estimates 
to be made and these were checked experimentally. The 
apparent minimum voltage, Timin, measured during T2 
will lie between the voltage difference at times D and H 
and that at times C and G. 

i.e. Vo+ (VI T3 + Vo T2) (V1 + 110 T2)   > Vm > 110 

It has been assumed that T1, T2 7'3 4 T. 

If T1 = 7'3, as it usually did in these measurements, 
then 

V„,;„ = Vo + (ViTi+VoT2) Vo+V„ —T  (1) 

if T, T2 T3 and Vo < 

In the worst case which is under consideration VI is 
the voltage corresponding to a maximum of the standing 
wave pattern so that the measured standing wave ratio 
smeas, is given by 

1 = Vo+ D 
—2 S eas limax T 

for a square-law detector, 

1 1 T, 
i.e. 2 = — 

Smeas S — T 

where s is the correct standing wave ratio. 

A realistic specification allowed only a 10% possible 
error in smeas for a standing wave ratio of 50 so that 
Ti/T < 0.8 x 10 -4. 

In practice the time-constant T was set by the 50 S"/ 
input impedance of the sampling oscilloscope (for low 
amplifier output impedance) and the capacitor in the 
output of the pulse amplifier. With T1 = 10' s the 
output capacitor had to be greater than approximately 
200 µF. The maximum error in equation (2) was verified 
within a factor of 2 by connecting smaller capacitors in 
the pulse amplifier output and choosing the appropriate 
sampling times. This agreement was considered satis-
factory owing to the finite rise-time of the microwave 
pulse which was comparable to T1, T2 and T3. It is 
emphasized again that the error in equation (2) is the 
worst case and the accuracy will usually be better than 
this. Typical standing wave measurements taken with the 
present technique and with a conventional c.w. technique 
are compared in Table 1. 

Table 1. Standing wave ratio 

(2) 

Matched load Short circuit 
750 MHz I GHz 750 MHz 1 GHz 

Pulse Technique 1 -09 1 - 15 28-6 27-8 

C.W. Measurement 1.08 1 - 12 29-1 27-6 

December 1971 539 



B. MARTIN and G. S. HOBSON 

4. Conclusions 
A coherent sampling method of v.s.w.r. measurement 

for pulse-biased devices has been described. It has a 
sensitivity comparable to that of conventional c.w. 
systems and an accuracy of about 10% for a standing 
wave ratio of 50. This limit is also clos to that set by 
drift in the sampling oscilloscope when incident micro-
wave power levels between 100 1.1W and I mW were used. 
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STANDARD FREQUENCY TRANSMISSIONS-November 1971 
(Communication from the National Physical Laboratory) 

Nov Nov 
1971 1971 

Deviation from nominal frequency 
in parts in 10. 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

Deviation from nominal frequency 
in parts in 10. 

(24-hour mean centred on 0300 UT) 

GBR MSF Droitwich GBR MSF Droitwich 
16 kHz 60 kHz 200 kHz ' 16 kHz 60 kHz 200 kHz 

.GBR tMSF 
16 kHz 60kHz 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

*GBR fMSF 
16 kHz ' 60 kHz 

I -300.2 -- 0. -0.1 530 563.4 16 -300.1 0 -0-2 543 580.7 
2 -300- l -0. - 0-2 531 567.5 17 -300-2 -0.1 -0.1 545 581.7 
3 -300.0 0 0-1 531 567.8 18 -300-0 0.1 -0-2 545 582.6 
4 -299-9 - 0. 0-2 530 572.1 19 -300-1 - 0- l -0.2 546 583.9 
5 -300.1 0 0.2 531 572-4 20 -300.2 -0.1 -0.1 547 584.9 
6 -300-2 -0- 0-2 533 573.3 21 -300-2 -0.2 -0.2 549 586.6 
7 -299.9 0 - 0-2 532 573.5 22 -300-0 0-2 -0.2 549 588-6 
8 -300.2 -0- - 0-2 , 534 572.4 23 - 300-2 -- 0- l -0.2 551 590.5 
9 -300-1 -0- - 0-2 535 574.5 24 -300-2 - 0.2 -0.2 553 5910 
10 - 300.2 0 -0.2 537 57443 25 -300- I -0-1 -0-1 554 593.1 
II - 300 -1 -0- - 0-2 538 576-8 26 - 300-0 -0.1 -0.2 554 594.2 
12 -299.9 -0- -0.2 537 577.8 27 - 300.1 -0.1 -0.2 555 595.4 
13 -300-2 -0. - 0.2 539 578.8 28 -300-1 -0-2 -0.2 556 596.9 
14 - 300.1 -0. -0.2 540 579.6 29 -300-2 -0-2 -0.2 558 598.5 
15 -300-2 -0. -0.1 542 580.5 30 -300.2 -0-2 -0.2 560 600.4 

• Relative to UTC Scale; (UTCNN. - Station) = 500 at 1500 UT 31 st December 1968. 

t Relative to AT Scale: (ATNpi. - Station) = 468-6 at 1500 UT 31 st December 1968. 
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The paper reviews the theory by which amplitude and phase modulated 
(a.m.ph.m.) pulse trains can be represented by complex number sequences and 
the means by which they can be generated and processed. The synthesis of pulse 
trains to have a desired autocorrelation function is described, some useful short 
Huffman sequences derived from Barker sequences are presented. Finally, the 
z-transform is applied to the study of combination codes formed by combining 
shorter sequences. 

1. Introduction 

Pulse compression is a well-known technique for in-
creasing the range of a radar for a given peak transmitted 
power without loss in range resolution. Because the range 
resolution of a radar depends on the bandwidth of the 
transmitted signal it is possible to obtain good range 
resolution even with signals of long duration. All that is 
necessary is that the transmitted signal should be 
modulated in amplitude, phase and/or frequency to give 
it appropriate spectral properties and that the received 
echoes should be 'compressed' by proper processing at 
the receiver. The latter is usually done by a matched 
filter—a filter whose impulse response is a time-reversed 
version of the transmitted signal. 

The most commonly used pulse compression signal is 
probably the 'linear f.m.' waveform,' where the trans-
mitted pulse remains constant in amplitude but the 
instantaneous frequency increases or decreases linearly 
with time for the duration of the pulse. One reason for 
the ubiquity of the linear f.m. signal is the simplicity 
with which it can be generated and the ease with which 
matched filters can be constructed using dispersive delay 
devices. 

The use of digital microcircuits continues to be more 
attractive in signal processing applications as their com-
pactness and cheapness increase. An attraction of digital 
signal processing methods is their flexibility; the radar 
system designer is no longer restricted to the use of a few 
signals which can conveniently be generated. 

One class of signals which is particularly suited to 
digital implementation is the class of amplitude and phase 
modulated (a.m.ph.m.) pulse trains. This paper outlines 
some methods by which systems using these signals can 
be implemented, with emphasis being placed on schemes 
using digital circuit devices. The problems of designing 
a.m.ph.m. pulse trains to have specified properties are 
approached. In particular, attention is paid to the prob-
lem of designing a pulse train to have a specified auto-
correlation function. 

The z-transform, familiar in the theory of sampled-
data control systems, proves to play an important part in 
the study of a.m.ph.m. pulse trains. The later sections of 
the paper, devoted to problems of the design of a.m.ph.m. 
pulse trains, rely heavily on the use of the z-transform. 

t Department of Electronic and Electrical Engineering, 
University of Technology, Loughborough, Leicestershire LE11 3TU. 

2. Representation of A.M.Ph.M. Pulse Trains 

A typical pulse train of the type considered in this 
paper is represented in Fig. 1. Such a signal consists of a 
finite number of contiguous pulses, each of which is a 
section of a sinusoid whose frequency, fc, is fixed but 
whose amplitude and phase may be chosen arbitrarily. 
In the type of pulse train considered here, all the pulses 
are of equal duration, T. 

T 

Fig. 1. A.m.ph.m. pulse train. 

The pulse train can be represented as an amplitude and 
phase modulated waveform which can be expressed in the 
form 

s(t) = e(t) cos [2rtf.  (1) 

The amplitude or envelope modulation function, e(t), and 
the phase modulation function, 0(t), may only change in 
jumps at the start and end of each individual pulse. For 
the duration of each pulse the envelope and phase modu-
lating functions remain constant. 

The theory of a.m.ph.m. pulse trains is simplified by 
the use of the complex envelope representation of band-
pass signals." 2 Equation (1) which represents the wave-
form of the a.m.ph.m. pulse train can be rewritten 

s(t) = Re [40 exp j271fc t]  (2) 

where i(t) is the complex envelope of s(t) and is given by 

o(t) = e(t) exp jg5(t).  (3) 

Instead of performing operations such as convolution 
(linear filtering) on the bandpass waveform itself, the 
equivalent operation can be performed on the complex 
envelope. Simplification results because the carrier term 
exp j2/rfc t no longer need be included at each stage. 
At the end of the calculations if it is required to have an 
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expression for the bandpass waveform it is merely neces-
sary to multiply the complex envelope that is obtained by 
exp j2nfç t and then to take the real part of the result. 

The complex envelope of an a.m.ph.m. pulse train 
which contains M+ 1 pulses can be compactly expressed 
as the sum of M + 1 rectangular functions each of which 
is of width T: 

a(t) = ao rect (tIT)+ 

+al rect (tIT — 1)+ +am rect (t/T—M). 

 (4) 

Woodward's rect function is defined as shown in Fig 2. 
The coefficient ; which multiplies the rectangular 
function centred at time nT gives the value of the complex 
envelope over the range of time between (n — I-)T and 
(n + 1)T. The magnitude of the complex number an thus 
specifies the amplitude of the corresponding pulse while 
the angle of a„ specifies its phase. 

The Fourier transform of equation (4) can be found by 
using the following standard rules of transform theory: 

x(t— T)<-, exp ( —j2nfT)X(f) 

rect (11T) 4-4 T sinc e. 

The result is 

.Y(f) = [a o + a exp (— j2nfT) + + 

+am exp (—j2nMfT)] T sinc fT. 

 (5) 

An important operation to which a.m.ph.m. pulse 
trains are subjected is linear filtering. In particular, it 
is important to study the result of applying an a.m.ph.m. 
pulse train to a filter whose impulse response is itself an 
a.m.ph.m. pulse train with the same carrier frequency 
and the same individual pulse duration. If the ampli-
tudes and phases of the N+ 1 pulses which constitute the 
impulse response are represented in order by the mag-
nitudes and angles of a sequence of complex numbers 
(bo, b1, bN) then the Fourier transform of the 
complex envelope of the impulse response is 

ye(f)=[bo+b, exp(—j2itfr+ + 

+ bN exp (—j2nfT)]T sine f7'. 

 (6) 

It is known that bandpass operations can be 
represented by corresponding operations performed on 
complex envelopes. In the case of linear filtering, a band-
pass waveform s(t) may be applied to a bandpass filter 
with impulse response h(t) to produce an output wave-
form y(t). Then i(t), the complex envelope of the filter 
output has a Fourier transform which is the product of 
the Fourier transforms of the complex envelopes of the 
input waveform and the impulse response scaled by a 
factor of one half. In the present case, 

(YU) = +[ao+ + a,v exp (—j2reMfT)] x 

+ bN exp ( —j2nNfT)] x 

x T2(sincfT)2 

= 4-[c0+ + Cm+ N exp (—j2n(M +N)fT)] x 

x T2(sinc fT)2. 

 (7) 

The inverse Fourier transform of equation (7) is 

y(t) = [co tri (tIT)+cl tri (tIT — 1)+ + 

-1-Cm+N tri (tIT —(M + N))]. 

 (8) 
The function tri (tIT) is defined in Fig. 2 and has the 
Fourier transform Tsinc2fT. At instants of time 
0, T, (M+N)T the complex envelope of the 
filter output has values proportional to the correspond-
ing coefficient in equation (8). At other times which lie 
between these instants the complex envelope of the filter 
output is given by linear interpolation between the values 
at adjacent integer multiples of T. The foregoing shows 
that the problem of evaluating the output waveform from 
a filter whose impulse response is an a.m.ph.m. pulse 
train when its input is another such pulse train reduces 
to a problem in polynomial multiplication. 

rect tir 

1./2 

tri tir 

1 

-r 

Fig. 2. rect and tri functions. 

The sequence of numbers (co, ..., ,N) which form 
the coefficients of the product polynomial in 
exp (—j2ne) (equation (7)) specifies directly the values 
of the complex envelope of the output waveform at times 
which are integer multiples of T. The complex envelope 
at other times is given by linear interpolation between 
these values. The complex envelope in its turn specifies 
by its modulus and angle the envelope and phase modula-
tion of the output signal from the filter. 

A compact and convenient way of representing number 
sequences is by the use of the z-transform. The z-
transform of a sequence (ao, ..., am) is a polynomial 
in powers of 1/z which is given by 

A(z) ao+ ai z-1+ +amz-m.  (9) 

To invert such a z-transform and recover the number 
sequence is simple; the number having index n is simply 
the coefficient of z-1 in the z-transform. For im-
mediate purposes the use of the z-transform can be re-
garded as a notational convenience in which the symbol 
z is substituted for exp (j2nfT) in expressions such 
as those occurring in equations (6) and (7). 

In summary, the problem of calculating the output 
waveform from a filter whose impulse response is an 
a.m.ph.m. pulse train when its input is also an 
a.m.ph.m. pulse train with the same carrier frequency 
and pulse duration can be solved by the multiplication 
of two z-transforms. Two stages of abstraction are in-
volved in representing an a.m.ph.m. pulse train by a z-
transform or by a sequence of complex numbers. In the 
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first stage of abstraction the real bandpass signal wave-
form is represented by a low-pass complex signal—its 
complex envelope. The second stage of abstraction is the 
representation of the complex envelope by a sequence 
of numbers representing its values at instants 
0, T, ..., etc. or equivalently by the z-transform of 
the number sequence. 

3. Generation of A.M.Ph.M. Pulse Trains 

A potential attraction of a.m.ph.m. pulse trains is 
their suitability for generation and processing by digital 
means. This section and the following one illustrate 
how a.m.ph.m. pulse trains can be implemented. Digital 
means of implementation are emphasized here because 
with the development of large-scale integration tech-
niques they can provide physically compact and relatively 
cheap systems. However it should not be forgotten that 
other means of implementation may be available and 
preferable in some circumstances. Surface-wave ultra-
sonic devices in particular may prove a good alternative 
to digital schemes. The arrangements presented here have 
been chosen primarily for illustration and so do not 
necessarily provide optimal engineering solutions. 

cos 217-ft 

0—... 
PHASE 

MODULATOR 
AMPLITUDE 
MODULATOR 

0 
et) 

e(t)cos[2irfct+ 0 ( t)) 
—1.--0 

Fig. 3. Generation of pulse train by direct phase and amplitude 
modulation of carrier. 

A.m.ph.m. pulse trains can be generated by direct 
amplitude and phase modulation of a carrier by the 
appropriate envelope and phase functions as evinced by 
equation ( 1) (Fig. 3). The envelope and phase functions, 
which remain constant for the duration of each pulse 
and change only in jumps, can be generated by the use of 
binary transversal filters as shown in Fig. 4(a). A 
binary transversal filter is a device which use a clocked 
shift register in place of the transversal filter delay line. 
A single binary 1 applied to the input of a binary trans-
versal filter is clocked along the shift register and appears 
at each tap output in succession. The tappings are con-
nected via weighting resistors to the inverting or the non-
inverting inputs of a summing amplifier to produce a 
stepped waveform of the appropriate shape. The 
binary transversal filters which generate the envelope and 
phase functions can make use of a common shift register 
as shown in Fig. 4(b). Because the envelope is a non-
negative function the inverting input to one summing 
amplifier is not needed. 

A.m.ph.m. pulse trains can also be produced by direct 
generation of the in-phase and quadrature components of 
the required waveform. The right-hand side of equation 
(1) can be expanded to give 

s(t) = e(t) cos 1)(t) cos 27rfct — e(t) sin 0(t) sin 27rfc t. 

-.0--- i •  
y 

0—.». FLIP-FLOP —. FLIP-FLOP 

(a) 

cLOCK, PERIOD r 

lFLIP-FLOPE 

( a ) 

Fig. 4. Binary transversal filters. 

 o 

SUMMING 
AMPLIFIER 

e(t) 

det) 

The functions e(t) cos 4)(t) and e(t) sin 0(t) can be 
recognized as the real and imaginary parts of the complex 
envelope. Each of these two functions consists of a sum 
of contiguous rectangular functions whose heights, in 
order, are given by the elements of the sequences 
(Re '20, ..., Re am) and (1m ao, ..., Im am) respectively. 
The waveforms e(t) cos rk(t) and e(t) sin rk(t) can thus 
be generated by a pair of binary transversal filters using 
a common shift register. Applied to sine-fed and cosine-
fed balanced modulators these wave-forms produce the 
required pulse train (Fig. 5). 

Both of the foregoing schemes of generation require 
a shift register of M+ 1 stages and, in general, 2(M+ 1) 
weighting resistors in addition to two modulators. 
Certain special classes of a.m.ph.m. pulse train are used 
which are somewhat simpler to implement than the most 
general a.m.ph.m. pulse train. These special classes and 
the simplifications made possible by their use are listed 
below. 

et) cos 0 (t) 

eft) sin 4,(t) 

Fig. 5. Generation of pulse train by production of in-phase and 
quadrature components. 
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Real Codes. When the numbers (ao, ..., am) are all 
real but are otherwise arbitrary then the phase of each 
pulse is either 0 or ir. In this case the sine-fed modulator 
of Fig. 5 is not needed. In the scheme of Fig. 3, the phase 
modulator need be simply a switching phase inverter. 

On/Off Codes. The simplest a.m.ph.m. pulse trains to 
generate are the on/off codes. The numbers (ao, a„,i) 
have either some fixed positive value or else are zero. 
Thus all the non-zero pulses in the train are of equal 
amplitude and phase. 

Pure Ph.M. Codes. With purely phase modulated 
pulse trains the amplitudes of all the pulses in a train are 
equal; the pulses differ only in phase. The complex 
numbers (ao, ..., am) are all of equal magnitude. The 
amplitude modulator in the scheme of Fig. 3 is not needed 
except that some device is needed to suppress the carrier 
before the start and after the end of the pulse train. 
Frank codes' and generalized Barker codes' are examples 
of pure ph.m. codes. 

Binary Codes. Binary codes are the most widely used 
class of a.m.ph.m. pulse train. They present a special 
case of both pure ph.m. and real codes. The numbers 
(ao, ..., am) are all real and of equal magnitude; they 
differ only in sign. The phase modulation, being only by 
0 or 7t, can be applied by a phase reversing switch. 

On/off, pure ph.m. and binary codes have the practical 
advantage that the output device in the transmitter can 
operate under saturation conditions with consequent high 
efficiency. 

4. Matched Filtering of A.M.Ph.M. Pulse Trains 

Matched filter processing is very commonly used with 
radar signals. It provides the optimal form of processing 
with respect to a variety of criteria when Gaussian white 
noise from the receiver circuits is the dominant source of 
interference. Even in situations where matched filter 
processing is not optimal, for example when interference 
from clutter is significant, matched filter processing may 
provide a reasonable compromise between system 
performance and complexity. Again, matched filter 
processing may be used simply because information 
needed to design more nearly optimal schemes is un-
available. 

A filter which is matched to a signal is one whose 
impulse response is a time reversed version of the signal, 
except that the amplitude scale may be different and an 
arbitrary shift along the time axis can be made. Thus a 
matched filter for a signal waveform x(t) has an impulse 
response h(t) which is given by 

h(t) = kx(T.— t) 

where k and n are arbitrary. 
A matched filter for an a.m.ph.m. pulse train has an 

impulse response which is itself an a.m.ph.m. pulse train. 
If the coefficient k in equation (10) has the value unity, 
then the first pulse in the impulse response train will have 
the same amplitude as the last pulse in the signal pulse 
train. The second pulse in the impulse response train will 
have the same amplitude as the penultimate pulse in the 
signal train, and so on. The phase of the first pulse is the 
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(10) 

impulse response train will be equal in magnitude but, as 
a result of the time reversal, will be opposite in sign to the 
phase of the last pulse in the signal train and so on. 

A matched filter for an a.m.ph.m. pulse train can be 
implemented by the use of a tapped delay line as shown in 
Fig. 6. A filter which matches a single pulse of unit 
amplitude and of zero phase is followed by a tapped delay 
line. The taps of the delay line are connected to a sum-
ming network via phase shifters and attenuators. This 
system filters the pulse train directly as a bandpass signal. 
However it is often preferable to process signal at base-
band particularly when digital realization is required. 

0_,..IMATCHED TO 
SINGLE PULSE 

ATTENUATORS 

PHASE 
SHIFTERS 

DELAY LINE 

Fig. 6. Tapped delay line matched filter. 

Bandpass filtering operations can be performed by first 
translating the signal to baseband frequencies, filtering its 
in-phase and quadrature components appropriately and 
finally translating back to carrier frequency. This process 
amounts to filtering the complex envelope of the signal. 
The physical realization of this operation is shown in 
Fig. 7. So far as input—output characteristics are con-
cerned, this system is completely equivalent to the 
scheme shown in Fig. 6. (See, for example, reference 2.) 
The latter scheme uses four baseband filters. Two of 
these filters have impulses responses which are the real 
part of i(t), the complex envelope of the impulse response 
of the prototype bandpass filter. The other two baseband 
filters have impulse responses which are the imaginary 
parts of the complex envelope. For an a.m.ph.m. pulse-
train matched filter this scheme can be implemented as 
shown in Fig. 8. Although four baseband filters are 
required, each pair has a common input and so only two 
delay lines are needed for realization in transversal filter 
form. The addition and subtraction of the outputs of 
the individual baseband filters would in practice be done 

sin 2 efc t sin 2 nfct 

cos 2 nfc t cos 2efc t 

Fig. 7. Baseband matched filter. 
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sin 2/7f, t 

Fig. 8. Realization of 

baseband matched filter. 

by the summing amplifiers which are needed in any case 
by the transversal filters. 

The output of a matched filter is normally applied to an 
envelope detector which may be either 'linear' or square 
law. If envelope detection is required there is no need for 
the pair of modulators at the right of Fig. 8; square-law 
envelope detection can be accomplished by discarding the 
modulators and connecting the circuit of Fig. 9 to the 
points marked x 1 and x2 in Fig. 8. 

The analogue delay lines required for the scheme of 
Fig. 8 are cumbersome and expensive, particularly when 
large delay—bandwidth products are required. The delay— 
bandwidth product needed is approximately equal to the 
number of pulses in the train and for a train of more than 
about forty pulses conventional artificial delay lines 
become impractical. The analogue delay lines can how-
ever be replaced by shift registers with consequent 
reduction in physical size and without limit to the total 
delay obtainable. To accomplish this, analogue-to-digital 
converters would be inserted at points y, and y2 in Fig. 8 
with their outputs feeding a number of binary transversal 
filters, one for each digit of the parallel-binary output of 
each converter. The binary transversal filter outputs 
would be added together with appropriate weighting as 
outlined by Voelcker.3 The sampling period for the 
analogue-to-digital converters and the shift registers will 
depend upon the relative importance assigned to loss in 
resolution which occurs at low sampling rates and the 
cost of extra shift register stages which are needed to 
obtain a given delay at high sampling rates. In any case, 
the sampling period would not be less than the duration 
of the individual transmitted pulses. The number of 
binary digits required in the analogue-to-digital conver-

Fig. 9. Baseband square-law envelope detector. 

sin 2Trfet 

sion would depend greatly on individual circumstances 
such as the dynamic range required in resolving closely 
spaced targets. In some circumstances quantization to 
two levels only would be sufficient in which case the 
analogue-to-digital converter would take the form of a 
simple infinite clipper. 

Some slight simplification is possible with some of the 
special classes of pulse train described in the previous 
section. With real codes the cross linking filters in Fig. 7 
are not needed, which leads to a halving in the number of 
weighting resistors required in the scheme illustrated in 
Fig. 8. With binary codes all the weighting resistors are of 
equal value which may lead to economy in manufacture. 
The complexity of the matched filter system of Fig. 8 is 
not very significantly affected by the particular class of 
a.m.ph.m. pulse train used. At most the difference is in 
the number of resistors used and the number of resistor 
values required. This contrasts with the expense of pro-
viding for amplitude modulation n the generation of 
non-purely ph.m. pulse trains. 

5. Desirable Properties of A.M.Ph.M. Pulse 
Trains 

A property which is usually of prime importance in a 
radar signal is its ability to provide resolution between 
stationary targets of differing range and echoing strength. 
The autocorrelation function provides a measure of the 
ability of the signal to provide resolution between targets 
differing in range and strength. Loosely, when the mag-
nitude of the autocorrelation function at a given time shift 
is low, good resolution is obtained between targets 
differing in range by a distance corresponding to that time 
delay. By suitable choice of amplitude and phase modu-
lation an a.m.ph.m. pulse train can be made to have an 
autocorrelation function which consists of a central lobe 
resembling the autocorrelation function of a single strong 
pulse together with sidelobes of low amplitude. The level 
of the sidelobes sets a limit to the minimum echoing 
strength at which a target can be resolved when it is in the 
vicinity of a strong target of given strength. 

A property which is desired of a radar signal is that 
for a given duration and peak amplitude it should carry 
as much energy as possible. For a given peak amplitude 
it is evident that the energy in a pulse train will be a 
maximum if all of the pulses have an amplitude which is 
equal to the peak. A measure of the effective energy of a 
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pulse train is provided by the energy efficiency, n, which 
is defined as the ratio of the total energy of the pulse 
train to the energy that it would have if the amplitude of 
each pulse were made equal to the peak. The energy 
efficiency can be written in terms of the coefficients which 
define the complex envelope: 

1 
= -1Y,„ KE0 laN12/(max 1%12) .  

It is evident that constant amplitude pulse trains such as 
binary and purely ph.m. pulse trains have an energy 
efficiency of unity. • 

As mentioned in Section 3, binary codes, purely 
ph.m. codes and on/off codes have the advantage that, 
apart from some kind of on/off device, no amplitude 
modulator is required at the transmitter. Purely real 
codes, too, have an advantage in having phase modula-
tion which takes only two values. These properties of 
a.m.ph.m. pulse trains namely of being either binary, 
purely ph.m., phase modulated by 0 and ir only or being 
on/off lead to simplification in implementation and can 
be counted as being desirable. 

(11) 

6. Synthesis for Specified Autocorrelation 
Function 

This Section presents a procedure by which a.m.ph.m. 
pulse trains can be designed so as to have a specified 
autocorrelation function. The autocorrelation function 
must of course be of a sort which can be realized by 
a.m.ph.m. pulse trains. The procedure was proposed by 
Huffman4 in connexion with pulse trains and also, in 
different contexts, by Fejers and by Wold.6 

The output waveform from a matched filter in response 
to the signal that it matches has the same form as the 
autocorrelation function of the signal except that it may 
differ in scale and, with a physical filter, will be shifted 
along the time axis to the right by at least the duration 
of the signal. In Section 2 it was shown that the complex 
envelope of the output waveform from a filter whose 
impulse response is an a.m.ph.m. pulse train with an in-
put which is another a.m.ph.m. pulse train could be 
calculated by the multiplication of z-transforms. It can 
be shown that the sequence which defines the complex 
envelope of the matched filter impulse response is 
(at, ..., a01̀) when the sequence which specifies the signal 
is (ao, aN). From this, the complex envelope of the 
matched filter response is specified by the sequence 
(r_N, ro, rN) whose z-transform is given by 

R(z)= r_N+ +roz-N+ +rNz-2N 

= (ail; + + z-N)(a0+ +aNz-N) 

= z-N(4+ +crezN)(a0+ +aNz-N) 

= z- NA*(11z*)A(z).  (12) 

The coefficients of R(z) are labelled with index values 
running from —N to N because, except for the inclusion 
of a factor z- N, R(z) is the z-transform of the number 
sequence which specifies the complex envelope of the 
autocorrelation function of the pulse train. The nth 
coefficient, r„, gives the value of the complex envelope 
of the autocorrelation function at time shift nT. 

The properties of R(z) are revealed by a study of its 
zeros in the complex z-plane. This study starts by con-
sidering the zeros of A(z). A(z) is a polynomial of Nth 
order in powers of z-1 and can be written in factored 
form as 

A(z) = a0(1 — z /z)(1 — z2/z) . . . ( 1 — zN/z)  (13) 

where z1, zN are the zeros of A(z), i.e. the values of 
z for which A(z) is zero. A*(1Iz*), which appears in 
equation ( 11), can be written in factored form, too: 

A*(1Iz*) = a(1— zlzt)(1—zlzf).. .(1-44).  (13) 

An important conclusion is that if some complex num-
ber zi is a zero of A(z) then the reciprocal of its conjugate, 
1/z', is a zero of A*(1Iz*). zi and 1/z have the same 
angle in the z-plane but their magnitudes are reciprocal 
quantities (Fig. 10). The z-transform R(z) has A(z) and 
A*(1Iz*) as its factors and so has for its zeros both the 
zeros of A(z) and those of A*(1Iz*). The conclusion to 
be drawn is that the zeros of R(z) must all occur in 
reciprocal-conjugate pairs. 

Fig. 10. Reciprocal-conjugate zeros. 

From the foregoing it is inferred that a given bandpass 
waveform will be the autocorrelation function of an 
a.m.ph.m. pulse train of finite length provided that the 
following conditions are satisfied • 

(1) The values of the complex envelope of the tentative 
autocorrelation function measured at time shifts nT, 
where n = 0, ± 1, ..., should be zero for I nj greater 
than some value N. 

(2) The polynomial in powers of z-1, r_ N+ ...+ 
roz-N + . . . +rN z- N, should have zeros which occur 
only in reciprocal conjugate pairs. The coefficients 
of this polynomial are the sample values of the com-
plex envelope of the autocorrelation function at 
times which are integer multiples of T. 

The values of the autocorrelation function complex 
envelope for time shifts other than integer multiples 
of T should be given by straight line interpolation 
between the values at such instants. 

If the tentative autocorrelation function satisfies these 
conditions, then at least one, and usually a whole family, 
of a.m.ph.m. pulse trains can be found which possess the 
specified autocorrelation function. The following para-
graphs present a procedure for the synthesis of 

(3) 
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Fig. 11. Complex envelope of 7-element Barker sequence 
autocorrelation. 

a.m.ph.m. pulse trains to have a specified autocorrelation 
function. The procedure is illustrated by taking as an 
example the autocorrelation function of a 7-element 
Barker sequence. Figure 11 illustrates the complex 
envelope of the autocorrelation function which in this 
case is purely real. 

The first stage in the procedure is to take the values of 
the complex envelope of the autocorrelation function at 
integer multiples of T to obtain the coefficients of R(z) 
and then to factorize this polynomial to obtain its zeros. 
For the case of the autocorrelation of a 7-element Barker 
code R(z) is given by 

R(z) = — z — 2 z — 4 + 7z -6 z — 8 z -10 _ z -12. 

In general a digital computer and a polynomial factoring 
program are necessary to effect the factorization although 
there is an important exception which is dealt with in the 
next section. Figure 12 shows the locations of the zeros 
of R(z) for the example. In this case, as a consequence of 
all the coefficients of R(z) being real numbers, the zeros 
which are complex occur in conjugate pairs. All the zeros 
occur in reciprocal conjugate pairs as they must since the 
autocorrelation function is indeed realizable by at least 
one a.m.ph.m. pulse train, namely a Barker sequence. 

Fig. 12. Zeros of R(z) for 7-element Barker sequence. 

The second stage of the synthesis procedure involves 
the selection of one zero from each of the reciprocal 
conjugate pairs. The chosen set of zeros provides a zero 
pattern which is assigned to A(z); those that are not 
chosen are automatically the zeros of A*(1Iz*). If all the 
zeros of R(z) are distinct then, as there are N reciprocal 
conjugate pairs there will be 2N different ways in which 
the zero pattern for A(z) could be chosen. 

The final stage of the synthesis is to multiply out the 
right-hand side of equation (13) with the chosen zeros to 
obtain the coefficients of A(z). This is a task which is best 
performed by a digital computer. Reference 8 presents a 
computational procedure which gives accurate results 
even when the order of A(z) is high. Figure 13 shows the 
complex envelopes of the pulse trains which result from 
four of the sixty-four possible zero patterns which could 
have been chosen. 

mm 

Fig. 13. Complex envelopes and zero patterns of some pulse trains 
with the same autocorrelation as 7-element Barker sequence. 

The example illustrates several points of interest. 

(i) The complex envelopes of the synthesized pulse 
trains are purely real. This is a result of the complex 
zeros in each pattern having been selected to occur 
in complex conjugate pairs. Only when all the com-
plex zeros of A(z) occur in conjugate pairs are its 
coefficients all real. 

(ii) When all the zeros of A(z) lie within the unit circle 
in the z-plane the amplitudes of the first few pulses 
in the train exceed those of the last few; the energy is 
concentrated at the front of the pulse train. Con-
versly, when all the zeros of A(z) lie outside the unit 
circle, the energy is concentrated to the rear. When 
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half of the zeros lie inside and half lie outside the unit 
circle, the energy is distributed equally between the 
front and rear halves of the train. This effect is dis-
cussed quantitatively in reference 9. 

(iii) In the bottom example the chosen zero pattern 
'repeats', i.e. in the sector of the z-plane lying between 
ir and 2ir radians the zero pattern is a repetition of 
the part of the zero pattern lying between angles of 
0 and ir radians. In these cases, every second co-
efficient of A(z) is zero. Such repetitive zero patterns 
occur in the design of 'combination sequences' 
discussed in Section 8. 

This synthesis procedure presents difficulties of a 
computational nature. One difficulty in the procedure is 
the task of factoring R(z) to obtain its zeros. The fac-
torization of high-order polynomials is a notoriously 
difficult computational operation. The author has found 
that the Fortran routine NEWRA,7 used on an ICL 1904A 
computer in double precision arithmetic, works reliably 
with orders of R(z) up to about 50. 

A second difficulty in the synthesis procedure is the 
choosing of a zero pattern. While any choice of zero 
pattern will yield a pulse train with the required auto-
correlation function, some choices will result in a pulse 
train with a much higher energy efficiency than will 
others. There is no known way, short of evaluating all 
possible zero patterns, to find the pulse train which has 
the maximum possible energy efficiency for a particular 
autocorrelation function. For pulse trains of even 
moderate length the total number of zero patterns which 
may be as large as 2N becomes too large to permit evalua-
tion of every possibility. It might well be assumed that 
pulse trains of high energy efficiency will have their energy 
distributed equally between their first and second halves. 
Even if the search for zero patterns giving high energy 
efficiency pulse trains is then confined to patterns in 
which half of the zeros lie within and half lie outside the 
unit circle there are still a great many possibilities. 

These difficulties are not insuperable. The factoriza-
tion problem is avoided in the case of Huffman codes, 
which are dealt with in the next Section. The problem 
of choosing a zero pattern may be sidestepped by simply 
selecting the best pulse train found from a few randomly 
chosen zero patterns instead of searching for the best 
possible. 

7. Huffman Codes 

D. A. Huffman suggested that the form of auto-
correlation function shown in Fig. 14 should be used 
because it is as nearly as is possible the ideal auto-
correlation function, namely, that of a single strong 
pulse. The autocorrelation function of an a.m.ph.m. 
pulse train of length (N+1)T is of necessity non-zero for 
shifts in the region of NT but otherwise this form of 
autocorrelation function is zero everywhere away from 
the central lobe. 

This choice of autocorrelation function has the 
additional advantage that there is no difficulty in factoring 
the autocorrelation z-transform which is a quadratic in 
the variable z-N: 

Fig. 14. Huffman sequence autocorrelation. 

R(z)= sz — 2N 

s(x—N z —NxxN z — PI) 

where X is given by 

XN = + ( 1 — — 1 
4s2 

(14) 

(15) 

The zeros of R(z) are thus given by the N roots of Xe 
and X -N. They lie in the z-plane at regular angular 
intervals of 2nIN radians and on two circles, one of 
radius X and the other of radius 1/X as shown in Fig. 15. 

The design of a Huffman code consists of the choice 
of three things. These are the code length, N+1; the 
circle diameter, X; and the zero pattern. Unfortunately 
there is no known way short of trial-and-error for making 
these choices so as to produce the Huffman sequence 
with the maximum energy efficiency for a given length.t 

The tolerable autocorrelation peak-to-sidelobe ratio, 
sets a limit to the minimum value of circle radius that 
can be used. From equation (15) the peak-to-sidelobe 
ratio is given by 

s = 

Fig. 15. Zeros of z-transform of typical 8-element Huffman 
sequence. 

t Note added in proof: Since this paper was written a partial 
solution to these problems has been found. 
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A general trial-and-error procedure for designing a 
Huffman code of a given length is to choose a zero 
pattern, perhaps by random selection, and then to com-
pute the sequences which result for a succession of values 
of X. If no value of X in the range set by the limit on 
permissible peak-to-sidelobe ratio yields an adequate 
energy efficiency, then a new zero pattern is chosen and 
the process is repeated. If a real code is required, the 

zero pattern must be chosen so that all complex zeros 
occur in conjugate pairs. Experience shows that this 
procedure suffers from the disadvantage that randomly 
chosen zero patterns seldom yield codes with good energy 
efficiency. 

One scheme for designing Huffman codes which has 
yielded some short codes with good energy efficiency is 
the use of a 'good' but non-Huffman code to suggest a 
zero pattern for the Huffman code. A 'good' code is 
simply one whose autocorrelation function consists of a 
large central spike and low sidelobes and which has a high 
energy efficiency. Such codes as the Barker codes are thus 
considered as being good codes. 

Fig. 16. Zero patterns 

of Barker codes. 

Figure 16 shows the zero patterns which result from 
factorization of the z-transforms associated with the 
known Barker codes. These zero patterns are similar to 
Huffman code zero patterns in that only small changes in 
the zero positions are required to transform them into 
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0-69 0-224 0-250 

— 

Fig. 17. Complex envelopes of Huffman sequences produced by 
modifying Barker sequences. 

true Huffman zero patterns. It might be hoped that 
modifying the zero pattern to a Huffman type pattern 
would cause little reduction in the energy efficiency of the 
resulting code but would eliminate the autocorrelation 
function sidelobes except for the inevitable pair of non-
zero sidelobes. 

The results of this scheme are displayed in Fig. 17 
which displays the complex envelopes of the codes (which 
are all real), the autocorrelation sidelobe levels and their 
energy efficiencies. For comparison the complex en-
velopes and sidelobe levels of the 'parent' Barker 
sequences are also shown. These examples show that, 
contrary to a common belief, it is perfectly possible for 
real Huffman codes to have high energy efficiencies. 

It has not yet proved possible to apply this procedure 
to larger codes. Figure 18 shows the zero pattern of a 
49-element Frank code. It is evidently not possible to 
modify this zero pattern into a Huffman-type zero 
pattern by making only small changes in zero locations. 
A small change is one which is small by comparison with 
the distances between adjacent zeros. 

Despite the difficulty of design, Huffman codes are a 
potentially useful class of a.m.ph.m. pulse trains, 
particularly for applications where very low auto-
correlation sidelobe levels are important. 

8. Combination Codes 

When very long a.m.ph.m. pulse trains are required, 
with hundreds or thousands of pulses, two difficulties 
arise. One is the difficulty of designing very long codes 
in the face of the computational difficulties mentioned 
earlier. The other is the expense and complexity of the 
equipment needed to generate and to process very long 
pulse trains. This section shows how both of these 
difficulties can be overcome to some extent by a process 
of combining two good short codes to produce a longer 
code. Long codes produced in this way are termed in this 
paper combination codes. 

The special case of binary codes produced from Barker 
sequences has been studied by Hollis») Compared with 
other methods (c.f. references 10 and 11) the z-transform 
approach leads in a very direct way to the autocorrela-
tion properties of general, not necessarily binary, com-
bination codes. 

A combination code is produced from two codes 
(ao, al, ..., am) the inner code, and (bo, 1)9, bN) 
the outer code by the following process. The outer code 
is first 'stretched' by a factor M to produce a new code 
(bo, 0, ..., 0, b1, 0, ..., bN) in which every Mth element 
is taken from the outer code and in which all other 
elements are zero. The stretched code is then convolved 
with the inner code to produce the combination code 
which is (aobo, aibo, • • •, ambo, aobi, aibi, • • •, aNb 1, • • • , 
aobm, aibm , . ambN). The combination code thus 
contains (M+ 1)(N+1) elements. 

A pulse train specified by a combination code can be 
visualized as being produced by taking the pulse train 
specified by the outer code and replacing each individual 
pulse by a complete a.m.ph.m. pulse train specified by the 
inner code. The result is a train of pulse trains. 

The z-transform of the combination code, C(z), is 
simply related to the z-transforms of the inner and the 
outer codes. The z-transform is given by 

C(z) = b 0 A(z)+ b mA(z)+ . . . 

= A(z)B(zm).  (16) 

B(zM ), which is nothing but B(z) with z replaced by z", 
is the z-transform of the stretched outer code. Equation 

o 

o 

Fig. 18. Zero pattern of 49-element Frank code. 
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(16) shows that the zero pattern of C(z) bears a simple 
relation to the zero patterns of A(z) and B(z). It is in 
fact the superposition of the zero patterns of A(z) and 
B(zm ). The zero pattern of B(zm) repeats every 2it M 
radians around the z-plane. 

The z-transform of the autocorrelation sequence of 
the combination code, Rc(z), is given by 

Rc(z) = C(z)C*(1/z*) 

= A(z)B(zel)A*(11 z*)B*(1 I z*m).  (17) 

The z-transforms of the autocorrelation sequences of the 
inner and outer codes, RA(z) and RB(z), are given by 

RA(z) = A(z)A*(1 jz*) 

RB(z) = B(z)B*(1 I z*). 

Substituting these expressions in equation (17) gives the 
z-transform of the autocorrelation of the combination 
code in terms of the z-transforms of the autocorrelation 
of the inner and outer codes; 

Rc(z) = RA(z)RB(zm).  (18) 

Equation (18) shows that the autocorrelation sequence 
of the combination code can be calculated by stretching 
the autocorrelation of the outer code by a factor of M 
and convolving with the autocorrelation of the inner 
sequence. If, for example, the outer code is a Huffman 
code of length four and the inner code is a Barker code 
of length five, the combination code will have an auto-
correlation sequence as is shown in Fig. 19. 

It can be seen from the above process of computing 
the autocorrelation that if the sidelobes at the inner codes 
autocorrelation are of the order of magnitude SA and 
the outer codes are of order of magnitude SB, then the 
orders of magnitude of the sidelobes of the combination 
sequence autocorrelation will be as is described by Fig. 
20. The central lobes are assumed to have unit magnitude 
here. 

Combination codes can be designed by taking any 
two codes of suitably low sidelobe level and of appro-
priate length and combining them in the way described. 
It is worth noting that a combination code produced 
from two binary codes will itself be a binary code. 
Again, combination codes produced from purely real 
or purely ph.m. codes will themselves be purely real or 
purely ph.m., as the case may be. 

1.0 

S SB S SB B I 
SA5B 

Fig. 20. Order of magnitudes of autocorrelation sidelobe levels of 
combination codes in trains of sidelobe levels of inner and outer 

codes. 

(a) 

MN\ N\M 
(c) 

(b) 

1.4  

Fig. 19. Autocorrelation of 

(a) 5-element Barker code, 

(b) 4-element Huffman code and 

(c) 20-element combination code formed from these shorter codes. 

A difficulty in implementing shift register type trans-
versal filters for very long pulse trains is that so many 
tappings are needed. There are great advantages, of 
course, in terms of physical compactness if access is only 
required to every Mth shift register stage when M is a large 
number. Figure 21 shows how the scheme of Fig. 6 can 
be modified for use with combination codes so as to 
effect economy in the number of tapping points. The 
transversal filter of Fig. 6 is replaced by two transversal 
filters, the first of which matches the stretched outer 
code and the second of which matches the inner code. 
A total of only M-FN-F2 tappings and coefficient weights 
are now required in place of the (M+1)(N+1) that 
would be needed for the single transversal filter. This 
idea can be adapted to the digital scheme of Fig. 8 to 
enable multi-stage microcircuit shift registers to be used. 

9. Conclusion 

A.m.ph.m. pulse trains form a class of signals which 
are particularly well suited to digital methods of genera-
tion and processing. Some schemes for their digital 
implementation have been reviewed in Sections 3 and 4 
of this paper. In some circumstances the use of pulse 
trains other than purely ph.m. may be precluded by the 
expense of providing amplitude modulation. However 
in other circumstances the use of a.m. may be no great 
disadvantage. The very low autocorrelation function 
sidelobe levels that can be attained with a.m.ph.m. pulse 
trains such as Huffman codes makes their use particularly 
attractive in systems requiring large dynamic range. 

The later sections of the paper deal with the design of 
a.m.ph.m. pulse trains to have desired properties. The 
z-transform proves to be a central tool in this problem. 
The synthesis of a.m.ph.m. pulse trains for specified 
autocorrelation is accomplished by factorization of the 
autocorrelation z-transform and selection of one zero out 
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MATCHED TO 
SINGLE PULSE 

DELAY LINE INTERTAP DELAY = MT 

IbNI 

-A)11 -2:Lt7 

DELAY LINE INTERTAP DELAY = T 

Poi 

of each reciprocal conjugate pair. One shortcoming of 
the procedure is that in practice one is usually not directly 
concerned to find a signal with a specified autocorrelation 
function. Instead one more often requires a signal whose 
autocorrelation function satisfies certain criteria such as 
having sidelobes below a specified level. Further 
research may show how to choose an autocorrelation 
function which will satisfy a specification and also yield 
a signal with, for example, high energy efficiency when the 
synthesis procedure is applied. 

The idea o'f combining good short codes to produce 
combination codes provides a way to sidestep some of the 
difficulties of designing long codes directly. Combina-
tion codes may also provide significant economies in 
implementation compared with other long a.m.ph.m. 
codes. 
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The Logarithmic Transformation of 
Random Processes 
By 

I. WHITE, M.Sc.t 

List of Symbols 

A 

C(T) 
10 

P(.) 

xi 

y 

r(*) 

e 

0[1:12] 

P(T) 

cr2 
a2 

efre) 
tp(1)0 

This paper considers the effect of full-wave logarithmic transformation of signals 
with known probability density functions (p.d.f.$). A general result for the output 
variance is derived and specific results given for the mean and variance values of 
several common p.d.f.s. The output autocorrelation function for the Gaussian 
case is also derived. 

amplitude of sinusoidal signal 
output autocorrelation function 
modified Bessel function of order zero 
= 1 _p2(z) 

probability density function (p.d.f.) 
sinusoid signal to Gaussian noise power ratio 
instantaneous input at time t 

instantaneous input at time t + 
Euler's constant (0.57721...) 
gamma function 
derivative of gamma function 
= ‘ft- exp (- y/2) 

= Ic-2; m = largest integer < n/2 
k=1 

normalized input autocorrelation function, de-
noted by p in text for brevity 
input variance 

output variance 
psi function 
derivative of the psi function 

instantaneous envelope of input signal 

1. Introduction 

The logarithmic amplifier finds wide application in 
communication and radar, usually for compressing 
dynamic range. The amplifier input, in many cases, can 
be specified by a known probability density function 
(p.d.f.). For example, in many communication systems 
the input p.d.f. is that of the envelope of sinusoid plus 

Gaussian noise, whilst in neutron detectors, Gaussian 
and Rayleigh input p.d.f.s are common. 

Although the techniques for analysing non-linear 
transformations of random processes are well known, the 
results for the logarithmic transformation involve some 
intricacy and do not appear to have been given previously 
in the literature. In this paper the constancy of the output 
variance is discussed and mean and variance values given 
for several well known p.d.f.s. The output autocorrela-
tion function for the Gaussian input case is also derived, 
this being of value when the output power spectral 
density must be studied. 

2. Constancy of the Variance 

The relationship between instantaneous input, x, and 
output y, for &practical' full-wave logarithmic amplifier is 

y = b log (1+ lx/x01)  (I) 

The term Ix/x0 I denotes the modulus of x/xo and 
represents the effect of full-wave rectification prior to 
logarithmic transformation (amplification). 

Although equation (1) is not readily amenable to 
analysis it can be shown' that the mean square error in 
using the 'ideal' full-wave logarithmic transform 

y = b log (1x/x01)  (2) 

is negligible if the mean square of the input x2 

In the following b, x0 are taken to be unity, without 
loss of generality. 

Since a scaling factor in a logarithmic transform is an 
additive constant in the output, all central moments of 
that output are independent of any scaling of the input. 

Table 1. Mean and variance values for logarithmic transforms of common p.d.f.s. 

p.d.f. p(x) range of x mean output 9 output variance ay2 

rectangular 

sinusoid 

Gaussian 

Rayleigh 

k-1 

1 
nAN/1 - x2/A2 

1 f- x2 
- xp (-x2 
.,12ircrx r 

x (-x2) 
-lexp 
crx 2crx 

0 Sx5k log (k)- 1 1 

712 
-A <x <+A log (A/2) —12 

-co < x < +co log (eux/2) 

O < x < + co log (sax) 

n2 

8 

n2 

24 

t The Plessey Company Ltd., Electronics Research Laboratories, Martin Road, West Leigh, Havant, Hampshire. 
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Thus the output variance, a is unaffected by any 
scaling of the input and hence is constant and inde-
pendent of the input variance, a feature which is demon-
strated by the values for several common p.d.f.s listed 
in Table 1. 

The variance result for the Rayleigh distribution quoted 
in Table 1 is derived in ref. 1 and separately by Deutsch 
in ref. 2 who additionally gives an expression for the 
output autocorrelation function when the input is the 
envelope of a Gaussian signal. 

3. Variance Result for the Rician Distribution 

In the following, the p.d.f. of the envelope of sinu-
soidal signal plus Gaussian noise will be termed Rician 
after S. O. Rice,' in accordance with current usage. By 
the envelope of a time series is meant the formalized 
definition of Dugundji,2 which in narrowband situations 
corresponds to the intuitive concept of envelope 

The mean value of the logarithmic transform of the 
Rician distribution is 

y. -2 x log ( P x) ex R1/ °LI -2.x)dx  (3) 
ex 0 

where oi here denotes the variance of the Gaussian signal. 

Making the substitution z = x2/2a2, and expanding the 
Bessel function 10 as a power series gives 

_ exp(-R) z"R" 
Y = 2 î , log (2cr,2,z) exp ( - z) E - . dz  (4) 

0 n!n! 

Applying the integral solution 

I-(i)(n) = J logi(z)z"' exp(- z).dz 

to (4) gives 

where 

(5) 

9= + log (20-) + exp ( - R) 11/(n + 1)R" 
2 L' n n!  (6) 

=0 

F(1)(n +1) 
111(n + 1) = 

F(n + 1) 

In a similar manner we obtain for the mean square value 

exp ( -R) F(2)(n + 1)R" 
372. = ¡log2(2c7)+ • E  + 

4 n.o n!n! 

exp  ( - R) log (201,) +1)R" 
 (7) 

2 n=0 n! 

Using the following relations,' 

ip(n+1) = -y+ 1± 
k=1 

n2 n 
tp(1)(n 1) = E k - 2 

6 k=1 

in (6) and (7) gives for the variance, 

cr2 = n2 + exp(—R) R" 2 n — 

Y 24 4 n1 1 -n-!{(k= k k1 2— -1) k = 

f exp (- R) R" n _ }2 

 (8) 
1 2 n.in • k= 1 

17 2/24 

04 
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02 
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00 
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Input signal/noise ratio R 

Fig. 1. Output variance for Rician distribution. 
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i 

) 
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With R = 0, (8) reduces to the Rayleigh distribution 
result of n2/24. In the Appendix equation (8) is simplified 
somewhat to 

7r2 ex p (- R) R" 
2 — E - O[n12]  (9) 
Y 24 2 n=2 n! 

It can be seen from (9) that the output variance is only a 
function of the signal/noise ratio and has therefore 
applications in signal/noise ratio measurement. A 
computer evaluation of equation (9) is shown in Fig. 1 
from which it can be seen that useful measurement could 
be made over the range 0-7 < R < 20. 

4. Autocorrelation Function for the 
Gaussian Case 

The autocorrelation function at the output of a full-
wave logarithmic device with zero-mean Gaussian input is 

-i-ca + no 1 
C(T) = 27Mlog (Pc, I) log (1x21) x 

2  

x exp{-2cî-)d + 2pxix2} dxi dx2 
2Max2 

where ( 10) is the solution according to the Van Vleck-
North method.3 The solution could also be obtained 
using the characteristic function method.2 

Making substitutions to normalize the Gaussian p.d.f. 
and applying Price's theorem5 gives 

a c(r) 1  -Er 
ap 21t.s/M 

x exp { 2M —xl—cd-1-2pxoc2} dxi dx2 

The validity of the limits in ( 11) can be demonstrated 
by considering the four quadrants of the integral 

separately. If the substitutions z1 = z1/,./2M and 

z2 = -x2/,./2M are made in ( 11) the integral is reduced 
to a form whose solution is given by Rice :3 

X 

(10) 
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C(t) —1  + 
— _ r ap 27r,/m 

—1 

27r.,51 

where 2Fi(a, b; c; p) denotes the Gaussian hyper-
geometric function. 

0C(r) 

") 1 
S — X 
ziz2 

x exp {—z21—z22-2pz1z2}dzi dz2 

[ 2r2(1)./iitp . 2Fi(1, 1 ; î; /12)] 

=P•2Fi(l, 1; î; P2) 
ap 

arcsin (p) 

N/1 —p2 

Integrating both sides of ( 12) gives, 

C(T) = arcsin2(p)+const. 

With or = oo, p(s) = 0, C(r) = 0 neglecting the d.c. 
term in the output, and therefore the constant of inte-
gration is zero. With .r = 0, p(T) = 1 and C(r) = ir2/8 
in agreement with Table 1. 

(12) 

5. Conclusions 

The logarithmic amplifier is used extensively in signal 
processing. Common applications include compressing 
dynamic range; obtaining the logarithm of the product or 
ratio of two signals (by adding or subtracting respectively 
the appropriate outputs of two similar logarithmic 
amplifiers); approximating functional relationships, etc. 

The variance results presented in this paper should be 
of particular value when estimating the signal/noise 
ratio at the output of a logarithmic amplifier. As is 
shown in Section 3, the variance result for the Rician 
p.d.f. can be used directly for signal/noise measurement. 
When the input p.d.f. is Rician, the power of the a.c. 
component of the output of a logarithmic amplifier has a 
precise monotonic relationship to input signal/noise 
ratio as shown in Fig. I. 

The output autocorrelation function derived for the 
Gaussian case is useful in studying the output power 
spectral density, since these two functions are a Fourier 
transform pair.' This particular case is encountered for 
example in neutron detector studies. 

Collectively the results should be of some value when-
ever an assessment of the effect of logarithmic trans-
formation is required. 
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8. Appendix: Variance Solution for the 
Rician Distribution 

In (8) there are two infinite series, the first of which is 

.MR) 41̀    (13) 

We hypothesize 

fi(R) = b1(R) exp (R) 

where b1(R) is some unknown function. The differential 
equation offi(R) is 

f )(R) = fi(R)+ bil)(R) exp (R) ...( 14) 

Differentiating (13) gives 

R" 
fi l)(R) = h(R)+ E   

n=0(n+1)! 

= fi(R)+ IF1(1; 2; R)  (15) 

where iFi(a; b; R) denotes the confluent hyper-
geometric function. Applying Kummer's first transform 
to this in ( 15) gives 

./1 1)(R) = .fi(R) + exP (R)IF1(1 ; 2 ; R) (16) 

From (14) and (16) we have 

bil) (R) = 1F1(1; 2; — R) 

Integrating, 

b1(R) = — (— R)"+ const.  (17) 
n 

When R = 0, ft(R) = an fl 

fl 

thne!refore the constant of 
integration is zero. 

A similar hypothesis can be made about the second 
infinite series in (8). 

R" 2 n 
12(R) = 

n=1 n! E_ 1=1 {()_ Ek-2). 
k=1 

The differential equation in this case is 

2 R" 
n i(R) = .1.2(R)+ t D- L IC 1 — —11 

nitk 

If we define 

(18) 

+c3 R" exp(2)— 1 
q(R) .d2 

n=i flfl! o2 

then from ( 14), ( 17) and (18) 

b1(R) = {q( — R)+ exp (— R). q(R)) 

Integrating and applying boundary conditions gives 

b2(R) = —2 So   

Applying these results to (8) for the output variance 
n2 2 

Y = —2-4 + i{b2(R)— bî(R)}  (19) 
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Convolving the series for b1(R) with itself gives 

(—R)"  1  
b(R) = 2 E 

n=2 n k = 1 k(n — k)!k! 

which can be identified as 

b(R) = 21   

Substituted into (20) this gives 

cr2 

2n+1 Rk 

1— exp (— R) E ji-
iv2 k=0  

(n+1)2 
n=0 

If this series is written out and summed in columns v,e 
finally obtain 

Substituting the expressions obtained for b2(R) and 
bî(R) into (19) gives integral solution 

2 7r 2 Rrexp(-2) where 
e7Y 24 , .(I) a {el) q( 2)} (11  (20) 

If (20) is integrated termwise the general term is 

= fexp ( — 2)2".(1) 

R R2 R 
= nil—exp(—R){1+ i-t+ii ... 

= 7C2 exp(—R) E cc> R'' 
Y 24 2 ..2 n!  (21) 

O[n12] = 

and m is the highest integer < n/2. 
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High-speed Measurement of Insulation Resistance 
of Capacitors and Capacitive Circuits 

By 

RALPH E. G. KEON, 
C.Eng., M.I.E.R.E.t 

A new method is described for high-speed measurement of insulation resistance 
of capacitive components compatible with present day requirements for 100% 
insulation test of capacitors. It is suggested that such an instrument opens the 
way to a new approach to insulation resistance measurement which may lead 
to a revision of long established test specifications. 

1. Introduction 

The present methods of measurement of high insulation 
resistance, based upon well-founded principles, no longer 
fulfil many of the present requirements of the electronic 
industry where high speed and thorough quality control 
are required, especially when automated testing is 
involved. This requirement, placed upon component 
manufacturers, has led to the need for increased speed 
of inspection to keep up with production but, so far, 
only high-speed impurity test (tan g5, dissipation factor, Q) 
has been added to the initial inspection for R, C and L 
values. 

High-speed measurement of insulation resistance has 
been neglected so far; this measurement is still usually 
left to the statistical uncertainty of 'batch sampling' 
specifications based upon sound but slow methods of 
measurement established long ago. These methods, 
ideal in the days of wax and shellac varnish insulations, 
are no longer compatible with the present technology 
based upon high-purity paper, plastics, oil and ceramic 
insulation materials, when the extremely high insulation 
resistances commonly achieved, would result in lengthy 
measurements. Electronic instruments employing solid 
state circuits often have to operate 'at once' and the 
insulation characteristics of a component after 60 seconds 
may be irrelevant since the 'switching-on' characteristic 
is the one that counts. 

Metallized-film capacitor production engineers were 
the first to call for high-speed 100 % insulation resistance 
tests to verify the effectiveness of the electrical flash-
breakdown healing treatment which is part of the manu-
facturing process. 

2. Present Methods 

The most common method of measurement called for 
in specifications covering the test for insulation resistance, 
of capacitors and capacitive circuit elements, is based 
upon the measurement of the current that flows through 
the element when a specified test voltage is maintained 
across it. This arrangement suffers from several disad-
vantages, the major one being the long time which must 
elapse before very small leakage currents can be measured 
against the initial charging current of the capacitor, which 
will be many times greater than the leakage current 4, 
(Fig. 1). Additional delay may be needed, in some cases, 
to allow for extraneous currents to subside, such as 
charge and discharge currents due to capacitance changes 

t Culton Control Systems Ltd., Dorking, Surrey. 

caused by electrical and mechanical stresses. Since it is 
difficult to establish accurately a suitable measuring time, 
this is usually chosen arbitrarily as 30 or 60 seconds, 
according to convenience. 

¡ A 

ICHARGE 
\ 
\ 

\• 
• 

MINIMUM TEST TIME 

Fig. I. Unavoidable delay with the usual methods of insulation 
resistance measurements. 

Another disadvantage is that the supply voltage to the 
capacitor being tested must be known exactly if the 
insulation resistance is to be measured with any accuracy, 
and it must also be very stable, so as to avoid large charge 
and discharge currents which would also conceal the 
leakage current. Therefore this method calls for highly 
sensitive, stable and accurate instruments to ensure an 
acceptable level of measurement accuracy. The test 
instruments offered so far are seldom sufficiently 
ruggedized and simple to operate for everyday use by 
unskilled, production-line operators. 

Another method, based upon the self-discharge of the 
capacitor being tested, fails to give valuable information 
on the behaviour of the capacitor at its peak voltage, 
since the steady-state electrical stresses are released as 
soon as the capacitor is switched off from its supply and 
most of the measurement is done at a much lower decay-
ing voltage than the initial operating test voltage called 
for (Fig. 2). 

As one might expect, the results obtained from these 
two totally different methods, i.e. based upon the charge 
or discharge of a capacitor, seldom agree since, on the 
one hand, the insulation is subjected to increasing 
stresses whilst, on the other hand, the measurement is 
performed with decaying electrical stresses. These 
methods would probably be consistent if the insulating 
materials followed Ohm's Law, which rarely is the case. 
A more recent method initiated by the French firm 
Lemouzy a few years ago enables the measurement to be 
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V 

TEST 
VOLTAGE 

Fig. 2. Variable test voltage resulting from the method of insulation 
resistance measurement by self-discharge. 

speeded up considerably by means of a special feedback 
circuit called Trip°le, 1 which assists the charge of the 
capacitor so that the steady state is achieved rapidly but, 
even so, the measurement still takes several seconds and 
calls for high stability and sensitive instruments which 
would be difficult to incorporate in an automated 
capacitor test system. 

Since these methods call for expensive and often fragile 
instruments and still remain slow and uncertain, they 
are often replaced by the very simple flash test method 
which may tell the eventual user that the component 
'had not failed yet' at a particular specified voltage, but 
it will not tell him anything about the behaviour of the 
component under other prevailing operating con-
ditions. He will only be able to guess it. 

3. High-speed Measurements 

With the recent advance in automatic classification of 
capacitors by value, soon followed by the classification 
by dissipation factor, at speeds in excess of 1800 and 
often 3600 components per hour, it was felt essential to 
design a system offering a 'valid' means of classification 
by insulation resistance, within predetermined selected 
limits, and at a speed compatible with present day 
sorting machines. 

A preliminary survey was made2 of the requirements 
necessary to meet the essential points of established test 
specifications while overcoming the disadvantages of the 
methods described so far. This led to the following 
basic requirements for the circuit to allow faster operating 
speeds whilst giving results compatible with established 
methods. 

(1) It must be virtually insensitive to the exact value of 
the applied voltage or of its fluctuations. 

(2) It must be virtually insensitive to the actual value 
of the capacitor or capacitance of the circuit being 
analysed, this for small values of C as indicated 
usually in test specifications. 

(3) The measurement must be performed, at d.c., at 
the peak of the applied voltage specified or as near 
as possible to the maximum stress point called for. 

(4) It must cover the range of insulation resistances, or 
equivalent time-constants, usually resulting from 
the present day insulating materials, or most of 
them in any case. 
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(‘J Cu 

(5) It must offer a suitable accuracy of 10% or better. 
(6) It must be simple to operate, safe and ruggedized, 

so that it may be used conveniently by unskilled 
as well as trained operators. 

(7) It must be fast and compatible with the normal 
speed of component classifiers. This means about 
1 to 2 seconds per test in 12-channel classifiers and 
faster in particular set of circumstances. 

(8) It must be easily adapted for the control of auto-
matic component sorting machines. 

(9) It must be reasonably priced. 

From this analysis, point ( 1) leads to the choice of a 
discharge method of measurement but point (3) dictates 
that it must be done at peak voltage, therefore the 
capacitor must not be allowed to discharge appreciably. 
Point (2) calls for a comparison method whilst points 
(4) and (5) state that the reference component must be 
of the highest quality of insulation and that means 
must be provided to neutralize extraneous leakage 
currents. Points (6), (7) and (8) are practical considera-
tions called for in the electronics industry and point (9) 
speaks for itself. 

The aim of the instrument must be to perform the 
more usual measurements of up to 10 12 Q in 1 second or 
less and to extend the range up to 10" a, and for this to 
be achieved in less than 5 seconds. 

As a result of the speed of operation contemplated and 
other considerations called for in automatic classification, 
it was decided to dispense with a meter giving actual 
read-out of the value measured and to design the 
instrument as an insulation resistance limit detector 
giving the answer visually by means of ACCEPT/REJECT 
lamps, and electrically by means of a REJECT signal. 
The speed is achieved by observing the loss of charge 
immediately after the test voltage has been removed, and 
this for a short but defined time dt, rather than by 
measuring the current that flows after the capacitor has 
been charged for some time. Since usual test 
specifications call for d.c. leakage measurements, the 
capacitor is not allowed to discharge appreciably so that 
the voltage fluctuations are insignificant compared with 
the value of the applied voltage and interference from 
a.c. losses are avoided. The d.c. applied voltage is 
derived from a half-wave supply which, once the 
stipulated voltage is reached, maintains the charge during 
a short part of the cycle and allows for a substantial 
measuring time during the non-charging part of the 
cycle. Since the voltage source has a low impedance, 
usually increased for safety reasons, the initial charging 

cc Rb 

— j CHARGING 
CYCLE 

--->iKMe15.•...IMEASUMNG 
CYCLE 

IC c - CHARGE) 

A ch 

Fig. 3. Basic principle of the circuit described. 
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time is small, 4 to 5 cycles of a half-wave 50 Hz generator, 
and the specified steady d.c. voltage level is reached in 
some 100 ms, in the case of small-value capacitors; 
higher value capacitors will take a proportionally longer 
time to reach the stipulated voltage but, in the case of 
low voltage capacitors, the safety charging limiter 
resistor may be reduced to suit particular requirements. 

The measurement of the loss of charge is achieved 
indirectly by providing a coupling capacitor Cu (Fig. 3), 
in shunt with the unknown capacitor Cu, to the input 
of the virtual-earth chopper amplifier Ad, where the 
leakage current iL is opposed by a known preset bias 
current ib. The input impedance of the amplifier is low 
with respect to the reactance of Cu at the chopper 
frequency of 25 Hz and both input and output of the 
amplifier are short-circuited during the charging part of 
the test cycle so as to ensure a low resistance in the 
charging circuit of the capacitors and also to reduce the 
possibility of interference in the measuring circuit. 
The chopper is phased, relative to the supply voltage 
which charges the capacitors (Fig. 4), so that the 
amplifier is active during a short but defined part dt 
of the period in which Cu is discharging. 
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.1i 

10 ms 

,..1 
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)1. 4ET 11ING TIME 

, I I 

Note: The above times are shorter with a 60 Hz I ne frequency 

Fig. 4. Typical waveforms at various points of the circuit. 

To justify the principle of the method, established in 
the Appendix, the d.c. source ought to present an infinite 
resistance during the measuring part of the cycle, in any 
case much greater than the maximum leakage resistance 
considered, and whilst the last half-wave rectifier of the 
multiplier or other source adopted is only subjected to a 
small fraction of the actual applied d.c. voltage V, its 
leakage current is probably excessive compared with the 
current to be measured. The rectifier is therefore followed 

by a glass-insulated dry-reed relay which is operated at 
25 Hz and phased so that the opening and closing of the 
contacts are made during the 'off-period' of the rectifier. 
(The relay, having no current to switch on or off, will 
have a very long life.) This relay, operating in 
synchronism with the choppers of the amplifier, ensures 
a very low series resistance during the short charging 
period of j cycle maximum (0 to 5 ms) and an extremely 
high resistance during the measuring part of the cycle. 

The duration of the 'active measuring time' of the 
chopper amplifier is made to be exactly equal to one 
cycle of the line frequency and the amplifier is followed 
by an integrator which thereby gives rejection of inter-
fering line signals and harmonics. A time delay of 
10 ms (I cycle of 50 Hz) is allowed between the end of 
the charging time and the beginning of the defined 
time of measurement to allow for the decay of transients 
and avoid fluctuations during the measurement. The 
input chopper of the amplifier also short-circuits the 
charging pulse which would otherwise subtract from the 
measurement. 

The theory developed in the Appendix substantiates 
the validity of the principle of the method used and ex-
plains its mode of operation as well as its peculiarities. 
The following refinements can be added to meet the 
practical requirements discussed previously. 

(1) Small value resistors may be inserted in series with 
either or both capacitors to limit the initial charge 
current or breakdown current. They will not 
affect the measurement of insulation resistance. 

(2) The d.c. supply voltage may be provided by a simple 
variable source or multiplier chain to achieve the 
desired voltage. 

(3) In theory, the system is suitable for measurements 
at any voltage level but, in practice, the highest 
voltage contemplated is limited by the availability 
of high-voltage coupling capacitors Cu with an 
insulation far greater than the insulation of the 
capacitor being tested and the ultimate sensitivity 
of the amplifier and detector limits the operation 
at low voltages. 

(4) The voltage applied to the capacitors may be 
measured by arranging for a second rectifier and 
reservoir capacitor to be connected to the same 
supply, the latter capacitor having a voltmeter in 
shunt. The series resistor Rb (Fig. 5) is used to 
provide the bias current ib proportional to the 

Fig. 5. Basic circuit showing the method of supply of the reference 
current ib. 
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applied voltage V, thereby making the 'alarm' 
level substantially independent of the exact value 
of the test voltage V. 

(5) The predetermined bias current may be fed to the 
input or output of the amplifier, according to its 
relative level with respect to the unknown current, 
and define the level above which the alarm will 
operate. 

(6) The chopper amplifier may be followed by an in-
tegrator, discriminator and bistable circuit to 
drive a visual indication of the level of the 
unknown current below or above the preselected 
threshold. 

(7) The bistable circuit may be followed by a delayed 
memory circuit so that the REJECT information is 
available at the correct time for the classification 
sorting machine. 

4. Realization 
The circuit described' is embodied in an insulation 

resistance tester in which out-of-limit alarm level controls 
are derived from the decision-making dichotomiser 
circuit—a two-way discriminator. The latter drives a set 
of warning lamps as well as appropriate electro-mechani-
cal gates when the instrument is used with a component 
classifier such as a Klemt Automat D12 sorting 
machine. When used with such a sorting system, the 
dichotomiser and bistable circuits are followed by a 
ladder of four synchronized memories which carry the 
REJECT signal until the end of the test sequence (Fig. 6). 

A bench-top model has also been developed (Fig. 7) 
in which the test voltage is applied to the centrally placed 
component by means of lateral push-buttons. This lay-
out has been adopted so that the operator cannot handle 
the component or terminals when the test voltage is 
applied. The component is discharged automatically 
upon release of the buttons. 
The experience gained so far with the instrument in 

quality control of capacitors, and especially for 
metallized film and paper types has fully justified the 
principle of the method and its validity when compared 
with measurements made to established test specifica-

tions. 

Fig. 6. 

Block diagram of the insulation resistance. 

In the present instrument, the threshold of 'Cu much 
greater or much smaller than Cc' has been chosen 
arbitrarily as 30 nF; this value is usually accepted as a 
threshold in some test specifications. Higher threshold 
values may be used to meet particular cases. 

The insulation resistance preselected levels have been 
chosen to follow the universally-accepted progression of 
resistance values, namely, 1.5, 2.2, 3.3, 4.7, 6.8, and 
the multiplying factor switch extends the range from 
10 Mû to 6.8 Tr/(68 x 101' ohms, shown as 6.8 Mx Mû 
on the panel of the instrument). In the case of measure-
ment of higher value capacitors, above 30 nF, the 
instrument reads directly in time-constant from 10 seconds 
to 68 thousand seconds. 

The instrument is therefore ideally suited to the 
measurement of insulation resistance in all cases when 
the actual value does not need recording. 

Fig. 7. The Culton 270 insulation resistance test. 

6. Appendix 
During the measuring part of the cycle the virtual-

earth chopper amplifier Ad,' which has a very low 
input impedance, is connected in series with the coupling 
capacitor Cu and the supply voltage V is disconnected 
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from both the unknown capacitor Cu and the coupling 
capacitor Cu. 

At the initial instant of discharge, the circuit is 
represented by Fig. 8(a) in which both capacitors 
behave like generators supplying currents to both 
leakage resistances, Ru of the unknown capacitor and 
Rc of the coupling capacitor; only the resulting leakage 
current is being analysed by the amplifier and 
detector circuit. 

Ru 

11,«V 

Cc 

(a) State of the circuit at the initial time of measurement. 

(b) Influence of R„. 

(c) Influence of R,,. 

Fig. 8. 

By using the method of superposition of currents, one 
may analyse the effect of both leakage resistances, 
currents and charges t. i" and t. 4.2, independently as 
follows: 

Leakage current due to Ru (see Fig. 8(b)) 

t. iL1 lc.. t= V. Cu 

and 
V 

t. iR = t = V(Cu + Cc) 
Ru 

V V  

t Ru(Cu+ Cc) 

(1) 

(2) 

Equating ( 1) and (2) 

V  Cu  
1L1 — R, (Cu+ Cc) 

Leakage current due to R, (see Fig. 8(c)) 

t • 1L2 = — icu .t = — V. C„ 

V iL2 

and t.iRe ic t = V(Cu+ Cc) 

V V 

t = Rc(C,-1- Cc) 

Equating (3) and (4) 

V  Cu  

iL2= R, (Cu + Cc) 

Resulting leakage current iL 

= ¡IA + 
Therefore 

Cc Cu  
— 
Ru(Cu+ Cc) u Cc) 

V Cu\ 
= (Cu+ Cc) V2, Rj 

(3) 

(4) 

The current 1L is opposed by the reference bias current 
ib (Fig. 3) which is itself proportional to V, such that 

k . V 
lb= —D  

b 

and at balance 

Therefore 

and 

= ib 

k.V  V  (C, Cu\ 

Rb = Cu Ce \Ru Rc) 

k(Cu+ Cc) 
Rb — cu 

which may be re-written as 

or 

Rb = Ru 

+ 
cc 
R C 1_ 
RcCe 

1 + 
Rb. Cc = k.Ru.Cu Cu 

R C 1 u u 
R,, C,, 

The factors Ru Cu and Ru Cu may be replaced by their 
equivalent time-constants Tu for the unknown and Tu for 

(5) 

(6) 
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the coupling capacitor and the equations (5) and (6) 
can therefore be simplified with respect to low or high 
values of unknown capacitors. 

For `low values', when Cu 4 Cz, equation (5) becomes 

1 
Rb= k.R    (7) 

1 - 
Tu 

For 'high values', when C„ > Cz, equation (6) becomes 

1 
Rb . C c = k.R„.Cu T  (8) 

u 

Tc 
In the first case, when Cu has a low value, the measure-

ment is independent of the actual value of the capacitor 
and of the parameters of the source and detector. 
Equation (7) shows that the relation is purely resistive 
and that the measurement is directly proportional to the 
value of the bias resistor R b which may therefore be 
calibrated in terms of insulation resistance of the 
unknown in MEGOHMS. 

In the second case, when Cu has a high value, the 
measurement is still independent of the parameters of 
the source and detector but equation (8) shows that the 
leakage is now expressed in the form of a ratio of time-
constants; the time-constant of the combined elements 
Cz and Rb can therefore be calibrated in terms of the 
time-constant of the unknown, in SECONDS or in 
MEGOHMS X MICROFARADS. 

The alarm signal, given when the leakage current ex-
ceeds the bias current, is therefore obtained when 

and 

R„ Cu < 

respectively. However, both equations (7) and (8) have a 
factor 

Ru < Tc" 

Rb • C, 

1 

1 - 

which must be close to unity to validate the balance con-
siderations of the above equations. Since the time-
constant of the unknown is beyond the user's control, 
one must ensure that the time-constant of the coupling 
capacitor n is always greater than Tu; this calls for a 
very high quality capacitor with extremely high insulation 
resistance and especially so in the case of Cu > Cz 
when Cu > 10Cz or often more. 

The insulation resistance of the terminals, or the 
circuit such as one might find when the instrument is 
connected to a sorting machine, is cancelled by an 

additional 'set-zero' bias current iz which is provided in a 
similar way as the measuring bias current and adjusted 
to suit particular circumstances. 

Since the principle of operation of the circuit calls for 
the unknown capacitor Cu to be either 'much greater or 
much smaller' than the coupling capacitor Cz, but never 
equal, the instrument is provided with two operating 
ranges when C, is made respectively either smaller or 
greater than 30 nF; at the same time appropriate 
correction is made to the bias control factor k so that 
either insulation resistance or time-constant designation 
may be applied to the bias controls. 

Besides the validity of the measurement of resistance 
and time-constant which has been proved, the other 
desirable requirement is that the applied voltage must 
not be allowed to drop appreciably during the 
measurement. To analyse this factor one must consider 
the equation relating the various definitions of electrical 
charge, such as: 

and 
Q=C.V=I.t 

dQ = C. d V = I . dt = -v dt 

The latter term is valid if one assumes that the current 
I will remain substantially constant during the discharge, 
which is true in this case. The relative percentage voltage 
drop will therefore be given by: 

d V dt 
= 
V R . 0 

in which dt is fixed at 30 ms, i.e. 10 ms settling time 
in addition to the 20 ms measuring time, and in the case 
of Cu < 30 nF, Cz is set at 0.11 I.LF and the minimum 
value of R u is limited to 10 MS); therefore, in the 
worst case: 

dV 30 x 10-3 x 100 3 
% 182% 

V 107 x 1.1 x 10-7 - 1.1 

In the case of Cu > 30 nF, the minimum time-constant 
is 10 seconds and the maximum percentage ripple will 
therefore be: 

dV 30 x 10-3 x 100 
= 0.3% 

V - 10 
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A Cellular Array which Represents the Inertial 
Motions of Objects 

By 

R. BAKER, B.Sc., M Sc 

Arrays of identical, uniformly connected circuits are described, which can 
represent the inertial motions of a group of objects. The objects are represented 
by 'object words', which are propagated within a planar array. Applications 
for traffic control systems, image-processing and artificial intelligence are 
proposed. 

1. Introduction 

A number of applications exist for data-processing 
systems which can represent the motions of several 
objects in space. For instance: 

Traffic control systems (vehicles on fixed paths as in 
rail systems, or in open media as in air traffic systems). 

Robot systems used in artificial intelligence studies 
(mobile robots or simulated hand-eye systems). Such 
systems are described by Bursta11,1 Raphael,' Feldman 
and Sproull3 and others. 

Image-processing systems, such as those used in 
tracking radar signals. 

Such systems must exist within the central nervous 
systems of many living organisms including humans, 
but their mechanisms are not yet understood: the 
construction of machines to perform similar processing 
tasks could contribute to an understanding of their 
biological counterparts. 

2. Mapping a System of Moving Objects 

This paper discusses the possibility of representing a 
region of space containing moving objects by forming a 
map of the region on a cellular array of electronic 
circuits. To introduce this notion some elementary 
features of conventional map-making will first be 
mentioned. Consider the problem of representing a 
region of space containing several distinct but immobile 
objects (we restrict the discussion here to two-dimensional 
regions). An effective method of mapping then consists 
of representing the region of space by a plane piece of 
storage medium (e.g. blank paper), and representing the 
objects by symbols stored at corresponding points on the 
medium (e.g. by ink marks on the paper). If the objects 
are mobile, then physically movable symbols can be 
used (e.g. coloured pins). To avoid the need for physical 
movement in the map itself, an erasable storage medium 
can be used, with electronic means for entering symbols 
at appropriate points (the phosphor surface of a long-
persistence c.r.t. has this property). Alternatively the 
map may be made up from a finite number of storage 
elements, usually provided with display devices. Such 
maps have also been formed using a portion of the store 
of a general-purpose computer. In the present paper it is 
proposed that maps should be formed from uniformly 
interconnected, regular arrays of identical electronic 
circuits (cellular arrays). 

When the represented objects are in motion there is a 
need regularly to update the map; this is achieved through 

t Twickenham College of Technology, Department of Engineer-
ing Technology, Egerton Road, Twickenham, Middlesex. 

a sensor-system. It may happen that many or even all of 
the represented objects are in motion, requiring a high 
rate of information flow into the map; the sensor-system 
may itself be in motion, as in mobile robot systems, 
causing apparent motion of all the represented objects. 
Unfortunately there may be factors which limit the 
information rate from the sensor-system to less than that 
required adequately to update the map. These factors 
include a limited scanning rate, temporary obstructions 
in the line of sight and temporary loss of recognition. 
Automatic recognition devices for visual scene analysis 
can take seconds or even minutes to recognize each object. 
A solution of this dilemma is to provide a mechanism 
whereby the map representation of objects can be 
updated, even when the corresponding sensor informa-
tion is temporarily unavailable; to achieve this the 
dynamics of the object-system must be known (or 
assumed). Human operators can perform this task, but 
are notoriously inaccurate and unreliable in so doing. 
Alternatively a fast general-purpose computer can up-
date the position of each object-representation in turn, 
according to assumed dynamics. The task can also be 
achieved by mapping onto a cellular array which in-
corporates the assumed dynamics: this technique is 
described in the next Section. 

3. Cellular Array as a Map 

To obtain the speed required for real-time processing 
of maps with many moving objects the following 
approaches may be used: 

(1) Very high-speed time-sharing processor. 

(2) Parallel-processing, for each moving object. 

(3) Parallel-processing, for each occupyable region of 
the map. 

The last approach is considered in this paper; this would 
lead to a system containing a large amount of hardware, 
but this will be offset by the possibility of constructing it 
from a regularly connected array of identical and rela-
tively simple cells. This possibility of cellular structure 
leads to a conceptually simple, but very versatile system. 
The cellular structure is further suggestive of biological 
models for perception. 

It is therefore proposed that a map should be con-
structed from an array of identical cells. Planar arrays 
will be described which map plane sections of an en-
vironment, or process 2-dimensional images. There is a 
possibility of 3-dimensional maps, but these are ruled out 
here as being probably too costly; the planar map will be 
quite useful for 3-dimensional environments, as some 
thin slabs of the environment can be considered as 
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approximately planar (e.g. most human activity is 
confined to a slab about 2 metres thick and resting on the 
walking surface). A 2-dimensional mapping system 
working in a 3-dimensional environment will be aided by 
an ability to change the map scale and orientation so as 
to select the most significant section for processing. Each 
cell of the map-array corresponds with the smallest 
occupyable region of the space which is mapped. This 
suggests that a very close mesh of cells is required, with 
consequent high cost; this is not necessarily so. Division 
of the space into cells which are either occupied or vacant 
implies a restriction on the number of objects which can 
be mapped at one time, and a loss of positional accuracy 
in the representation of those objects. In practice, 
formal systems of traffic control usually rest on the 
temporary allocation of a distinct region for each vehicle, 
and the aim is to prevent two vehicles entering or 
approaching the same region; the number of such regions 
would rarely exceed le, which implies a map-array of 
only 100 x 100 cells. In the case of robot-guidance, the 
environment is likely to be considerably less formalized, 
expecially if guidance in real-life environments is con-
sidered; comparison with human perception suggests 
that attention is in fact directed to a small number of 
objects in the environment when these are moving, and 
even then judgement of the absolute position and speed 
of these is not especially good in most cases. The 
important features appear to be the ability to select 
'significant' objects for attention, and rapidly to assess 
the spatial relationships of these. If this is true, then an 
array which can process several hundred objects in real 
time (or faster), with a uniform, if rather low, accuracy, 
may well be of value in robot guidance. For image-
processing applications, the complexity problem could 
be severe; for scientific or commercial applications it 
might be possible to 'thin' the data arriving at the map, 
cutting out automatically some less significant objects; 
in the extreme case recognizable objects would be 
replaced by symbols or codes. 

4. Assumed Dynamics 

The system proposed would certainly be impractical if 
the processors were external to the map since this would 
require multi-way cables linking every cell with its 
processor. It is therefore proposed that the processors 
should be placed within the map cells. In this way the 
map becomes dynamic, and thus becomes a model of the 
environment, as well as a map of it. We now come to the 
problem of what to put in the cell, and what to leave out. 
To avoid undue complexity of the system, only geometric 
and simple dynamic properties should be incorporated 
in the cells; sophisticated dynamics, and non-geometric 
properties can be processed externally to the array. In 
the present paper, the array represents only the pro-
perties of continuity of motion and constancy of velocity 
in the absence of collisions. Specifically, it is assumed 
that the object-system represented is inertial and force-
free in the absence of collisions or outside intervention. 
That is, objects which are temporarily unobserved 
maintain their last observed velocities. The array which 
performs this function is described here as an 'inertial 
array'. Although the dynamics assumed are so simple, 

they are expected to give a first-order approximation 
useful in real-world situations. It is significant here that 
humans are proficient in manoeuvring in, and manipu-
lating, real-world systems, without any formal knowledge 
of dynamics. 

Physical object-system 

01 

02 

Array 

I ig. I. Perceptual system using inertial array. 

5. Characteristics of the Cell 

Each cell contains a number of binary storage locations 
(bistable elements). One of these stores the 'occupancy 
bit' (C) which equals '0' when the corresponding region 
of space is empty, and ' 1' when it is occupied. This bit 
can be set to '0' or ' 1' by 'external signals' originating 
from the sensor system. A possible system is illustrated 
in Fig. 1; the computer at the right is to process non-
geometric information. The occupancy bit can also be 
set to ' 1' by a 'propagate signal' (P) arriving from an 
adjacent cell. (Zeros are not propagated, since only 
objects, not spaces, are inertially propagated.) Additional 
'identity bits' (I) may also be retained: these can identify 
the kind of object, or individual objects; in image 
processing applications these bits could carry other 
information, e.g. colour. Further information can be 
retained to specify the velocity of the represented object. 
All this information makes up an 'object-word' ( W) 
characterizing the object. When an object is observed to 
move from one region to another, the sensor system 
deletes the corresponding word from one cell and writes 
it into another. If contact is temporarily lost with a 
moving object, the inertial property of the array requires 
that the corresponding word shall be automatically 
propagated through the array with a rate and direction 
the same as that which was last observed. It would be 
possible to require the sensor system to measure the 
velocities of objects and supply a rate-signal to the array: 
in the arrays described in this paper however, the rate 
and direction are automatically calculated by the mutual 
action of the array cells. 'Velocity-processing circuits' 
are provided within each cell for this purpose. The 
possible directions of intercell propagation are defined 
by the intercell connexions: several arrangements are 
described in later sections; all intercell connexions are 
between adjacent cells. 

6. Simple Linear Array 

A simple array is first described, consisting of a single 
chain of cells. Motion in one direction, at a fixed speed 
is represented. This array is too simple for practical use, 
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External 
signals 

Set 

PN-1 

Clear 

PN 

CN 

Cell I Cell N 
N-1 

Cell 
JN 

Fig. 2. Cell of simple linear array. 

but is described to illustrate some of the main features of 
more complex arrays. Figure 2 shows the logic of the 
Nth cell of the array. The occupancy bistable element 
retains the occupancy bit CN. Only one kind of object is 
represented, so there are no identity bits. The value of 
CN is set to ' 1' or '0' by external signals, via gates 1 or 2 
respectively. Or ' 1' can be set in by a 'propagate-pulse' 
PN1 from cell N-1. Arrival of occupancy in cell N 
from cell N-1 is detected by the 'arrival-circuit' (AR). 
If as a result of external signals occupancy disappears 
from cell N-1 and appears in cell N at nearly the same 
moment, then it is assumed that the represented object 
has moved between corresponding regions, and hence is 
in motion. Therefore, in the absence of further external 
signals, occupancy must be transferred to cell N+1 after 
a preset time. The 'arrival-circuit' will respond also to 
arrivals caused by intercell propagation, so once the 
occupancy bit starts moving, it continues through the 
array until further external signals arrive. The arrival-
circuit consists of two differentiating circuits (which emit 
a positive pulse in response to a rising edge). The arrival 
causes pulses to appear simultaneously at the inputs of 
gate 3, which then triggers monostable element T. 
(Some lack of synchronism in the edges presented to 
differentiators d2, d3 is accommodated by the finite 
duration of their output pulses.) The fact of arrival is 
retained in the monostable element for a period T, at the 
end of which a rising edge is presented to dl. This 
generates a 'propagate-pulse' FN which sets the following 
cell, and after a brief delay (D) clears CN. It may happen 
that occupancy arrives at cell N and remains there; in 
this case gate 4 inhibits propagation and clearing. This 
mechanism also serves to stop existing propagation when 
an external signal indicates that this is required. 

In all the cells illustrated (Figs. 2 onward), the connex-
ions to other cells are shown in their correct physical 
positions. For this reason, no inter-cell wiring is shown: 
by packing the cells together in a rectangular array the 
correct inter-cell connexions are guaranteed. For this 
reason also, the incoming lines are not always labelled: 

corresponding lines always enter and leave at correspond-
ing points on opposite sides of the cell. 

7. Propagation of Identity Bits 

Before proceeding to more sophisticated arrays we 
will consider the means by which identity bits are 
propagated in the array. The mechanism described can 
be added with suitable modifications to any of the 
arrays. Figure 3 shows circuits for processing two bits, 
and this circuit is simply added to the cell of Fig. 2. These 
bits (41, /N2) can be set to '0' or ' 1' by external signals; 
external signals can thus overwrite the contents of these 
bistables. The bistables can also be set by inter-cell 
signals; since propagation is normally into empty cells, 
only the 'set' is propagated. Read-out is initiated by the 
outgoing propagate pulse, and after read-out the bistable 
elements are cleared by the delayed pulse from D. 

8. Representation of Different Speeds 

A simple means of representing objects with different 
speeds will now be described. The circuits described are 
applicable to the linear register of Section 6, their applica-
tion to planar arrays will be described in later sections. 
The minimum requirement is an ability to detect the 
speed of an object word at one part of the array (defined 
by external signals) and to ensure that this speed is 
maintained subsequently. (At this stage direction of 
motion is not discussed, since the array is linear and 
unidirectional.) Figure 4 shows a cell with suitable 
circuits. The simplest way to measure speed is in fact to 
measure the transit-time of a word through a cell, and 
generate a measure of this, the 'transit-time signal' (T). 
This signal becomes part of the object-word, and is 
transmitted with it to an adjoining cell. In Fig. 4 the 
transit-timer (T) is simply a timer which is cleared and 
started by the rising edge of CN: it then runs until CN 
returns to '0' (this is precisely the moment when TN will 
be required by the next cell). Since only one cell is 
illustrated, we now consider what use is made of a 
transit-time signal TN_i when it is supplied to cell N. 
The arrival circuit of cell N detects an arrival, as pre-
viously described; the circuit emits a brief pulse which 
simultaneously triggers the monostable elements and 
admits TN _i from the previous cell (switches are shown as 
SW). Signal TN then modulates the period of the 
monostable element, so that it precisely reproduces the 

External 

Fig. 3. Propagation of identity bits in a linear array. 
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-10.1  

External 

Mod sIgnal 
  TT 

Cell N 

Fig. 4. Cell of linear array (variable speed). 

transit-time of the previous cell. The rest of the cell 
mechanism is as Fig. 2, and as before, propagation will 
continue in the absence of external signals. It will be 
seen that we have in effect an asynchronous shift register, 
the individual parts of which are 'clocked' by the local 
contents. 

Many of the elements described for the cell of Fig. 4, 
and also for the cells to be described later, are clearly 
digital, but some others could be realized by either 
digital or analogue means. In Fig. 4 the switch, timer 
and even the monostable element are of this kind. In 
analogue form the timer becomes an integrator, with an 
analogue switch, and the monostable element is modified 
from a standard C—R type. In purely digital realization 
the timer and monostable element become counters 
(which can operate from a common clock for all cells); 
the switch is then realized with AND gates. 

Planar motion in any direction cannot be realized with 
this cell, but it is applicable to motion along fixed paths. 
Motion in and out of the cell in two or more directions 
can be represented by the addition of extra logic, switches 
and arrival-detectors; the other circuits are unchanged 
in number. A crude planar array is even possible, with 
up to six directions of motion; this would be achieved 
by an array of hexagonal cells. Traffic networks of any 
complexity can also be represented, provided that they 
are made only from interconnected one- or two-way 
tracks. 

We now come to the problem of representing motion 
in any direction in a plane. The basic problem is that a 
single layer of regularly interconnected cells is necessarily 
anisotropic, whereas the space to be represented is 
isotropic. Some possible solutions are: 

(1) A single layer of randomly-connected cells; the 
randomness of connexions would ensure that over 
a large group of cells there was no preferred direc-
tion. 

(2) A multi-layer network, with many levels, each 
representing a different direction; this can be made 
as nearly isotropic as required. 

(3) A regular array which nevertheless appears iso-
tropic to propagated signals. 

Method ( 1) is not considered practical for hardware 
implementation; (2) and (3) are described below. 

9. Multi- layer Array 

This is an array to represent motion in any direction 
within a plane. It is provided with many different 
directional layers, so as to be as nearly isotropic as is 
needed for a given application. Its design is derived from 
that of the linear arrays previously described. Since a 
layer is required for each direction of motion it is in-
efficient in its use of hardware; it is described here mainly 
to suggest biological models. The upper layer consists of 
an array of rectangular compartments containing all the 
non-directional elements of the cell, together with the 
external connexions (layer 0 in Fig. 5.). This layer is 
characterized by the absence of inter-cell connexions. 
The operation is based on that of the linear cell described 
in Section 8. Below this layer lies a stack of layers (from 
layer 1 onwards). Each of these layers processes a parti-
cular direction of motion, and so contains only the 
elements processing directional motion. The function 
again resembles that of the corresponding parts of the 
linear cell. Each level is in fact a rectangular array of 
compartments all of which are aligned in the same direc-
tion. If, for example, it is required to define directions of 
motion within 10° then 36 uniformly rotated directional 
layers are needed. Uniform rotation of the levels is not 
strictly necessary: some directions may require more or 
less angular resolution. Due to the rotation of levels, not 
all parts of a cell lie directly below the corresponding 
compartment of layer 0; this results in some loss of 
positional accuracy in representing objects, and this must 
be made up by using a closer mesh of cells. 

External 

Layer 1 

f"--4 

TT 

TN 

Fig. 5. Cell of multilayer array. 

DN 
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CELLULAR ARRAY REPRESENTING INERTIAL MOTIONS 

The mode of operation is that a propagate-pulse 
arrives at one of the lower layers, and sets the occupancy 
bistable element via a wired OR gate. The rising edge of 
CN is then sent down the vertical 'cable' and picked up 
by the appropriate arrival-detector. The output of this 
triggers the monostable element and admits the appro-
priate transit-time signal. In due course the propagate 
pulse is sent down the cable, where it is routed to the 
correct level by an AND gate. The correct level is decided 
by a 'direction-defining circuit': this consists of the 
incrementer (INc) and threshold element (TH). The aim 
of these circuits is to establish in which layer a chain of 
arrivals of specified length has been detected. Each 
arrival pulse increments by a fixed small amount the 
value of the 'direction signal' (D). Through a chain of 
such cells the value of D eventually rises from zero to 
exceed a threshold value which is detected by all sub-
sequent threshold elements. It will be seen that objects at 
rest are represented in the upper layer, while propagation 
takes place in the appropriate lower level. 

D R(X) V) r(Y) P(Y) 

A 4 k 4  

-4— 
SW 

ts.r1  
RM(Y) 

(y) 

-FS71 

Fig. 6. Cell of multi-directional planar array. 

*Denotes external input. 

10. Multi-directional Planar Array 

We will now consider an array which can represent 
motion in any direction in a plane, using only a single 
layer of cells. The basis of operation is that the velocities 
are resolved by the array into X and Y components. 
In accordance with the principle of resolution of vectors 
these components are processed entirely separately; in 
consequence the array appears isotropic to moving 
signals. Although this results in a rather complex cell it 
will be seen that very full use is made of the hardware. 
In consequence the array could perform fast, precise 
processing of large numbers of objects. Figure 6 illustrates 
the cell needed for processing velocities in the positive 
quadrant. Motion in all directions will require twice the 
number of switches (SW) and arrival-detectors (AR) also 
logic to process sign bits for the X and Y components of 
velocity. Measurement of a single transit-time is of no 

value in measuring the components of velocity of an 
object-word. Instead a method based on measuring the 
average rate of X and Y shifts is used. As a result of 
external signals the representation of an object appears 
successively in a chain of adjacent cells. The sensor 
system is to be adjusted so that the chain of cells con-
cerned is linked at all points by vertical or horizontal 
displacements. The occupancy bistable element (Fig. 6) 
is set or cleared initially by external signals. Arrivals in 
the +X or + Y direction are detected by the corre-
sponding arrival-detector, and fed into ratemeters (RM). 
The outputs (R) of the ratemeters modulate the mono-
stable elements with the characteristic that the period T is 
inversely proportional to the modulating signal. The 
arrival-circuit also triggers the monostable element 
which in due course initiates a propagate-pulse P(X) or 
P( Y). 

The ratemeter is unconventional: the meter within 
each cell receives either one or no pulses. This is clearly 
insufficient: the meter therefore picks up the last setting 
of the corresponding meter in the previously occupied 
cell, via the corresponding switch. (A simple R—C circuit 
is sufficient to perform this function for R in analogue 
form.) After a certain number of shifts the ratemeters 
will settle to a reliable value, and only then should 
inertial propagation take place in the array; a 'distance 
circuit' therefore inhibits propagate-pulses until a 
suitably long chain of occupancy is established. 

The timing action of the monostable elements should 
ensure shifting at the measured rates in the X and Y 
directions: however there is a problem. Whichever 
monostable element restores first causes propagation 
in the corresponding direction. By the time the other 
monostable element restores it cannot contribute to the 
shifting, since the scene of activity has already transferred 
to another cell. It is therefore necessary that when one 
monostable element restores, the unexpired time of the 
other monostable element is transferred (as part of the 
object-word) to the new cell: there it should be set into 
the appropriate monostable element and allowed to run 
out. The path of the 'unexpired-time signal' (t) is shown 
in Fig. 6. (Using conventional voltage-controlled mono-
stable circuits this is simply achieved by transmitting the 
timing-voltages between the respective monostable 
circuits.) The input and output lines of the cell are again 
shown in their correct physical positions, so that it is 
merely necessary to assemble the cells into a rectangular 
array. It is interesting to note that in transferring the 
scene of activity along a chain of identical circuits, the 
function of some circuits is effectively changed. For 
example, we may note that the monostable elements in 
occupied cells are never quiescent: their action is equi-
valent to that of an astable multivibrator (with a high 
mark/space ratio) which is transferred along the line of 
occupancy. The ratemeters are similarly effectively 
transferred along the line of occupancy. 

So far it has been implied that access to the array is via 
lines from every cell. Alternatively, an addressed system 
is possible. The array will then act like a matrix store, 
reading or writing being accomplished by the appropriate 
command accompanied by a cell address. Alternatively, 
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interrogation by identity code could yield the corre-
sponding addresses as a reply. The array with access 
unit becomes a complex package (Fig. 1) but one with 
very few input and output lines. 

It will be seen that many of the elements in this cell are 
simply switches. Nevertheless an array of such cells 
constitutes a highly parallel system, with correspondingly 
high hardware costs. The uniform cellular structure 
should lend itself to microcircuit techniques with con-
sequent reduction of costs. Ultimately the construction 
of an array with access unit on a single chip might be 
possible. 

11. Applications 

The arrays may be used in a supervisory or in a pre-
dictive capacity. Reference to the former has been made 
in Section 1, where the arrays were proposed as a means of 
maintaining an up-to-date map of a system when the 
input rate from the sensors is limited. Warning of 
imminent collision can be given by cell logic which 
detects occupancy of adjacent cells. For true collision 
warning the predictive capacity of the arrays can be used. 
In this application the main array, or a secondary array, 
can be run ahead in fast time to warn of the time and 
place of possible collisions. In this case actual collision 
can be allowed to occur (in the fast-time array): very 
simple cell logic can detect such a collision, which is 
represented by propagation into an already occupied cell. 
The application of arrays in artificial intelligence was 

proposed in Section 1, where mapping in real time was 
described; the predictive property is equally relevant. 
A further application is now suggested. It is a character-

istic of human intelligence that not only can the observed 
present and expected future states of the environment be 
internally represented, but also 'supposed' situations and 
events can be represented, past, present or future. These 
supposed situations differ from real ones by the intro-
duction of objects or interactions which are not found in 
the real environment. Supposed situations can readily be 
represented by the arrays described, by partially or 
wholly isolating the array from the sensor system, and 
injecting 'supposed' objects into the array from a suitable 
generator. (In this connexion, arrays can be designed 
which represent other properties of physical objects, such 
as the ability to adhere and form rigid assemblies.) The 
value of the 'suppose' feature lies in its ability to repre-
sent object-systems which are temporarily or permanently 
inaccessible, because of time or distance and also systems 
which never can or never have existed physically. These 
latter, for example, 'typical' or 'idealized' systems are a 
cornerstone in our understanding of the physical world. 
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This paper adds the concept of interelement mutual coupling to a previously 
presented design technique for aerial arrays. With mutual coupling accounted 
for, one can realistically design electronically scanned arrays of wire elements 
that have both maximum gain and a number of independent, steerable nulls in 
the radiation pattern. 

1. Introduction 

In an earlier paper, the authors presented a technique 
for maximizing the gain of an aerial array, while at the 
same time placing a number of independent nulls in the 
far-field radiation pattern.' Such a method effectively 
reduces unwanted interference or jamming without 
unduly decreasing the overall aerial performance. 
Although it was pointed out in that paper that the 
mathematical technique is generally applicable even 
when mutual coupling between the aerial elements is 
accounted for, the sample computations were restricted 
to isotropic or idealized point source elements and no 
inter-element coupling. Since that time, a generalized 
method for the design of arrays of thin wires (the element 
type most often encountered in arrays) has been com-
bined with the previously presented maximum gain-
constraint technique, and, most importantly, mutual 
coupling effects are accounted for. 

Mutual coupling exists in all arrays. At radio fre-
quencies the current-carrying conductors of an array will 
nteract through their external electromagnetic fields, i.e. 
the current distribution on each will be modified because 
of the presence of the others. (If all the elements are fed 
from a single source, then the feeding network itself 
introduces additional inter-element effects.) Although 
coupling effects can be minimal for some types of ele-
ments and array geometries, e.g., short dipoles in a linear 
array, one may not neglect the electromagnetic mutual 
coupling in an array of long elements, which is 
electrically scanned over a broad range of angles. Since 
electrically scanned arrays of wire elements represent a 
widely used class of arrays, they form the basis of the 
analysis in this paper. 

2. Mutual Coupling in Arrays of Wire Antennas 

The design method briefly outlined below is due to 
Strait and Harrington; it has been reported in detail.' 
Each wire element in the array is subdivided into a num-
ber of segments (ten per wavelength has proved to be 
sufficient for far-field design problems) whose end-points 
are treated as the terminals of a multi-port electrical 
network. If one defines column matrices I and V, whose 
components are the M segment currents and voltages, 
one can write 

V = 2/,  (1) 

where Z, a symmetric, complex square matrix, is the 

t Air Force Cambridge Research Laboratories (AFSC), L. G. 
Hanscom Field, Bedford, Massachusetts 01730, U.S.A. 

mutual impedance matrix relating the voltage and current 
on any segment to the voltage and current on every other 
segment. The elements in Z depend only on the segment 
length (a common assumption is that all segments are 
equal) and the intersegment distances. Relations between 
the elements in the Z matrix and methods to simplify 
their computations are available in the literature.' Thus, 
once an array geometry has been specified, the mutual 
impedance matrix Z can be calculated; and upon 
choosing a set of driving voltages, the currents on every 
segment, with the effects of coupling accounted for, can 
be determined by 

/ = Z-1 1/ = YV, 
where Y is the mutual admittance matrix. In terms of 
these currents, the far-field amplitude radiation pattern 
is given by 

E(0, 4)) = K0 1„ exp [jk(x„ sin 0 cos 0 + 
n= 1 

+ y,, sin 0 sin 0 + z„ cos 0)]  (2) 

where x„, y„ and z„ are the Cartesian coordinates of the 
centre of the nth segment, M is the total number of seg-
ments in an N-element array, 0 and 0 are the angular 
coordinates of the far-field point, K0 is a constant, and 
the I„ are the segment currents (the components of /). 
Defining an angle-dependent row vector F with M 
elements, i.e., 

F„(0, 4)) = exp [jk(x„ sin 0 cos + 
+ y, sin 0 sin 0 + z„ cos 0)], 1 ≤ n ≤ M 

and replacing I by Y V leads to the compact matrix form 
for eqn. (2), 

E(0, 4)) = K0[F(0, 0)Y11.  (3) 

Recall that the power pattern of an aerial is 

IE(0, 0)12 
P(0, 45) = 

elo 

and that aerial gain is 

G = zin power radiated in a particular direction (00, 00) 
total power input to array 

where 10 is the impedance of free space. 

For an array of centre-fed wires 

G K 20 
Vrt(FY)t(F Tr)D VD 

— 1sin  
Ve(Real Part Y)DVD 

. CV ;I VD 
= K1 sin2 0 

vev,' 
(4) 

The Radio and Electronic Engineer, Vol. 41, No. 12, December 1971 569 



J. F. McILVENNA and C. J. DRANE 

where the subscript D denotes the N-element remnants of 
V and FY and the (N x N)-element remnant of Y after 
all terms not associated with the driving points have 
been discarded7, superscript * denotes complex conjugate 
transpose and K1 is a constant. Equation (4) is the 
desired starting point for the constraint technique. It is 
an expression for the gain of an array of centre-fed 
wire elements, which includes all the effects of mutual 
coupling. It also verifies a claim made in our earlier 
paper that the gain relation with mutual effects included 
is still a ratio of quadratic forms, À is a one-term dyad, 
B is positive definite, and both matrices are Hermitian. 
Thus, as described in our earlier paper, the procedures 
for maximizing gain while placing nulls in the pattern 
can now be applied to equation (4).t 

3. An Example 
Consider the problem of designing a linear array of 

straight wire elements which provides maximum gain 
and whose beam can be scanned all the way from 
broadside to endfire in the principal H-plane. In addition, 
at every scan angle in that same plane, the radiation level 
must be held at or below —30 dB over a 4° angular sector 
adjacent to the main beam. A practical application of this 
design is to a search or tracking array being jammed by a 
source whose angular location is not accurately known. 
Note also that because of the large scan angles involved, 
it is important to include mutual effects in the solution. 

One of the most common linear array configurations 
utilizes half-wavelength elements uniformly spaced at 
half-wavelength intervals. This geometry was selected 
for use in the above problem; there were twelve elements 
and five segments per element. The minimal radiation 
level sector was created by using two constraints that 
placed nulls in certain directions in the H-plane 
(0 = 90°); these nulls were separated by 4°, and their 
locations were fixed as the beam was scanned in 10° 
increments from broadside (0 = 90°, 4, = 90°) to endfire 
(0 = 90°, (I) = 180°). The results of the computations 
are shown in Fig. 1, where the principal H-plane pattern 
at each of the scan angles is shown. The horizontal axis 
is the scan angle, while the vertical axis represents decibels 
below the main beam maximum value. Each pattern has 
been normalized by the peak value for comparison 
purposes. 

Note the presence of a well-defined trough that is at 
least 4° wide at every scan angle and in which the highest 
radiation level is —30 dB for the broadside pattern and at 
least —35 dB for the other scan angles. 

Figure 1 also shows the gradual (and expected) 
broadening of the main beam and the build-up of the end-
fire lobes as scan angle increases, until, at (/) = 180°, the 
pattern consists of two main beams, oppositely directed. 
This splitting of the main beam into two equal beams is 
a characteristic of the half-wavelength spacing. 

t The use of centre-fed wires in this discussion does not imply 
any restrictions on the mutual coupling method. Indeed, techniques 
that handle arrays of arbitrarily bent wires with resistive or reactive 
loadings at any point along their lengths have been developed and 
are available in the form of computer programs. See references 
6 to 9. 

Table 1 provides the data necessary for a comparison 
of the gains and driving-point voltage distributions for 
the unconstrained and constrained patterns. Note in 
particular in Table 1(a) that little gain must be 
sacrificed to achieve the desired degree of pattern control 
in the constrained patterns. The largest loss occurs in 
the broadside pattern, where it is necessary to reduce the 
first (and largest) secondary peak from — 13 to — 30 dB; 
yet this results in only a 4% loss in gain. For all the 
other scan angles, the gain decrease is even less. 
Generally speaking, the decrease in gain value caused 
by pattern constraints is proportional to the value of the 
unconstrained pattern in the immediate vicinity of the 

la) 

(b) 

Fig. I. Principal plane radiation patterns for an array of dipole 
elements. The main beam is scanned from broadside (90°) to end-
fire ( 180°) in 10° increments. All patterns have maximum gain and 
include all mutual coupling effects. The trough represents a 4° 
sector in which the power level was constrained to be below 30 dB. 
(see a). Changes in pattern structure as scan angle increases in-
clude main beam broadening and build-up of the endfire lobes 
(see b). 

570 The Radio and Electronic Engineer, Vol. 41, No. 12 



1
Z
6
1
 
"
q
“
,
0
3
9
0
 

Let 

Table 1. Comparison of unconstrained (U) and constrained (C) array properties. 

(a) Array Gain. 

Scan Angle 90° 
(broadelde) 100° 110° 120° 130° 140° 1500 160° 170° 180° 

(endflre) 

U c u C U C U C U C U C u c TJ o u C U C 

GAIN 25.92 24.97 25.29 24.93 23.59 23.39 21.26 21.09 18.80 18.54 16.59 16.26 14.85 14.76 13.71 13.4,2 13.34 13.22 13.32 13.20 

(b) Vol age Distribution (Amplitude). 

Element 
Number 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

a 

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
1 

1.00 1.00 

2 0.97 0.83 0.84 0.74 0.76 0.73 
b-

0.77 0.79 0.82 0.97 0.92 1.13 1.01 1.06 1.05 1.17 1.09 1.16 1.10 1.14 

3 0.97 0.83 0.94 0.97 0.86 0.94 0.77 0.84 0.73 0.75 0.82 0.85 1.00 1.03 1.07 1.19 1.12 1.21 1.13 1.22 

4 0.97 0.90 0.87 1.01 0.86 0.F..A  9 0.83 o.78 o.76 0.83 o.73 o.89 o.99 1.01 1. 07 1.12 1.14 1.16 1.18 1.18 

5 0.97 1.09 0.90 0.98 0.83 0.77 0.82 0.90 0.82 
... 

0.87 0.69 0.74 0.97 1.02 1.06 1.19 1.13 1.23 1.19 1.24 

6 0.97 1.17 0.90 0.85 0.84 0.90 0.80 0.80 0.82 0.89 0.71 0.82 0.95 0.96 1.04 1.13 1.14 1.22 1.20 1.26 

7 0.97 1.21 0.89 0.92 0.814 0.92 0.81 0.83 0.78 0.82 0.77 0.88 0.93 0.99 1.02 1.10 1.14 1.17 1.20 1.20 

8 0.97 1.08 0.89 0.97 0.86 0.80 0.80 o.86 0.75 0.83 
M 

0.e4 0.92 0.90 0.90 0.98 1.07 1.12 1.20 1.19 1.26 

9 0.97 0.96 0.90 1.06 0.83 0.85 0.78 0.74 0.79 0.83 0.88 1.05 0.87 0.93 0.94 1.05 1.10 1.17 1.18 1.22 

10 0.97 0.80 0.85 0.88 0.82 0.92 0.83 0.92 0.86 0.94 0.87 0.91 0.82 0.80 0.88 0.89 1.06 1.07 1.15 1.15 

11 0.97 0.84 0.96 0.89 0.92 0.89 0.88 0.87 0.85 0.90 0.79 0.96 0.74 0.80 0.80 0.94 1.00 1.10 1.10 1.18 

12 1.00 0.97 0.85 0.84 0.75 0.73 0.68 0.68 0.64 o.65 0.58 0.54 0.58 0.55 0.65 0.63 0.89 0.91 1.00 1.00 

(c) Voltage Distribution (Phase). 

Element 
Number 1 0° 0° 0° 0° 0° 0° ' 0° 0° Cp 0° Ce oo 0° 0° 1 0° 0° 0° 0° 0° oo 

2 - 18° - 16° - 15° - 9° - 7° 2° 2° 12° 6° 17° 
90 

9° 9° 
5o 8o 1° 5o 2° 4° 1° 

3 - 10° 3° - 11° 10 - 12 - 7° - 6° - 5° 3° 2° 15° 
. 

19° 14° 14° 12° 13° 8° 3° 5° 5° 

4 - 15° 6°- - 10° - 3° - 8° - 100 - 6° - 1° - 3° 7° 
_ 

14' 12° 16° 23° 16° 13° 10° 9° 6° 6° 

5 - 12° 7° - 11° - 12° - 9° - 3° - 3° 3° - 2° - 1° 8° 10° 18° 19° 19° 17° 11° 9° 7° 4° 

6 - 13° 0° - 16° - 10° - 11° - 3° - 4° - 3° ' 1° 8o 3° 3° 19° 16° 22° 20° 120 13° 7o To 

7 - 13 - 7° - 11° 1° - 11° 1° - 4° 5o 2° 4° 0° 0° 21° 21° 44° 42° 13° 12° 7° 6° 

8 - 12° - 13° - 100 1° - 11° - 8° - 3° - 2° - 2° 6° 2° 30 22° 2o° 26° 23° 14° 12° 7° 5° 

9 - 15° - 17° - 9° - 4° . lo° - 1° - 4° o° - 5° - 4° 6° 5° 23° 22° , 28° 28° 23° 16° 6° 70 

10 - lo° - 6° , - 9° - 11° - 15° - 13° - 7° o° - 3° e 12° 16° 24° 23° , 3o° 27° 15° 13° 6° 4° 

11 - 18° - 5° - 12° - 8° - 12° - 11° - 1° 0° 4° 3° 19° 13° 24° 22° 31° 27° ' 14° 12° 4° 8° 

12 0° 21° 5o 18o 
0° 10° 8° 20° 9° 26° 19° 29° 26° 20° 30° 35° 12° 15° 0° 2° 

(d) Linear Progressive Phase Script Required to Scan Beam. 

31° o 136° 169° 177° 180° 
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enforced nulls. For example, as seen above, at broadside 
the constraint region includes a significant secondary 
pattern peak and the gain loss is largest; when the un-
constrained pattern value in the constraint region 
becomes smaller the gain loss is less. 

An examination of the voltage amplitude distributions 
in Table 1(b), (each distribution is normalized to the 
voltage for its first element) reveals that these maximum 
gain voltages, constrained and unconstrained, are all 
non-uniform and most are non-symmetric about the 
centre of the array. The only two symmetric distributions 
(the broadside and endfire unconstrained cases) corre-
spond to the only two radiation patterns that are sym-
metric about the broadside angle 4) = 90°. Note that in 
some cases the voltage required for element 12 differs 
significantly from the voltages for all other elements. It 
also appears that for certain scan angles, e.g. 150°, the 
difference between the unconstrained and constrained 
amplitude distributions is small. As was true for the 
earlier comparison of the corresponding gain values, the 
explanation here is that at some scan angles the un-
constrained pattern values are either very small in the 
constraint region, or the direction for one of the 
unconstrained nulls is nearly the same as that of one of 
the constraints. The constraint condition therefore 
requires only a slight perturbation of the unconstrained 
voltage distribution in these cases. Finally, note that in 
no case is the dynamic range of the driving-point voltages 
excessive. Compared to the ten-to-one variation usually 
taken as the practical limit of realizability, the range for 
both constrained and unconstrained optimum distribu-
tions is less than about two-to-one, and the distributions 
should offer no construction problems. The phase distri-
butions for these maximum gain arrays can be con-
sidered to consist of the superposition of several 
components. The first is the uniform progressive phase 
taper that steers the beam to the desired scan angle and 
is common to all electronically-scanned arrays, con-
strained or unconstrained. The second taper is that 
required to maximize the gain. And in the constrained 
cases, an additional taper is required to place the pattern 
nulls as prescribed. Table 1(c) shows the unconstrained 
and constrained normalized phase distributions, after 
the beam steering phase distribution (shown for 
reference in Table 1(d)) has been removed. As in the 
case of the voltage distributions, note here also that the 
phase distributions are non-uniform and that most are 
non-symmetric. Again, small differences between un-
constrained and constrained phase distributions are 
related to constraints being applied in directions where 
the unconstrained pattern levels are already small. 
Finally, keep in mind that in the examples discussed in 
this paper, and indeed in most expected applications, 
even though the designer directly controls the sidelobe 
level in only some local region of the radiation pattern, 
additional control, as a direct result of the application 

of these constraints, will not become necessary over the 
remainder of the sidelobe region.' This is due to the 
general phenomenon that reasonably low sidelobes are 
an intrinsic concomitant to maximization of gain. 

4. Conclusions 

We conclude that even with mutual coupling accounted 
for, the maximum gain—constraint technique provides 
realistic and practical solutions to array design problems 
requiring localized pattern control. The technique is 
applicable to practically all arrays of wire elements, 
regardless of their geometric arrangement and their 
electrical loading characteristics. The required relations 
and equations can be cast in matrix form and are ideally 
suited to computer manipulation, making them useful 
in adaptive or real-time situations requiring rapid pattern 
reconfiguration. 
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