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Assessing Profit 
ANY member of a company, be he a shareholder or employee, is closely identified with the 

Annual Report and its revelation of success or failure. This 'accounting' of a year's work 

is just as essential a function for all Societies and Institutions. Much effort is devoted to preparing 

these Reports but the many contributors are seldom able to assess what impact their work has 

on the majority of shareholders or members. 

Strange as it may seem, it is a fact that the more successful an industrial enterprise, the smaller 

is the percentage of shareholders attending the Annual General Meeting and, one may guess, 

even reading the Annual Report! Equally true, however, is the fact that a report of a successful 

year encourages more investors! 

So it seems to be with professional institutions: for, like absent shareholders, it must be 

assumed that professional engineers are passively recording 'satisfaction' with the reports of 

achievement that their elected Council has given. 

In every IERE Annual Report some sort of assessment of profit can be made for each of the 

various activities discussed. Obviously in the Accounts the balance of income from all sources 

against expenditure on membership services and administration shows the financial health of 

the Institution and is hence fairly easily comprehended. Assessment of profit in other areas is 

not quite so straightforward, though the statement of gains and losses of membership presents 

a factual statement from which the Institution's growth may be gauged. A direct numerical 

assessment of the success or otherwise of the efforts of the Council on, for instance, the educa-

tional front or in learned society activities, is seldom possible and here the reader will need to 

follow the explanations of the background to these parts of the Report if he is to 'assess the 

profit' of the year. Sometimes, where prolonged negotiations are being reported on, extending 

over two or even more 'Institution years', an interim progress report may be all that is possible, 

and time alone will show how effective the Council's policies and arguments have been. In this 

respect members are better served than the average shareholder in that The Radio and Electronic 

Engineer gives interim reports in editorials and other news items on the progress of matters of 

interest and value to the member. 

This editorial article is thus a preamble to the Annual Report of the Council for 1971-72, to be 

published in the November issue and an invitation to each member to 'assess the profit' of the 

Institution itself—and in its relation to him personally. The record of achievement of the past 

year will surely present favourable answers in both respects. Affirmation of members' general 

satisfaction with the Institution's operations is always sought at the Annual General Meetings 

and for this reason alone the Council is heartened to note attendance. This year's meeting on 

7th December in London will be no exception. 
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SUMMARY 

Magnetic bubble domains may be formed in platelets 
of certain magnetic materials. They are the basis 
for an unusual new breed of devices in which 
bubbles are selectively created, propagated, 
interacted, detected and annihilated, so that both 
memory and logic functions may be performed in a 
single piece of material. Bubble devices are very 
compact and dissipate little energy. This paper 
describes the nature of magnetic bubbles, and the 
materials which support them. Various aspects of 
device technology are introduced, with discussion of 
all the functions required, including bubble 
interaction logic. Applications for bubble devices 
are indicated. 

• Bell Canada Northern Electric Research Ltd., Central 
Laboratory, P.O. Box 3511, Station C, Ottawa. 

t Formerly Bell-Northern Research; now with Dom tar 
Research, Senne ville, P.O. 

1. Introduction 

The last few years have seen the growth of an exciting 
new development in applied magnetism known as 
'Magnetic Bubble Technology'. Research has progressed 
rapidly from the handful of first publications in 1968, to 
the present level which alone accounted for over 30 papers 
at each of the recent annual magnetism conferences» 2 
Whether the considerable effort this represents will 
succeed in establishing a commercial technology has 
yet to be proved. But the prospects look increasingly 
favourable. 

This paper is therefore designed to give the engineer 
what we hope is a preview of a technology that will 
become available towards the middle of the decade. 

What promises does bubble technology hold out to the 
engineer? At first he may be tempted to substitute bubble 
memories for disk files in his latest system. Though this 
may not at first save him money, bubble memories will 
offer greater reliability and far longer continuous service 
than ever possible with disk files. Bubble devices have 
no moving parts. Memories are expected to weigh less 
than disk files, and will require less space. Access time 
may also be improved by an order of magnitude. The 
value of these characteristics will, of course, depend on 
the application. In the telephone industry, for example, 
high reliability over many years of continuous service will 
be a considerable asset. 

Beyond these memories we envisage entire computers 
based on bubble technology; both memory and logic 
functions being performed on the same piece of material. 
Such possibilities have already been demonstrated but 
will take time to develop. 

Accounts of bubble technology fall naturally into two 
parts; first we explain what is meant by the somewhat 
strange term 'magnetic bubble', and discuss the materials 
which are used to support them; and secondly we review 
some of the techniques developed for the exploitation of 
bubbles in devices. 

2. Magnetic Domains 

'Magnetic bubble' is the abbreviated name given to 
what in the more technical language of magnetism is 
referred to as a cylindrical magnetic domain. Thus to 
explain what is meant by a magnetic bubble we begin 
by offering a brief account of the theory of magnetic 
domains.' To do this we consider the behaviour of a 
piece of magnetic material in terms of the interplay of a 
number of forces or energies. 

Of these, the first we discuss arises from discontinuities 
in magnetization which are normally associated with 
magnetic materials. Discontinuities will occur both 
where the direction of magnetization intersects surfaces, 
and at structural imperfections and variations. The poles 
of a bar magnet are a simple example of magnetization 
discontinuity. 

We are all familiar with the fields surrounding such 
poles, shown schematically in Fig. 1(a), by virtue of the 
forces they exert on magnetic objects. Within the material 
itself the fields due to the poles are known as 'demagnet-
izing fields' since they oppose the magnetization direction 
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and thereby increase the energy required to maintain 
magnetization of the material. Energy bound up in this 
way, and in the fields outside the material, is referred to as 
`magnetostatic energy', and is of crucial importance in 
determining the behaviour of magnetic materials. 

N.1/  •1  

1 "--MagnetizatIon 
S -I> N 

(a) The fields surrounding the poles of a bar magnet oppose 
the magnetization within the material and create a large 

demagnetizing energy. 

(b) The formation of a domain wall reduces the demagnetizing 
energy through partial cancellation of the pole fields. 

Applied field 

4_ 

(c) Application of a magnetic field can cause one domain to grow 
with respect to the other. 

Fig. 1 

One of the most fascinating properties of magnetic 
materials is their ability to form domains which serve to 
reduce magnetostatic energy. Here we find the material 
divided into two or more volumes, or domains, which are 
distinguished from their neighbours by virtue of dif-
ferences in magnetization direction. A diffuse transition 
region known as the 'domain wall' separates domains. 
Figure 1(b) illustrates how the introduction of one such 
wall produces two domains within the simple bar-shaped 
magnet discussed above. Each end of the magnet now 
consists of a pair of opposite poles, which, since they are 
opposite, tend to cancel one another. Thus the magneto-
static energy is reduced since both the demagnetizing field 
within the material and external field are weakened. The 
more walls we introduce the more effective this reduction 
becomes. However, since additional energy is associated 
with the presence of domain walls, a compromise is 
reached by which the total magnetostatic and wall 
energies are minimized. 

What happens if we now apply a magnetic field along 
the magnet axis? The resulting greater potential energy 
of the domain magnetized against the field direction 
relative to the domain parallel to the field direction 
manifests itself as a force on the domain wall acting to 
reduce the volume of the higher energy domain. Figure 
1(c) shows how wall displacement leads to a new mini-

mum energy domain configuration which represents a 
compromise between lower magnetization but greater 
magnetostatic energy. 

In the foregoing we have assumed that the wall is 
quite free to respond to the applied field by propagating 
through the material. Very often, however, we find that 
domain wall motion is significantly hindered by an 
opposing force which may be likened to frictional drag 
arising, in most cases, from the wall's sensitivity to 
various material imperfections. Thus a threshold field 
referred to as 'domain wall coercivity', or just `coercivity', 
must be applied to initiate wall motion in all but the most 
perfect materials. 

Coercivity is a vital parameter in many magnetic 
material applications which, it should be emphasized, do 
not always call for the low coercivities associated with the 
structurally more perfect materials. For instance, high 
coercivity in permanent magnet materials is essential for 
them to support domain structures which do not mini-
mize the magnetostatic and domain wall energies, and 
thereby retain overall permanent magnetic moments. In 
bubble materials, as we shall see, the opposite quality of 
very low coercivity is sought, so that domain walls 
respond quite freely to changes in magnetic field. This 
requirement dictates the need for highly perfect single 
crystal materials, since grain boundaries between crystal-
lites, surface irregularities and the slightest imperfections 
introduce too high coercivities. 

In bubble technology we are not only concerned with 
being able to initiate wall motion with very low forces, 
but we are also interested in moving walls very fast. 
Walls in various materials respond differently to attempts 
at rapid propagation because they are subject to a re-
tarding force, analogous to viscous drag, which is highly 
dependent on the chemical composition and structure 
of the material involved. The mechanisms responsible 
for this drag are not fully understood. Its magnitude is 
expressed as 'domain wall mobility', which is inversely 
related to the drag. High mobility materials are therefore 
sought for bubble devices. 

3. Bubble Domains 

Domain structures in most materials are complicated 
both by the variety of directions which may be assumed 
by the magnetization, and by the presence of relatively 
large coercivity. Bubble materials present a radical 
departure from this situation in only supporting domains 
magnetized parallel to a single axis, and by possessing 
uniformly low coercivity. 

Let us examine Fig. 2(a) which illustrates a typical 
domain structure for a thin slice of bubble material in a 
demagnetized condition; that is, in the absence of an 
applied magnetic field. Since the coercivity is low, the 
pattern represents the type of compromise already dis-
cussed which minimizes the total of wall and magneto-
static energy. Smoothly rounded walls are obviously 
the best means for reducing wall energy, while the en-
twined snake-like shapes serve to minimize the magneto-
static fields. Though simply conceived in the above 
terms, such a domain arrangement is not so readily 
achieved. Reduction of magnetostatic energy in most 
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(0) ( b) 

SMALL APPLIED 

MAGNETIC FIELD 

NO APPLIED 

MAGNETIC FIELD 

(c) 

LARGER APPLIED 
FIELD GIVES BUBBLES 

• 

• 

• 
• 

Fig. 2. Bubble domains are formed when material is immersed in a suitable applied bias field. 
Photographs of domains in actual material are shown. 

materials forces domain magnetization directions to lie 
in, and not perpendicular to, the plane of a slice. To over-
come this tendency bubble materials must be endowed 
with what is known as 'uniaxial anisotropy'. That is 
to say, the energy of magnetization must vary with direc-
tion, and be sufficiently low along a specific direction to 
resist the magnetostatic force towards in-plane mag-
netization when the material is prepared with this 'easy 
axis' normal to the plane of a slice. Hence we should 
recognize the vital role of uniaxial anisotropy in restricting 
the magnetization to up and down domains. But once 
this has been established we may proceed to discuss the 
behaviour of up and down domains without any par-
ticular regard for the presence of uniaxial anisotropy. 

We also note that since the easy axis corresponds to a 
unique crystallographic direction in these materials, 
single crystals are essential for uniform domain struc-
tures over a slice. One might argue that a suitably 
oriented polycrystalline mosaic can satisfy the need for 
the easy axis normal to the slice. However, the coercivity 
associated with crystal grain boundaries rules out this 
possibility for practical bubble materials. 

If we now apply a small magnetic field normal to the 
slice, domains parallel to the field grow at the expense 
of those oppositely magnetized, and the pattern is 
modified to something like that shown in Fig. 2(b). 
Just as for the bar magnet example, the total energy E, 
which is minimized is given by, 

E, = Ew+Ed+E.  (1) 

Ew= wall energy, 
Ed = magnetostatic energy, 

and E.= magnetization energy. 

where 

When the applied field reaches a critical value the 
'island' domains shown in Fig. 2(b) snap into stable 
cylindrical 'bubble' domains as shown in Fig. 2(c). The 
field may be further increased until, after a threefold 
reduction in diameter, bubbles collapse leaving the slice 
completely magnetized in the direction of the applied 
field. For slices of the optimum thickness (about half the 
average bubble diameter), the field may be varied as 
much as + 20 % between the run-out and collapse limits. 
Additional island domains may be produced by cutting 
existing domains in demagnetized slices with a high local 
magnetic field, such as may be produced at the tip of a 
fine magnetic wire. Figure 10 illustrates this process. We 
shall, however, see that this operation is more elegantly 
performed in bubble devices. The graphs in Fig. 3 show 
how the terms in eqn. ( 1) sum to give a minimum energy 
corresponding to a stable bubble diameter at a fixed 
applied field. Under these conditions bubbles are stable 
for an indefinite period. 

L._ 

Bubble diameter --11› 

Fig. 3. The stable bubble diameter for a fixed applied field is 
determined by minimum total energy. (The dotted line represents 

the total energy.) 
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One particularly useful attribute of bubble materials 
under experimental investigation is their transparency to 
light, which permits domains to be directly observed 
under a microscope. Figure 4 illustrates how observation 
depends on the use of polarized illumination. Oppositely 
magnetized domains rotate the plane of polarization of 
the transmitted light by small amounts in opposite direc-
tions (Faraday rotation) and thus viewing through an 
analyser reveals domains as clearly defined light and dark 
regions. Thence the photographs in Fig. 2 illustrate the 
formation of bubbles under a magnetic field in an actual 
slice of bubble material. 

Magnetic bubbles may be visualized as short cylindrical 
dipole magnets afloat in a near frictionless plane of 
reverse magnetization. They are attracted and repelled 
by field gradients in much the same manner as ordinary 
magnets, and since they are scarcely constrained by 
coercivity forces, respond to such gradients with almost 
frictionless motion. This requires nothing more than the 
propagation of a cylindrical domain wall; no transport 
of material is involved, and thus no mechanical inertia 
limits acceleration of bubbles. Bubbles, just as magnets 
with like poles placed closest, repel one another, and 
therefore display a strong tendency to spring apart when 
moved together. These properties are fundamental to 
the controlled manipulation of bubbles in devices, but 
before they are described we briefly review actual bubble 
materials. 

4. Bubble Materials 

To begin we list the most important properties 
required of bubble materials: 

Uniaxial anisotropy: This must be sufficiently large to 
restrict magnetization to only up and down directions 
normal to the slice. 

Low saturation magnetization: This limits the aniso-
tropy required to lower values, sets the magnetic bias 
field needed for bubble formation at conveniently low 
strength, and, for the materials available, results in 
bubbles of the desired diameter. Typically 4irM,= 200 
gauss. 

Very low domain wall coercivity—less than 24 AT/m. 

Polarizer 

Incident Unpolarized 

light beam light beam 

Linearly 

polarized 
beam 

Polarized 
beam rotated 
in opposite 
directions by 
platelet 

One component 

amplitude 
reduced more 
than the other 
thus providing 
contrast 

Top of 
platelet Analyser 

High domain wall mobility-125 cm s' A" is desir-
able. 

Bubble diameters of about 8 gm. 

Good temperature stability. 

The existence of an acceptable method for the prepara-
tion of defect-free 5-10 gm thick single crystal films of 
material oriented with the easy axis normal to the surface. 

To what extent have these goals been reached? 

The first materials which provided an experimental 
vehicle for bubble research were rare-earth orthoferrites 
—crystals possessing orthorhombic structure, described 
by the chemical formula RFe03, where the element R is 
yttrium, or one of a group known as the rare-earth 
elements. The most fundamental barrier to the use of 
the orthoferrites was that none could be found to support 
small enough bubbles to give economic packing densities 
(about 1 M bit/in.2— 1.5 x 105 bit/cm2). Bubbles 50 gm 
in diameter—less than human hair—were still too large. 
In addition it was found extremely difficult to repro-
ducibly-prepare defect free crystals. These problems have 
been resolved by the discovery at the Bell Telephone 
Laboratories, Murray Hi11,4 that certain synthetic rare-
earth garnet crystals supported 'right' sized bubbles. 
Methods were found for obtaining epitaxial growth of 
these garnet materials in the form of thin uniform 
films on the surface of non-magnetic substrates—a far 
more satisfactory technique than the bulk growth, and 
subsequent slicing and polishing of single crystal 
orthoferrites. 

In these epitaxial techniques the grown material adopts 
the crystalline structure and orientation of the substrate 
on which it is deposited. Rare-earth bubble garnets are 
thus deposited on suitable single crystal substrates which 
also provide the mechanical support essential for 5-
10 gm thick bubble films without adversely contributing 
to their magnetic behaviour. 

The rare-earth garnet system offers considerable 
flexibility for moulding properties to satisfy the above 
requirements. This can be appreciated from the vari-
ability of their chemical composition R3Fe5012, where 
R represents yttrium, or/and a combination of rare-
earth elements, of which ten are widely used. Additional 

Fig. 4. Faraday rotation of polarized 
light transmitted by reverse 
domains is used for optical domain 
observation. 
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control over properties is effected by partial substitution 
of non-magnetic gallium or/and aluminium atoms for 
the iron, usually to lower the saturation magnetization. 

The body of scientific data and understanding which 
have been assembled over recent years, particularly as a 
result of interest in the microwave applications of garnets, 
is a considerable aid in the search for good materials. 
But actual materials development involves a subtle 
mixture of scientific reasoning and pure trial and error in 
a juggling process which, in addition to seeking the best 
compromise between what often appear to be incom-
patible properties, must also offer bubble materials well 
matched to available substrates. The most commonly 
used substrate is gadolinium gallium garnet which, un-
like bubble materials, is commercially available. Com-
positions such as Y1.3GdiYbo . 7Ga0.9Fe4.1012 and 
Er iGd2Ga0.8Fe4.2012 are typical of those grown on this 
substrate material. 

No 'ideal' material has yet been claimed and the best 
composition may have to be selected for each particular 
application. Excellent materials have however been pre-
pared to high standards of perfection and successfully 
operated in devices. Mobility and temperature stability 
are the principal areas requiring improvement. 

5. Growth of Bubble Materials 

Two techniques for the epitaxial growth of bubble 
materials are widely used. Both have their merits. 

Liquid phase epitaxy (1.p.e.) involves the dipping of 
specially polished substrate crystals into a melt of the 
constituent oxides of the garnet composition to be grown, 
mixed with suitable fluxing compounds, at about 950°C. 
Once mastered, this technique is relatively simple, and 
also has the advantage of being fairly inexpensive to 
install and operate. Excellent films have been grown 
with a degree of reproducibility. Figure 5 shows a sub-
strate coated with a 1.p.e. garnet film, alongside a 
polished substrate and the transparent garnet boule 
from which it was sliced. 

Chemical vapour deposition (c.v.d.), as the name 
suggests, is based on the epitaxial deposition of bubble 
garnet films from gaseous mixtures of the appropriate 
metal halides, oxygen and other gases, at temperatures 
around 1200°C. Though considerably more complex 
than 1.p.e., and also more costly to set up, the proponents 
of c.v.d. see it as the better process for the production of 
bubble materials on an industrial scale. 

6. Bubble Devices 

We have described the physical properties of magnetic 
bubbles and their host materials in some detail. We will 
now discuss how these properties may be utilized to 
implement magnetic bubble devices such as memories 
and data processing systems. 

A basic requirement of any bubble device is the pro-
vision of a steady magnetic bias field and the use of 
permanent magnet structure, for this ensures the integrity 
of the stored information in the event of power failure. This 
field, applied normal to the magnetic material slice, may 

Fig. 5. Preparation sequence of substrates coated with bubble 
material by liquid phase epitaxy. 

be varied within a ±20% range without exceeding the 
stability limits of the bubbles, the only effect being a 
threefold reduction in bubble size on increasing the bias 
field between the run-out and collapse stability limits. 

In the bubble devices, which we now describe, the 
presence or absence of bubbles at specific locations con-
stitutes a binary pattern, which is used to represent binary 
information. If we now provide for the controlled crea-
tion, transfer, interaction and detection of bubbles, we 
have the basis of a very compact information storage and 
processing system; a bubble device. Such a system need 
have no moving parts, can be designed with a small 
number of electrical connexions, consumes little power, 
and promises to be cheap and reliable. Single crystal 
garnet materials which support bubble sizes in the order 
of 8 gm are available. Packing densities up to about 
106 bubbles/in2 (1.5 x 105/cm2) may be achieved for 
this size before the repulsive forces between bubbles 
interfere with device operation. 

Bubble generation and annihilation are means by 
which information may be written into and removed 
from devices. Used in this manner it is clear these func-
tions must be controlled. Information may also be 
introduced without these functions by rearranging the 
locations of a fixed number of bubbles, rather like beads 
on an abacus. However, such a system loses the freedom 
of allowing every bubble location to be used to store a bit. 
Propagation allows function facilities such as bubble 
generation and detection to be restricted to a few loca-
tions on the material, between which information is 
transferred by propagation. 

Also in the processing of bubble patterns the repulsive 
interaction between bubbles in close proximity may be 
utilized. This effect can be used to divert a bubble in two 
alternate directions depending on the presence or absence 
of another bubble in some adjacent position. Such 
magnetic bubble systems will also be provided with read-
out facilities, that is, detection devices for bubbles or 
bubble patterns. 

Thus to convey what is involved in the design of a 
complete magnetic bubble system we describe how the 
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following essential operational functions may be realized 
and organized to yield various device properties: 

PROPAGATION GENERATION ANNIHILATION 

DETECTION INTERACTION 

7. Bubble Propagation 

The ease with which bubbles can be moved about their 
host material is fundamental to all devices. Various 
propagation techniques which are employed for the con-
trolled movement of bubbles along selected routes will 
be described. The propagation tracks themselves nor-
mally consist of linear arrays of bubble locations, which 
also function as the memory of the device. Propagation 
normally involves translation of all the bubbles in a track 
by the same number of locations in a shift register 
fashion. 

The velocity of propagation2 y of a bubble is described 
by the equation of motion, 

Ivi= (L1-º)-118- / d-H e 
\ 2 / IA ex  

where 

(2) 

pw = wall mobility, 
He= domain wall coercivity, 
= applied field normal to the slice, 

x = distance in the plane of the slice, 
in the direction along which Hz changes, 

and d = bubble diameter. 

Also 
2M, 

Pw = 
fi 

where /3 is the viscous damping factor and M, is the 
saturation magnetization. 

Hence the term 

CH, 
—), 

which defines a gradient in the bias field across a bubble, 
constitutes the motivating force for bubble propagation. 
Bubbles tend to move away from regions of high field by 
a process of repulsion similar to that occurring when a 
bar magnet is held in the non-uniform field of another 
similar magnet. Conversely they are attracted by regions 
of lower field. The wall coercivity If determines the 
magnitude of the field gradient required to initiate bubble 
motion, after which the velocity that may be achieved 
depends on the mobility term. (Velocities of 200-1500 
cm/s have been achieved.) The distance a bubble can 
move along a particular field gradient is limited by the 
need to maintain the bias field within the bubble run-out 
and collapse field limits. Thus low coercivities, generally 
below 24 AT/m, are important in ensuring adequate 
bubble propagation distances within the stability limits. 

If, however, a moving field gradient is applied to the 
bubble, there need be no limit to the propagation dis-
tance. The bubble will effectively 'slide' on the gradient, 
on which it finds a position such that the motivating 
force associated with the magnitude of the gradient at 
that point just balances the retarding forces arising from 
coercivity and viscous damping. 

As the bubble moves in response to the field gradient 
the volume of material between its starting and finishing 
positions is switched from magnetization in one direction 
normal to the platelet surface to the opposite direction, 
and back again. The minute energy required to switch 
this volume of material must be supplied by the applied 
field, and represents the basic mechanism of power 
dissipation in moving a bubble. 

If a travelling periodic series of suitable field gradients, 
with a spatial period of a few bubble diameters, can be 
generated near the surface of a platelet a stream of 
bubbles can be propagated in the plane of the platelet. 
Several means of generating such travelling field gradients 
have been experimented with successfully, notably the 
3-phase conductor and T-bar magnetic propagation 
circuits. 

7.1. Three-phase Conductor Propagation Circuit 

Figure 6 shows a linear array of gold conductors 
photoengraved on a glass plate. This pattern is a square 
spiral of three conductors, which are connected together 
at the centre of the spiral. When driven with a 3-phase 
sinusoidal oscillator, the pattern generates a travelling 
magnetic wave which has been used to propagate mag-
netic bubbles in a variety of orthoferrites and garnet 
platelets. 

Fig. 6. 3-phase conductor spiral for bubble propagation. 

A platelet was simply placed close to the pattern, and 
provided the magnetic bubble diameter was comparable 
to the conductor pattern period, propagation occurred 
at the rate of three conductor periods per complete 
cycle of the three phase drive currents. Typical drive 
currents of 10 mA r.m.s. per phase were required. 

Defects in the material, such as crystal and surface 
polishing imperfections, can cause deviations in the 
propagation path of a bubble, or cause the bubble to 
stop entirely. Bubbles propagated by such a pattern may 
be confined to specific paths by the introduction of 
permalloy guide rails perpendicular to the conductors. 
Guide rails photoetched from a 5000 A (0.5 pm) thick 
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H 
4— 

evaporated permalloy film and of approximately the same 
width as the conductor lines were introduced on the other 
side of the magnetic platelet. Propagation rates of 
1-10 M bit/s are feasible using conductor patterns. 

7.2. T-bar Magnetic Propagation Circuit 

Figure 7 shows a pattern of T and I shaped bars' 
fabricated on a glass substrate from a 5000 A thick 
81 % Ni 19% Fe evaporated permalloy film using 
standard photo-lithographic techniques. This pattern 
provides another method of producing a periodic series 
of travelling magnetic field gradients at the platelet 
surface, when it is immersed in a magnetic field which 
rotates in the plane of the platelet. Figure 8 indicates 
how the rotating field induces attractive and repulsive 
poles in the permalloy elements. A bubble will be 
propagated one period of the pattern per 360° rotation 
of the drive field. During fabrication, evaporation of the 
permalloy is carefully controlled to produce films with 
isotropic magnetic properties, and low coercivity (He). 
Films with He less than 120 AT/m are acceptable, and a 
rotating field amplitude of about 1600 AT/m is sufficient 
to saturate the permalloy elements along their longest 
dimensions. The bar elements in Fig. 9 are approxi-
mately 25 x5 ktm, and are suitable for propagating 
10 gm diameter bubbles. The 5:1 aspect ratio of these 
elements provides them with what is known as shape 
anisotropy. While easy saturation of the elements is 
possible along their length, the larger demagnetizing field 
across the elements tends to prevent saturation in this 
direction. Without such shape anisotropy the magnetic 
bubbles would tend to rotate around the permalloy 
elements in a spurious propagation mode. 

These permalloy elements can be arranged in large 
arrays to form long serial shift registers that can be used 
for storage applications. Such patterns have the 

Fig. 7. T-bar array showing the 
propagation of a 0.002 in diameter 
bubble for a single field rotation. 

H 

advantage that magnetic bubbles may be stored and 
moved without any physical connexions, access being 
achieved through rotations of the in-plane rotating 
magnetic field. The energy required to switch the perm-
alloy elements and move bubbles through the platelet 
material, is, of course, supplied by the rotating field 
drivers. 

S S 41111 01! 

N 

H 

(In- plane rotating 

magnetic field ) 

Cylindrical bubble domains 

Fig. 8. The bubble is attracted to poles induced in T-bar elements 
by a rotating in-plane magnetic field. 
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Fig. 9. A section of a large bubble shift register array. 
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Propagation rates of 1-2 M bit/s have been reported 
for this type of circuit. The in-plane rotating magnetic 
field may be generated by two sets of mutually perpen-
dicular Helmholtz coils. These are driven by sinusoidal 
currents with 90° phase difference between each coil set, 
thereby producing a uniform rotating magnetic field. 
Helmholtz coils provide a large volume of uniform field. 
They are driven by integrated circuit drivers which are 
controlled by means of a Johnstone ring counter con-
trolled by a master clock. Ring counters provide a con-
venient method of controlling the phase shift between 
the two drive currents. Such a digital control arrange-
ment allows easy decode of the field rotation increments 
for timing purposes. The arrangement is also a con-
venient source of trigger pulses for stroboscopic observa-
tion of the dynamic magnetic domain behaviour. 

8. Bubble Generation 

Figure 10 shows the path left by a magnetic wire probe 
after cutting across and subdividing the light strip 
domains. A magnetic cutting field can also be generated 
by means of current pulses in conductor loops. Larger 
currents than used to propagate bubbles are necessary. 

Figure 11 shows the configuration of a conductor-
controlled generator that utilizes a permalloy pattern to 
stretch the magnetic domain which may then be cut by 
means of a current pulse through the conductor loop. 

The generator is loaded with a seed domain which will 

rotate around the perimeter of the square pattern under 
the influence of magnetic poles induced in the permalloy 
by the rotating magnetic field. The sequence (b) to (g) in 
Fig. 11 shows the seed domain rotating. When the seed 
domain is influenced by poles induced on the other 
permalloy elements, as in the sequence at (e) and (f), the 
domain is stretched. A current pulse in the conductor 
loop at the time shown in (f) will cause the generation of 
a bubble as shown in (g). This bubble will then be pro-
pagated away along the permalloy track. If the conductor 
loop is not pulsed with current the stretched domain will 
be pulled back under the square shaped permalloy by a 
strong pole induced as shown in (b). Thus no bubble 
generation occurs. The conductor is pulsed with current 
according to the input information. This process of 
generating bubbles may be continued indefinitely without 
depleting the seed domain because the energy required 
to maintain the size of the seed is supplied continuously 
from the rotating field through the interaction of the seed 
domain and permalloy generating element. Free-running 
permalloy generators which generate one bubble for 
every complete rotation of the field without the aid of a 
conductor have also been fabricated. 

9. Annihilation 
In a magnetic bubble device such as a memory, facilities 

for erasing information are required. This means we must 
be able to annihilate unwanted magnetic bubbles. The 
simplest means of achieving this is locally to increase the 
bias field above the critical value for bubble collapse. 
This can easily be accomplished with a conductor loop, 

Fig. 10. The path left by a magnetic wire probe demonstrates the 
cutting of domains. 
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Fig. 11. Bubble generation circuit. 

which requires connexions and a current source. How-
ever, permalloy patterns have been devised that can cause 
a bubble to collapse under the influence of the rotating 
magnetic field used for propagating and generating 
bubbles. 

10. Detection 

A bubble detector forms an essential part of the 
devices. Three basic methods of detection are shown in 
Fig. 12. In Fig. 12(a) is shown a simple method of 
electromagnetic induction where a conductor loop is 
arranged so that the magnetic field of a passing bubble 
will couple with it, thus inducing a small electromotive 
force. In orthoferrites, at typical bubble propagation 
velocities, no more than 100 µV output may be obtained 
for a single loop. The output voltage could be increased 
by expanding a bubble at a read-out location, but this 
would require excessive platelet area. Also the detector 
loop could be made into a multi-turn coil, but this is 
difficult on such a small scale. 

The magneto-optic detection method shown in Fig. 
12(c) is almost identical to the system used for domain 
observation as shown in Fig. 4, with an appropriately 
small light source and a photo-diode replacing the 
human eye. The source, detector and other optical 
components as shown in Fig. 12(c) are carefully aligned 
either side of the platelet at the desired read-out location. 
This read-out method has the advantage that it can 
operate with stationary bubbles but is severely limited in 
sensitivity for small bubble diameters. The multiple 
layers of optical components would be difficult to 
assemble and the losses in the various layers demand a 
high intensity source and the accompanying power 
dissipation. 

Conventional Hall effect devices which respond to 

Seed domain 

(d) 

Seed domain 

/ 
il 
S N 

S N 
N 

SI  

(g) 

> 111k 

Bubble 

magnetic fields are too large for the detection of magnetic 
bubbles. A much smaller silicon Hall effect device with 
an active area matching that of the bubble has been 
developed.' A usable signal of 1 mV is obtained by 
means of the interactions of the flux emanating from a 
0.05 mm (2 mils) diameter bubble with an externally 
supplied current of 10 mA flowing in the Hall device 
(Fig. 12(b)). 

Experiments with magnetoresistors'' 8 indicate that 
these devices are very suitable for magnetic bubble 
detection. The magnetoresistor consists of a 200 
(20 nm) thin film rectangle of permalloy with two con-
necting leads of 5000 A (0.5 pm) thick gold. When 
activated with a current flow its resistance will be reduced 
by a magnetic flux density at right angles to the current 
flow and in the plane of the device. This device is also 
sensitive to an in-plane rotating field as well as the 
tangential component of a bubble's magnetic field. 

(a) 

Hall device 

Sense coil 

Platelet 

Sense coil 

(b) 

Photodiode 

Analyser 

X/4 plate 

Platelet 

••••,, 

I polarizer 

Light source 

Hall device 
or 

magnetoresistor 
Magnetooptic 

detection 

Fig. 12. Detection methods. 

(c) 
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Magnetoresistor 
detector 

Platelet 

Bubble 
domain 

Fig. 13. Side view of the contours of constant in-plane field from 
a typical bubble domain. 

Changes in resistance of approximately 3% can be 
obtained. Figure 13 shows the magnetic field of the 
bubble. Optimum output from this detector is obtained 
when the centre of the magnetoresistor is directly over 
the edge of the magnetic bubble and as close as possible 
to the surface of the platelet. 

Figure 14 shows typical outputs from a magneto-
resistor arranged in a bridge circuit as a bubble crosses 
over the detector. Curves A3 and A5 are the responses 
of a 0-03 mm wide detector to 0-076 mm and 
0.127 mm diameter bubbles respectively, and B3 and B5 
are the corresponding responses of a 0.005 mm wide 
detector to the same bubbles. C5 is the response with the 
detector further away. Figure 15 shows how the output 
of the device is limited by heating effects at higher current 
densities. 

Figure 16 shows an optimized detector bridge design.' 
The magnetoresistor is compatible with the fabrication 
of bubble device conductor and magnetic overlays and 
can be fabricated in sizes compatible with magnetic 
bubbles. Since magnetoresistive detectors of this type 

-4-3-2-1 0 1 2 3 4 

Bubble centre to detector 

Fig. 14. Magneto-resistive bridge detector output with bubble to 
detector spacing. 
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Fig. 15. Magneto-resistive bridge detector output against detector 
input current. 

have a flat frequency response up to at least 30 MHz 
and operate at power levels of a few milliwatts, they are 
very suitable for bubble detection. The bridge con-
figuration permits cancellation of voltages derived from 
magnetoresistance variations due to the in-plane rotating 
field. The magnetoresistor bridge can be fabricated to 
have resistance and output signal characteristics suitable 
for amplification by integrated circuits. Figure 17 shows 
an arrangement used. 

11. Bubble Interaction Logic 

The effect of a magnetic field gradient on a bubble has 
been discussed. In bubble circuits performing logic 
functions magnetic bubbles are moved into the influence 
of magnetic fields, which can emanate from other mag-
netic bubbles, current-carrying conductors or magnetic 
circuit elements, the resulting interaction causing alter-
native routing of magnetic bubbles. 

Gold conductor 200 X Permalloy 

[1.— 5000 Si Permalloy 

Magnetic bubble 

Fig. 16. Magneto-resistive bridge configuration for magnetic 
bubble detection. 

In the bubble devices described so far the manipulation 
and reconfiguration of bubble patterns by externally 
controlled means only have been discussed. This control 
is exercised by the in-plane rotating drive field in inter-
action with the permalloy patterns and/or electrical 
signals supplied to conductor loops on the surface of the 
bubble carrier. 

The repulsive interaction between bubbles can be 
utilized to execute internal control over propagation, 
generation and annihilation, by employing device 
elements similar to T-bar structures to cause two bubble 
streams in different propagation tracks to be incident at 
an interaction area. 

The simplest interaction device, called a conditional 
transfer gate, is shown schematically in Fig. 18(a). It 
features two input channels S and X, three output 
channels S', V, W, and an interaction area between the 
channels X and S. A bubble entering channel S is pro-
pagated straight to the output S'. If, at the same time, 
another bubble enters the input X, then this bubble will 
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Fig. 17. Bubble detecting circuit. 

be deflected into channel W by the repulsive force from 
the bubble in channel S. If channel S is empty, then the 
bubble in channel X propagates to the output V instead. 
This gate resembles a transfer relay and performs the 
logic functions, 

S'=S; V=S•X; W=S•X. 

When the input channel X is connected to a free running 
bubble generator which, in fact, provides the signal X = 1, 
then the outputs yield, 

S' = S; V=S; W = S. 

Thus, the gate can be operated in a logically complete 
way, since inversion, replication and the AND function 
can be realized. 

A particularly useful feature of this gate is the con-
servation of one input variable. This allows the design 
of logic networks, which in combination with a free-
running bubble generator can compute any desired logic 
function and its complement." The conservation of the 
input pattern is an important feature for associative 
processing where several successive computations have 
to be executed on the same logic variables. 

Another useful basic logic element is a device merging 
two propagation tracks. This gate, shown schematically 
in Fig. 18(b), can be used to perform the OR function 
between two mutually exclusive signals. 

As an example, a tree-structured network employing 
a bubble generator, conditional transfer gates and merg-
ing gates is shown in Fig. 18(d). It computes all min-
terms of three input variables and merges the appropriate 
terms to yield the complementary functions, 

Z = VI V2V3+Vi V2V3-1-Vi V2V3+ VIV2V3 

Z = V.172 V3 + V1T2V3 + V1V2V3 + Vi V2V3. 

As can be seen in the diagram the input pattern is 
preserved. 

Other logic gates utilizing bubble interactions and 
track merging have been described in the literature, the 
common feature of all these gates being bubble conserva-
tion between inputs and outputs. For instance, devices 
which perform the AND and OR functions simultaneously, 
and another one which yields two AND and an exclusive 
OR function have been reported.' These gates combine 
either one interaction area and a merging area, or two 
interaction areas and a merging area respectively. In all 

the gates logic functions are performed on every corres-
ponding bubble in two serial bubble streams. 

12. Potential Applications 

The methods of generating, moving, detecting, anni-
hilating, and interacting bubbles form the basis for con-
structing bubble devices with many applications in the 
telephone and computer industry. The high packing 
density, very low power requirement, small size and 
simplicity of interconnexions promise the development 
of a mass memory with a capacity of more than 107 bits 
contained within less than half of one cubic foot. By 
utilizing the unique properties of bubbles such a memory 
would be inherently low in cost, would have no moving 
mechanical parts, and would retain all stored information 
in the event of an electrical power failure. Very high 
reliability and lifetimes may therefore be expected. It 
seems that replacement of disk files is an attractive target 
for bubble memories. Such memories would probably 
operate in the serial mode and would not therefore be 
able to compete with the speed of semiconductor and 
other fast memories. They should, however, be cheap and 
fast enough to replace disk files by offering more reliable 
operation, in less volume and at lower power levels. 

The development of a gate that allows bidirectional 
transfer of magnetic bubbles from one circulatory storage 
loop of permalloy elements to another under the control 
of a conductor field, will provide greater flexibility in the 
organization of a mass memory. 

Figure 19 shows a useful mass memory organization» 
which consists of a number of storage loops arranged 
so that bubbles may be transferred to an empty access 
loop by means of bidirection transfer gates controlled 
by conductors. These gates may transfer one or several 
bubbles according to the memory organization. The 

s' 

(a) Conditional 
transfer gate. 

V1 

(b) Exclusive 
merging gate. 

V2 V3 

vi V2 V3 

(c) Bubble 
generator. 

(d) Example of tree-structured logic network that generates all 
minterms and yields a desired output logic function. 

Fig. 18. 
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a faster memory in a system employing a hierarchy of 
memories. 

An appropriate mix of storage and logic function 
could result in cheap associative memories and pro-
cessors. Such memories could overcome access and 
serial search time limitations by the use of multiple 
access methods that would enable simultaneous search 
for, and output of, information. 

13. Conclusion 

We have given a broad account of many aspects of 
magnetic bubble technology, ranging from a description 
of the nature of bubbles and their host material, to a 
survey of the repertoire of techniques which has been 
devised to exploit their unique properties. 

The feasibility of this technology has been well 
established, and what remains is the not inconsiderable 

2 
task of development. While there seems little doubt of 
a place for magnetic bubble technology in future data 
storage and processing systems, many novel applications 

I 
may also be expected to emerge. 

Ann hItlator 

Transfer gate 

Fig. 19. Mass memory organization. Bubbles are stored in closed 
loops from which they may be transferred to an access loop for 

read-out and write operations. 

bubbles in all the storage loops, and the access loop, 
are circulated around their respective loops in the same 
direction under the influence of a rotating in-plane field. 
When bubbles are transferred to the access loop they 
are propagated past the detector for read-out purposes. 
Whilst data is in the access loop it can be erased and 
replaced with new data if required. Otherwise, after 
passing the detector, the bubbles continue around the 
access loop, until they return to positions adjacent to 
their original storage loops, from which they can be 
transferred back into their storage sites. Erasure of 
data is accomplished by transferring bubbles into a 
minor loop terminated by an annihilator. New informa-
tion is written into the memory by transferring bubbles 
from a bubble reservoir, formed by a minor loop fed by 
a generator and terminated by an annihilator, to the 
access loop, by means of a transfer gate controlled by 
incoming information. These new bubbles are circulated 
in the access loop for subsequent transfer to their storage 
loops. This type of organization is flexible, and allows 
a high ratio of storage capacity to the number of detectors 
which are relatively expensive. A number of blocks as 
shown in Fig. 19 can be arranged in an array, so that large 
blocks of information could be read out for transfer to 
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SUMMARY 

Electromagnetic, conduction and magnetic induction 
techniques for communicating or navigating under-
water are discussed in the light of some 75 published 
references. 

• The Decca Systems Study and Management Division, Jubilee 
Way, Chessington, Surrey. 

1. Introduction 

The author's interest in the application of electric and 
magnetic fields underwater originated from a study into 
underwater navigation sponsored jointly by the Decca 
Navigator Company Limited and the National Research 
Development Corporation. The study considered all 
possible techniques which might be used to provide a 
medium for communication, position fixing and naviga-
tion including obstacle detection, for use by divers, 
submersible vehicles and surface support units. 

At the time of the study, detailed information on the 
subject of electric and magnetic fields underwater 
appeared to be lacking. Some recent reports, however, 
have shown a renewed interest and describe new devices 
which use these techniques and are currently available. 

This paper is intended to provide an introduction to 
the subject and to the associated papers, and refers to 
some of the 'new devices' which have recently been 
developed. A comprehensive, but by no means 
exhaustive, bibliography is given for those wishing to 
pursue the subject. 

2. Applications 

The last few years have seen a tremendous increase in 
the number of organizations with interests in the peace-
ful exploration and exploitation of the sea and the sea-
bed. Reasons vary from purely economic and political 
considerations to the need to seek alternative and 
additional sources of food, minerals and energy to meet 
the world's increasing demand. 

The nature of the environment and its vast size have 
necessitated the development of sophisticated equip-
ment and techniques to facilitate exploration. Sub-
mersible vehicles have been designed to transport men 
and instruments on extended midwater and seabed 
excursions. Very recently the use of manned sub-
mersibles for pipeline survey in the North Sea has been 
suggested by a major oil company. 

Whatever the application, however, whether it con-
cerns an instrument package, a diver or manned or 
unmanned vehicle, whether operating in the compara-
tively shallow continental shelf regions or in the deep 
oceans, information links of some kind or another are 
prerequisite. The link may be used for a variety of pur-
poses such as: 

position fixing obstacle detection 

guidance communication of data/voice 

measurement of speed remote control 

3. Methods 

Information can be transmitted underwater in a 
variety of ways. Direct methods necessitate the use of a 
mechanical link or electrical cable. Other methods 
involve the transmission of information in the form of 
light, sound or electric and magnetic fields. Invariably, 
however, there are limitations. Optical systems are 
generally limited to extremely short ranges because of 
backscatter and absorption. In the North Sea, for 
example, visibility is often zero or at best limited to 
1-2 feet due to suspended matter in the water. Acoustic 
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systems are the most versatile and widely used means of 
underwater signalling and communication generally 
available. Both optical and acoustic systems however 
are unable to penetrate behind an object and suffer from 
shadow zones. In shallow water, the use of acoustic 
techniques can be severely affected by multi-path propa-
gation due to reflection and refraction. The com-
paratively slow speed of propagation in water of the order 
of 1500 m/s is a limiting factor in terms of data rate. 
Where optical systems fail because of suspended matter 
in the water, and acoustic systems because of the 
existence of high ambient noise levels, methods using 
electric and magnetic fields may offer an effective 
alternative for use over short distances. Such methods 
would not be so liable to shadowing and could be used 
where security is required. 

For the purposes of this paper only, the application 
of electric and magnetic field techniques to underwater 
signalling have been defined as follows: 

Electromagnetic propagation—radio signals which are 
transmitted through air and water (e.g. the Omega 
navigation system). 

Conduction—techniques in which an electric field is 
created by current flow through the water between 
spaced electrodes. 

Magnetic induction—methods in which a magnetic 
field is created due to current in an insulated con-
ductor. 

The above classification is primarily one of convenience 
based on the method of transmission and reception, 
although clearly the above effects cannot be so isolated 
for theoretical treatment. 

4. Theoretical Considerations 

Before reviewing some of the more recent 'new devices' 
it is perhaps appropriate to note some of the properties of 
seawater affecting the generation and propagation of 
electric and magnetic fields. 

Conductivity: Typically 4 siemens per metre for sea-
water and 0.001 siemens per metre in the case of 
fresh water. Conductivity depends on a number of 
factors including salinity, temperature, pressure and 
excitation frequency. 

Permeability: Usually taken to be that of free space, 
i.e. 4n x 10-7 henrys per metre. Both fresh and salt 
water are non-ferromagnetic and hence have 
negligible magnetic polarization. 

Permittivity: Dependí on frequency because water is 
a polar liquid but considered constant at frequencies 
below 109 Hz. The permittivity relative to free 
space varies between 78-81. 

Polarization: Sea water is an electrolyte and subject 
to polarization effects unless current flow through 
the water is alternating. 

The theory of electromagnetic radiation underwater 
will not be considered here but for convenience the 
various parameters such as wavelength, attenuation, skin 
depth and velocity are shown plotted with respect to 
frequency on Fig. 1 based on a value of conductivity 

equal to 4 siemens per metre. The graph is correct for 
frequencies in the e.l.f., 1.f. and m.f. bands where con-
duction currents dominate and displacement currents are 
negligible. 
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Fig. 1. Wavelength, attenuation and velocity of electromagnetic 
waves in sea water. 

The graph illustrates the vast difference in wavelength 
between air and water. 

At 100 kHz, for example, 

2„;,. = 3000 m whereas 2sea = 5 m (a reduction of 600:1) 

At 10 kHz, 

= 30 000 m 2sea = 15.9 m (a reduction of 190:1) 

At frequencies at which conductivity effects pre-
dominate sea water is considered to be a good conductor 
and the attenuation rate increases rapidly with increase 
in frequency. At 100 kHz it is approximately 11 dB/m 
whereas at 10 kHz it is approximately 3.5 dB/m. 

Velocity of propagation is very much reduced in water 
and at a frequency of 1 Hz approaches the velocity of 
sound in sea water, i.e. 1500 m/s. 

Electromagnetic radiation incident at the air-water 
interface is nearly all reflected, only a very small fraction, 
dependent on frequency, polarization, sea-state, etc., 
being refracted. There is thus a considerable interface 
loss. 

5. Electromagnetic Propagation 

Underwater reception of electromagnetic signals 
propagated through the atmosphere is limited to the low 
and very low frequency bands because of the severe 
loss at the air/water interface and subsequent attenuation 
within the medium. 
The first practical development in this area took place 

in 1918 when a loop antenna was adopted for use on 
submarines of the U.S. Navy.' The antenna was in-
tended to be used for communication and direction 
finding. Apart from this early work very little is reported 
until the theory of electromagnetic radiation underwater 
was described in a thesis by Moore in 1951.2 This paper, 
dealing with the theory of communication between sub-
merged submarines, considered both electric and mag-
netic field components of vertical and horizontal dipoles 
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Fig. 2. Typical SEDAR application with the transmitter/receiver 
unit inset. 

immersed in a conducting half space. The bibliography 
lists various other significant contributions in this area. 

At the present time efforts are continuing into the use 
of Omega by submarines for near surface position fixing. 
Omega is a very low frequency ( 10-14 kHz) c.w. hyper-
bolic navigation system designed to provide coverage 
on a world-wide basis using a network of eight ground 
stations. Very little has been published into the use of 
Omega underwater. Difficulties are known to exist due 
to uncertainty as to the magnitude of the phase shift 
which occurs at the air—sea interface. Because of the 
difference in wavelength between air and water, depth 
must also be known so that the depth component can be 
eliminated. 

In fresh water the picture is improved because the 
conductivity is much less than in sea water although the 
interface loss remains. During operations with the 
Vickers submersible Pisces in Loch Ness communication 
between surface and submersible were established in 
water depths greater than 30 m ( 100 ft) using portable 
receivers with a simple whip antenna mounted on the 
submersible. The reason for this extreme range is due to 
the purity of the water of Loch Ness. The frequency 
used is believed to be 150 MHz. 

The successful transmission of electromagnetic waves 
underwater at frequencies up to 7 MHz have been 
reported in the literature.3 In experiments with a 6 m 
dipole lowered to a depth of 76 m in sea water, a range of 
460 m was claimed using a 250 W transmitter. 

6. Conduction Fields 

A discussion of theories of conduction signalling is 
given in the companion paper by M. J. Tucker." 
The three systems described below illustrate the way in 
which conduction field techniques have been reported 
as being used with some success. The applications des-
cribed include: 

Remote command signalling 

Obstacle detection 
Voice communication 

6.1. Remote Command Signalling 

The system described by the Braincon Corporation' 
is designed to actuate a remote release mechanism to 
facilitate the recovery of deployed gear or instrument 
packages at or near the seabed. The system is usually 
referred to under the trade name SEDAR which stands 
for Submerged Electrode Detection And Ranging. The 
equipment consists of a surface towed transmitter array 
and a combined receiver and release mechanism moored 
at depths down to 200 m. A typical application is 
illustrated in Fig. 2. It is claimed that the system will 
operate at slant ranges up to 1000 m. Power output is 
quoted as 1000 W at 115 V ac. 

6.2. Obstacle Detection 

Another practical application using underwater elec-
tric fields is that of obstacle detection which has recently 
been reported.7 The application is described as an 
effective aid to blind navigation in restricted waters. It 
is claimed that the system can be used by both surface 
and underwater vessels for negotiating narrow channels 
and operating in close proximity to the seabed. 

The principle of operation is analogous to that of the 
electrolytic tank in which the distribution of potential 
is obtained by field plotting techniques. In the present 
application, by applying an alternating potential across 
two electrodes mounted in the water at bow and stern 
respectively, an electric field is produced in the water 
surrounding the hull, with the current flowing in the sea 
between the electrodes. A functional diagram is given in 
Fig. 3. 

For the purposes of this explanation, it is assumed 
that the water surrounding the hull extends to infinity in 
all directions and that the hull is symmetrical in shape 
about the longitudinal vertical centre line, and has a 
continuous surface constructed of similar material. 

Under these idealized conditions, therefore, current 
between bow and stern electrodes, will be symmetrically 
distributed in some manner either side of the hull. Thus 
no potential difference will exist between two electrodes 
symmetrically disposed about the hull since they would 
be located on a line of equipotential across which current 
cannot flow. If now a material, which is either a conduc-
tor, with conductivity different to that of the media, or 

Channel 

vs 

Fig. 3. Functional diagram of obstacle detection system. 
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an insulator is placed in the vicinity of the hull but on 
one side only, then the lines of current flow around the 
hull on that side will be distorted depending upon 
whether current has to flow around or through the 
material. When this occurs however, because the current 
distribution is affected, so also are the lines of equi-
potential about the hull. Thus by comparing port and 
starboard potentials with respect to the bow electrode, 
a port or starboard obstacle can be detected as shown in 
Fig. 4. This device can thus be used to detect the 
presence of obstacles which produce anomalies in the 
known electric field surrounding the ship's hull. 

Channel indicators 

L ° R 
Bow hazard 

R 
Attitude 

R 
Stern hazard 

Fig. 4. Typical configuration of obstacle detecting system. 

In practice it has been found that wave action and the 
boat's pitch and roll determine the useful detection 
range. This was quoted as of the order of 1+ boat lengths 
for the smaller vessels but was expected to be of the 
order of 2-3 boat lengths on larger ships and 
submarines. 

Certain fish are capable of generating an electric 
field around themselves and using this as a means for 
detecting the presence of obstacles and prey. In some 
electrically strong fish the power generated is con-
siderable and is used for stunning their prey and foe.' 

6.3. Voice Communication 

A system described as operating on the principle 
of power-modulated 'conduction current signalling' 
appeared in a press announcement in the latter part of 
1968. 9 The system, which had been demonstrated to 
the U.S. Navy, was claimed to provide a means of 
communication, close-in area surveillance, navigation 
and guidance, and could be used by divers or in diver 
warfare. Attenuation rate using this method of pro-
pagation, according to the announcement, was 0.077 dB 
per metre (0.026 dB/ft) compared with 2.3 dB/m 
(0.75 dB/ft) for electromagnetic energy. No frequency 
was given, although 2.3 dB/m indicates a frequency of 
about 4 kHz (see Fig. 1). 

A communication system using the same principle 
was developed by the same company to enable SCUBA 
divers to communicate with one another and with their 
surface support units." Each diver wears a combined 
transmitter-receiver unit strapped to his chest and has 
two electrodes, one forming part of the chest pack, the 
other attached to the ankle. The diver uses a throat 
microphone and has headphones in his helmet. Ranges 

of up to 100 m in 30 m water depths are claimed using 
10 W of power. A shore-to-diver system providing 
coverage over 5 km' is possible with electrode separation 
of 355 m and 160 W of power, for the base station. 

7. Magnetic Field Systems 

Two applications of magnetic field systems have been 
described, the first of which is used to provide a means of 
guidance, the second is a voice communication system. 

7.1. Guidance System 

The use of leader cable to provide a means of 
guidance has been employed in both aircraft and marine 
applications. The system is based on the detection of 
the magnetic field surrounding a conductor carrying a 
low-frequency alternating current. A loop antenna is 
used to detect the field and this information is pro-
cessed to provide a left/right steering indication. In the 
aircraft application, which is no longer in use, two 
cables were installed, one either side of the runway and 
its approaches, to provide a means of defining the run-
way centre line. 

The use of leader cables for marine applications was 
first investigated by the Admiralty Research Laboratories 
in 1918 and a system was in use about this time in the 
approaches to Portsmouth Docks from the Nab Tower. 
Similar systems are believed to have been installed sub-
sequently at Harwich and at New York. A report 
published in 1924" contains a good account of both 
theoretical and practical investigations into the use of 
submarine cables with sea-return and submarine loops. 

A more recent review into the use of leader cables for 
marine navigation has been prepared by Sothcott." 

7.2. Voice Communication 

A communication system designed for surface air to 
diver voice transmission, and named SEA-TEL, has 
been developed which, according to the literature,' 
radiates a strong alternating magnetic field as a carrier 
which is modulated at audio frequency. The method, it 
is claimed, is not affected by the air-water interface and 
has a range of 30 m at a frequency of 12 kHz. 
The third paper of this colloquium, by R. M. Dunbar, 

outlines some recent experimental work which has been 
carried out in this field." 

8. Conclusions 

It would appear that electric and magnetic field 
methods might be employed over short ranges in 
circumstances where acoustic noise levels are very high 
or where multi-path interference is severe or where 
security is a requirement. Without comprehensive 
experimental data no proper conclusions can be drawn 
and it is clear that further research is required. 
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SUMMARY 

The concept of conduction signalling is that 
electric currents are injected into the sea by means of 
electrodes, producing resistive potential differences 
which are detected using another pair of electrodes 
at a distance. It is shown that even at low audio 
frequencies electromagnetic effects must be taken 
into account, and doing so leads to the conclusion, 
surprising at first sight, that the electrodes are largely 
incidental and that it is the wires connecting them 
which control the launching and detection of the 
signals. 

* National Institute of Oceanography, Worm/ay, Godalming, 
Surrey. 

1. Introduction 

The conduction signalling discussed in this paper and 
the magnetic signalling discussed in an associated paper 
by R. M. Dunbar' are different aspects of signalling by 
electromagnetic waves in the sea. The difference lies both 
in the conceptual approach and in the means used for 
launching the waves, so that different theory is also 
required. 

The theory of a conducting cable in the sea carrying 
alternating current and with an earth return was worked 
out by Carson and Gilbert2 in 1921. This is an excellent 
piece of work and has been and is likely to remain the 
definitive paper. However, it has the vices of its virtues. 
Its mathematics is too complex for the average busy 
engineer to follow in detail, and thus the underlying 
physics of the problem tends to get obscured. Because it 
is obviously correct and the conclusions have been tested 
against measurement (in carefully-controlled circum-
stances), it tends to be taken for granted. Taken together, 
these mean that when someone tests a cable in real con-
ditions and finds that the results are not as expected, he is 
surprised and at a bit of a loss as to what to do. (Such a 
case, reported by Jones et al.,3 has been discussed else-
where.4) Also, the work is concerned with the trans-
mission characteristics of the cable and it is difficult to 
extract the results relevant to conduction signalling. 
Thus, the present author does not apologize for present-
ing a simplified analysis. 

The detailed theory is given in an Appendix: only the 
relevant results are quoted in the main body of the paper. 

As pointed out in the associated paper by Bogie,' there 
is remarkably little literature on the subject of conduction 
signalling and what there is, is remarkable for its incorrect 
theory and inadequate descriptions of experiments. The 
trouble with the latter seems to be that the authors have 
not appreciated the basic physics of the problem and 
therefore have not presented the facts which would en-
able one to assess the results. For a more general dis-
cussion of electromagnetic propagation in the sea, the 
reader is referred to the paper by Moore.' Some of his 
results relate to what is in effect a form of conduction 
signalling. 

2. Theory 

Electromagnetic waves in the air depend on the inter-
action of electromagnetic e.m.f.s and displacement 
currents: or one can think in terms of a balance of electro-
magnetic and electrostatic voltages. In the sea, however, 
at the sort of frequencies we are concerned with, the effect 
of the displacement currents is negligible: they are com-
pletely swamped by the conduction currents. Thus, the 
basic equation in the absence of boundaries is that the 
electromagnetic e.m.f. equals the resistive back e.m.f. 

In these circumstances the problem of a long, straight, 
single, insulated conductor surrounded by an infinite sea, 
carrying an alternating current and with a return through 
the sea, becomes very similar to the conventional skin 
effect problem but turned inside out. The effect of the 
concentrated current in the conductor is to hold the re-
turn current flow close to it. The density of the return 
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current falls off with increasing distance from the wire 
according to a Bessel's function with a scale parameter 
r0=0,mor* (for the definitions of symbols see the 
Appendix). However, when the equation is converted to 
its far-field form it is more convenient to use the 'skin 
depth', 

ro‘/2 =,./(2/g0co). 

This is plotted as a function of frequency in Fig. 1. 
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102 104' 

Frequency, Hz 

106 

Fig. 1. Skin depth as a function of frequency (assuming a= 4 siemens 
per metre). 

Equation (12) in the appendix gives the return current 
density as a function of the radial distance r from the 
wire exactly, and for practical cases this reduces to 
equation (14). When r is much greater than rc, this 
equation further simplifies to show a wave propagating 
radially with heavy attenuation: 

— 1 ( È P(nr)* exp d exp j (c3r + .   
8 

This equation is derived by using the assumption that 
the wire diameter is much smaller than ro, which will 
normally be the case. It may be noted that the diameter 
of the wire then has no effect on the result. 

The first term on the right-hand side represents the 
cylindrical spreading, the second term the exponential 
attenuation, and the third term the propagating wave. 

One other important fact may also be noted. As has 
already been pointed out, the basic equation used 
balances the electromagnetic e.m.f. against the resistive 
back e.m.f. Thus, there are no potential differences pro-
duced in the water. One can see that this must be so using 
another argument. There is no current flow at a great 
distance from the wire and therefore no potential dif-
ferences. There is no mechanism for producing radial 
e.m.f.s, therefore there are no potential differences near 
the wire. The energy dissipated by the current flowing 
in the resistive medium is supplied by an increase in the 

(2) 

real part of the wire impedance. (The alternating cur-
rents flowing in the water induce a back e.m.f. in the 
wire.) When one connects two electrodes in the water by 
a wire parallel to the main conductor one picks up an 
e.m.f. equal to the back e.m.f. of the current in the 
resistive medium, but it is in fact induced in the wire by the 
changing magnetic field, and the electrodes are only 
acting as sliprings. It thus depends on the routing of the 
wire and not on the position of the electrodes. It is lack of 
appreciation of this fact which has led to most of the con-
fusion in the reports of experiments, and may indeed 
partially account for some of the unexpected results. 

The final factor which we must take account of is dis-
persion. From equation (1) it can be seen that the skin 
depth 63 varies inversely as the square-root of the 
angular frequency (Saco- +). Thus, at a given distance r, 
i is heavily dependent on frequency. Putting 

= A, 

some manipulation of equation (2) gives 

CA) w 3 r 

75-0) r const • = 74 2$5• 
(3) 

3. Calculations on Some Typical Cases 

It is useful to put in some figures in order to get a feel 
for the problem. Assuming that the conductivity 
= 4 siemens/metre, which is a typical value for sea 

water, 

at 300 Hz, ô = 14.6 m 

Voltage gradient = Il/0 i/4 volts/metre 

= 14,1 2-24 x 10-3 e r / 1 4 .6 vim 
‘ir 

At a range of 100 m, the voltage gradient is therefore 

x 2.2 x 10-7 V/m. 

Beyond this the gradient falls off by slightly more than 
1/e for every 14.6 m. 

One must remember that the impedance and band-
widths are very low, so that an I,,, value of 100 A is 
probably attainable, and 10-8 V can probably be de-
tected. Even so, this formula would lead to the conclu-
sion that the maximum range at 300 Hz is unlikely to 
exceed 200 m. 

Even at 30 Hz, the voltage gradients at 500 m range 
are approximately 2.5 x 10-1° 4, V/m, which must be 
near the limit of detectability. 

Thus one is working at values of x (= r/r0) of up to 
about 20. Putting typical values into equation (3) to 
calculate the dispersion effect: 

(S/ °) 
when x = 10, • 11 —4 — 2.8 

(50)/r const — 

when x = 20, pl co 
• 11 
—i •-•. — 6.3. 

\&01 r const  — 

Thus, in the first case the received voltage changes 
nearly 3 times as fast in proportion as frequency changes, 
and in the second case over 6 times as fast. It is therefore 

454 The Radio end Electronic Engineer, VoL 42 No. 10 



CONDUCTION SIGNALLING IN THE SEA 

rather surprising that Schultz6 is able to say about 
experiments to transmit speech over such a link that 
'tests show that there is no serious loss of intelligibility 
due to dispersion'. 

3.1. The Effects of Short Source Wires 

We have assumed so far that the primary wire is 
infinitely long. Equation (2) shows that we are dealing 
with propagating electromagnetic waves with a wave-
length of 27E45 = 8.88 ro. This is, as one would expect, 
the wavelength calculated for plane electromagnetic 
waves.' However, the attenuation length is only /1/27-t 
and so the beam-forming process will not work in the nor-
mal way. It might be possible to calculate the patterns, 
but for the present discussion we need only make two 
elementary points concerning the effect of shorter wires: 

(i) The field strengths will never be significantly 
above those calculated for an infinite source wire and will 
usually be less. 

(ii) They will generally be greatest in a plane per-
pendicular to the wire and passing through its centre. 

3.2. Anomalous Results of Experiments 

As pointed out in the associated paper by Bogie', 
various authors quote measured ranges far in excess of 
those calculated by the above methods. It seems likely 
that these are due to the sea not in fact being infinite. 
All the effects of a nearby surface which is comparatively 
an insulator will tend to increase the range, but the pro-
cess usually considered to be most likely to predominate 
is an 'escape' of the transmitted wave into the air where it 
travels as an air wave along the sea surface, leaking energy 
back into the sea which is picked up by the receiver. 
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5. Appendix 

The Theory of the Return Current Distribution 

List of Symbols 

conductivity of sea water, S/m 
(SI unit for conductance is the siemen— 
S = Sr i) 

co 
k=(poco)l 
ro=11k 

o = r0,12 
x= rlro=kr 
X= RIro=kR 

Consider an insulated long straight conductor of over-
all radius R surrounded by an infinite volume of sea 
water. The following assumptions will be made: 

(i) Axial symmetry. 

(ii) The displacement current term in the electromag-
netic equations may be neglected. In plane wave 
propagation in the sea' this is valid for frequencies 
below about 10 Hz. It is equivalent to saying 
that the scale of the phenomenon with which we 
are dealing is small compared to the wavelength in 
a medium with the same permeability and dielectric 
constant but no conductivity. The results show 
this to be the case. 

Note that i and I have been taken as positive in op-
posite directions. Though not perhaps formally correct, 
this avoids the currents in the water appearing with a 
negative sign. 

Referring to Fig. 2, consider e.m.f.s round the loop 
marked with arrows. The e.m.f. due to the change in 
current density with radius is given by 

(11a)[i+br(ailar)]-11cr = (ilo)c5roilar. 

That due to the changing magnetic field is 

(3(Bc5r)13t = Sr(OBIDt). 

electric current density, A/m2 
total electric current within a radius r, !A 
electric current in the conductor, A 

magnetic flux density, Wb/m2 
radial distance from the centre of the 
conductor 
radius of the cable 

permeability of sea water taken as 
go= 4n x 10, Wb A-1 m-1 

angular frequency of 4, 
parameter with dimensions of L-1 
characteristic length defining the scale 
of the phenomenon 
'skin depth' 

non-dimensional normalized radius 

14-- 1 m --si 

Conductor 1_ -_ t Radius R 
+insulation--  

Fig. 2. Geometry for the calculations. 
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These must balance, so that 

1 Di DB 
- = O.  (4) 

Dr Di 

If the total electric current within the radius r (in-
cluding the current in the conductor) is 1, then 
B =µ112nr. Inserting this in equation (4) gives 

Di pa DI , 
r - = u. 
Or 21r at 

(5) 

Since all& --= 2irri, one can differentiate equation (5) 
with respect to r, substitute this equality, and with 
some reduction obtain 

021 lOi Di 
(6) 

which is the basic differential equation of the pheno-
menon. 

The temporal term is eliminated in the usual way by 
considering a sinusoidal current with angular frequency 
co, so that 

= F exp (jcot) 

where F is a function of radius r. 

Substituting in equation (6) gives 

d2F 1 dF 
dr 2 r dr pcc.jcoF = O. 

Putting pow = k2 and x = kr gives 

2 d2F dF 2 
X - +X - - jx F = 0. 

dx2 dx 

The solution of this is a Bessel function expressed in 
Kelvin functions (see, for example, °lye'', equations 

(9.9.3)) and is 

F = C(bero x +j beio x)+D(kero x +j keio x). 

Now bero x and beio x are functions increasing rapidly 
with x, whereas from physical reasoning we know that 
F decreases as x-. Therefore C= 0 and (following 
the usual convention and omitting the subscript 0) 

F = D(ker x +j kei x)  (9) 

ker x and kei x are tabulated (for example, by Olver8) 
and are plotted in Fig. 3. 

The value of the constant D must now be determined, 

+2 

ker 

+1 

Fig. 3. The Kelvin functions ker x and kei x. 

X-. 

(7) 

(8) 

the criterion being that 
CO 

S 2trri dr = 1„ 

co 
or k21/21r = S xi dx where X = kR 

co X 
= Xi dx- $ xidx. 

Using equations (7) and (9) 

(10) 

xi dx = exp (jcot)D I (x ker x +j x kei x) dx 

= exp (jcot)D(x kei' x -j x ker' x)  (11) 

(Olver,8 equation (9.9.21)) 

The second bracket in ( 11) -. 0 as x-, so equation 
(10) becomes: 

k21w127c = - exp (jcot)DX(kei' X - j ker' X) 

or D = - k2 l'„f2nX(kei' X -j ker' X) exp jcot. 

Using equations (7) and (9) 

k2 1  
1-w = —27rX • kei' X - j ker' X . (ker x +j kei x). 

 (12) 

In practice one is concerned with values of X less than 
0.1, which, for example, represents the value for a cable 
5 cm in diameter carrying 500 kHz in water with a salinity 
of 35% at 15°C. By considering the polynomial 
expansions of kei' x and ker' x, and neglecting terms less 
than 10-3 of the modulus, one finds that 

1 kei' X +j ker' X  

ker' X -jker'X = (kei' X)2+(ker' X)2 
jX 

,••• - 0.5X3 in (X/2)   1 - 0-393X2....(13) 

When X= 0.1 the real term here is less than 2% of the 
imaginary term and 0.393 X2 is less than 4 x 10-3, so 
for approximation purposes this expression reduces to 
-jX. This is valid to better than 1 part in 103 when 
X<0•02. Using this approximation 

Ii k 2 
(kei x -j ker x).  (14) 

v, 2n 

It is interesting to note that one can partially check 
this result very easily as follows. The total in-phase 
return current as a fraction of lw 

CO 

= S real part of (i/4) . 2irr dr 

CO 

- k2 S r kei x dr = - S x kei x dx 
X 

- S x keixdx = 1 

which is correct. 
c0 

Similarly, I imaginary part of (i//w). 2nr dr 

S x ker x dx = 0. 
o 
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Colloquium on 'Conduction and Magnetic Signalling 
in the Sea' held in London on 10th February 1972. 

SUMMARY 

The theoretical predictions for an electromagnetic 
wave in both free-space and an infinite conducting 
medium are considered and an experimental 
technique is described which was used to measure the 
variation of signal strength with distance for a 
magnetic- loop transmitter-receiver system 
submerged in sea-water, at a mid-water depth 
(100 m) where boundary effects could be ignored 
safely. 

Underwater communication of audio-frequency 
signals in real time is normally carried out using 
acoustic techniques, but occasionally there are reports 
in the press of 'magnetic carrier' or 'conduction field' 
systems having ranges in the sea which apparently 
exceed those expected for a conventional 
electromagnetic wave. 

• Underwater Technology Group, Department of Electrical and 
Electronic Engineering, Heriot-Watt University, 31-35 
Grassmarket, Edinburgh EH1 2HT. 

1. Introduction 

Long-range electromagnetic wave communication 
through a water mass of high conductivity is to all 
practical purposes impossible due to high attenuation,' 
except at extremely low frequencies where low informa-
tion rates permit only slow-speed telegraphy. However, 
for work underwater by SCUBA divers a maximum range 
of 50 m is very often more than adequate, particularly 
in areas of poor visibility where the diving team maintains 
close contact, and while this requirement is usually met 
by standard acoustic communications equipment there 
are certain circumstances where an alternative would be 
desirable; for example, in regions of high acoustic noise, 
or when working on opposite sides of an acoustically 
reflective mass. 

For this reason and the fact that a commercial in-
strument with intriguing claims of performance was 
advertised in the U.S. press,2 together with the author's 
belief that submarine electromagnetic wave propagation 
was a subject which would lead to long-term interesting 
university project work, not necessarily directly con-
cerned with communications, theoretical and experimen-
tal studies in this area were commenced. 

2. Scope of Study 

On occasions, terms such as 'conduction current sig-
nalling'. and 'magnetic carrier system'2 have appeared 
in the press and while it is not doubted that communica-
tion over a distance underwater was achieved in these 
cases it is believed that the fields described were but 
aspects of the complete electromagnetic wave generated 
by the relevant sending device and were not in themselves 
new types of information carriers. 

Essentially this brings one to the study of electro-
magnetic waves generated, propagated and received with-
in an infinite or bounded dissipative medium, and to 
practical considerations such as suitable antenna designs, 
radiation resistance concepts and electrical noise. 

Much work has been carried out concerning these 
problems» 5-1° together with relevant studies in the 
field of subterranean electromagnetic wave propaga-
tion,''' but the practical aspect of a compact diver-to-
diver electromagnetic wave communication system did 
not appear to have been covered explicitly. 

The requirement of a compact communication equip-
ment immediately ruled out ideas of large diameter 
magnetic loop antennas, trailing wires' for conduction 
field signalling, certain forms of electric dipoles used for 
submarine-submarine communications, while for further 
reasons of electrical performance electric dipoles, in 
general, seemed less suitable" than equivalent magnetic 
dipoles. 

For these reasons it was decided to study the applica-
tion of a small magnetic loop antenna to the problem, 
both theoretically and experimentally, in order to derive 
design criteria and the predicted performance of such a 
communication system. 

The specific aims of the study were as follows: 

(i) Theoretical: The prediction of the electromagnetic 
field components generated by a magnetic loop 
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antenna immersed in a dissipative medium, and 
the estimation of the e.m.f. induced in a similar 
loop immersed in the same medium at various 
distances, and at various frequencies. (An infinite 
dissipative medium is assumed.) 

(ii) Experimental: The development of equipment to 
generate a variable frequency time-varying mag-
netic field, produced by a magnetic loop antenna, 
immersed at sufficient depth in sea water to enable 
sea-surface and sea-bed boundary effects to be 
safely ignored; the receiving loop being adjustable 
in position relative to the transmitting loop, while 
remaining in mid-water, with readings of induced 
e.m.f. being taken remotely on board a support 
vessel. 

While it is possible to use increased salinity and 
frequency physically to scale down experimental equip-
ment". 15 it was decided to carry out tests using full-
scale equipment under actual operating conditions, in 
order that real problems would be encountered and that 
effects of atmospheric noise would be introduced 
realistically. 

3. Theoretical Background 

3.1. The Magnetic Loop in Free Space 

e 

a 

Fig. 1. Components of magnetic field at a distance r associated with 
a loop carrying a current 1. 

At a radial distance r from a small circular loop carry-
ing a current I= /0e two components of magnetic field, 
Ho and H, exist. Because of circular symmetry there is 
no variation with respect to (/). Ho and H, are given as 
follows: 

m0 sin O ei(w"t) { /32 /3 1} o • o Ho —  
42r r r r 

m0 cos 0 ei(*"-P') {. /30 1} 
1/, —  J -r-2 173 22r 

(1) 

(2) 

where mo = loop current x loop area 

= 'magnetic moment' 

= /0 

= Ioira2 

fib = phase constant of free-space 

= co/c 

= 22r120. 

At any point in space the total time-varying field will 
be the vector sum of Ho and H,. If we take O = 90', i.e. 
the point of measurement in the plane of the loop, 
Ho--. Ho „,„x and 0. 

Conventionally, the three terms of the Mo expression 
are described as follows: 

1/r variation: radiation component; 

1/r2 variation: induction component; 

1/r3 variation: magnetostatic component. 

At small distances (compared to wavelength) from the 
loop the 1/r2 and 1/r3 terms predominate, and it is only 
in the far-field where r > 11130, i.e. r > .1.0/22r, that the 
radiation term (1/r) becomes the predominant com-
ponent. Further, the concept of radiation resistance is 
defined in terms of the radiation component, and can be 
shown' to have the value RR = 202r2(/30a)4 ohms. 

When this is evaluated for loops of normal dimensions, 
and in any case it is only valid for 2na 1, RR has a 
very small value, usually much smaller than the a.c. 
resistance of the loop. 

Consequently a loop antenna is very inefficient for 
transmission purposes and is usually employed only for 
reception in conjunction with a high-Q tuned circuit. 
However, if a loop is used as a transmitting antenna with 
an m.m.f. of the order of 50 AT (ampere-turn) useful 
levels of magnetic field exist within the near field of the 
loop and it is within this region that measurements were 
obtained during this study. 

Returning to the expression for Ho (as given in eqn. ( 1)) 
it can be seen that, for a given applied current and range, 
Ho is proportional to the area of the loop. For portable 
equipment the loop must have small dimensions and con-
sequently one is forced to increase the effective area 
artificially through the use of a permeable core" and a 
multi-turn coil. This is quite successful provided the flux 
density is kept well below the saturation level. 

Thus the effective area becomes N1 Si 11,(eff) where NI 
is the number of turns, and U r-r(eff)1 is the effective relative 
permeability of the core of the transmitting loop. Many 
shapes of core are possible". 18 but the present experi-
mental work was carried out using conventional ferrite 
rods with a measured Aldo of approximately 50. 

The magnetic flux density at a distance r from the loop, 
in its plane, is Bo= 110H0, and if a similar loop is used 
as a receiving antenna at this point, the magnetic flux 
linkages through this second coil will be 

Be(N2 Pr(eff)2 SD, 

assuming the loops to be aligned for maximum induced 
signal by the Ho component. 
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Thus the e.m.f. induced across the receiving loop will 
be 

e = — c1(1)2 = — i(0412, d t 

assuming sinusoidal variation. 

Hence the final expression for the induced e.m.f. in 
the receiving loop is 

en,„,= 
HC°120 /0(N111r(eff)i SI) X 

X (N2 1/Keff)2 S2) exp j(cot — fir) x 
4ir 

This equation has been evaluated using the parameters 
of the practical system and the predicted and measured 
results for free space are compared in Section 4. 

3.2. The Magnetic Loop in a Conducting Medium 

In Section 3.1, it was assumed for a wave propagating in 
free-space, that the propagation constant consisted solely 
of the phase constant Po. In certain special cases, of for 
example, a wave travelling through an ionized gas," 
through rock deep underground," or through a conduct-
ing liquid as under consideration here, the propagation 
constant is complex, being a function of both the con-
ductivity and the permittivity of the region. The follow-
ing conditions apply: 

(i) free space 

Y = Ntia)P..koe =.icoNhie = ifio 

(ii) conducting medium 

Y = NA(010 -Fic08). 

For sea water with a fL, 4 S/m, a » we at frequencies of 
interest, therefore 

•Licome 
cop« 

= . (1 +j). 
2 

Thus the exponent of the field components for the free-
space expression is modified from j(cot —130r) to (jcot —yr), 
where y itself is complex. 

For simplification of analysis16 the term expressing the 
time variation, en, is usually omitted from equations, 
and this procedure will be adopted for the rest of this 
paper. 

Referring to the same coordinate diagram as used for 
Section 3.1, the 110 component of magnetic field from an 
identical loop antenna, this time immersed in an infinite, 
uniform, homogeneous conducting medium, is given by 

M exp ( —jyr) { 1 1 . 
110—   jcog+ — + --2 sal 0 A/m 

4n  gr jaw/. 
(4) 

where 

M = .icoPo /in /SI Ni(Ref. 27) 

= 'magnetic moment' 

7 = N/-2— (1. +j) 

colta 

= propagation constant 

jcole = a +jcoe o• for sea-water 

= complex permittivity 

= 

= intrinsic impedance. 

Continuing from the expression for H0 as in Section 
3.1, an expression may be obtained for the e.m.f. induced 
in a similar ferrite-cored receiving loop at a distance r 
from the transmitting loop, the loops being in the same 
plane to maximize the H0 component. Thus 

2 en„„= co2 µ0µrip,N N2 Si S2 exp (— jyr) x 

{jcoe 1 
X + 

r gr jaw 

(5) 
where all constants are as previously defined. 

Equation (5) has been evaluated for a range of values 
of r, for various operating frequencies and for the various 
parameter values encountered during field trials. The 
results are presented in Section 5 together with experi-
mental results, for comparison. 

3.3. Radiation Resistance of Loop 

The calculation of radiation resistance for an antenna 
in free-space involves obtaining an expression for the 
power flow through a spherical surface and dividing this 
by the square of the current which creates that power 
flow." In a conducting medium, however, the expression 
for the total power crossing a sphere of radius R is found 
to be a function of R unlike the free-space case which is 
independent of R." 29 Therefore the evaluation of 
radiation resistance, so useful in antenna design, becomes 
impractical for a conducting medium. 

This dependence of power flow on R is intuitively 
reasonable since the electromagnetic wave is continu-
ously attenuated as it progresses through the dissipative 
region. Furthermore, the 'inductive' 1/r2 component, 
normally associated with a 'reactive power flow' to and 
fro in the near field of the antenna, is now associated with 
a real power loss' in the dissipative medium, since the 
amount of power returning to the antenna each cycle is 
obviously less than that leaving it, due to dissipation in 
the near field. 

3.4. Enclosure of Loop in a Radome 

Following on from Section 3.3 it is reasonable to 
assume that the highest attention of field components will 
take place close to the antenna, but this effect has been 
shown to be considerably more serious with electric 
dipoles than with magnetic dipoles.6 Also it has been 
shown9 that for the case of the magnetic dipole the field 
components are not significantly affected by the presence 
of the enclosure, provided its dimensions are small com-
pared to the skin-depth of the surrounding medium. This 
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is fortunate since the size of a portable instrument must 
be minimized, and simple laboratory tests with the 
experimental loops referred to in this paper confirmed 
this detail. 

3.5. Conductivity and Permitivity 

In sea-water for the frequencies used in these experi-
ments 

WE, by a factor of 104 

If however a ws the analysis is considerably more 
complicated, as can be the case for subterranean 
communication." 

4.' Experimental Techniques 

4.1. Aims of the Experimentation 

The aims may be grouped under three headings: 

(i) verification of predicted values of induced e.m.f. 
for various ranges and frequencies, including the 
effects of ambient electrical noise; 

(ii) development of relevant electronic circuits, bear-
ing in mind the limitations in power of equipment 
capable of being carried by SCUBA divers; 

(iii) packaging of the circuitry for operation with high 
ambient water pressure and operation of the 
equipment under real conditions at sea. 

4.2. Free-space Measurements 

It was possible to use available laboratory equipment 
without modification for field measurements in air. The 
block diagram of Fig. 2 is self-explanatory. 

Measurements were taken along a 50 m calibrated 
range, the transmitting and receiving loops being kept 
in the same plane as they were moved apart. 

The audio frequency modulation facility was found to 
be useful for signal identification during initial experi-
ments when working at maximum range. 

4.3. Deep Sea-water Measurements 

In order that the assumption of an infinite conducting 
region be justified it was necessary to carry out the 

MODULATION11 

VARIABLE 
FREQUENCY 
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/1 
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READOUT 

CURRENT 
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TUNING 

DEMODULATOR 
AND 

AMPLIFIER 

emax (R M S.) 

CALIBRATED 
MICROVOLTMETER 

«ma( 
SHtINT 
TUN 
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Fig. 2. Block diagram of the experimental set-up for the free-space 
measurements. 

.4 

DISTANCE r 

TERYLENE ROPE 

12 x COAXIAL CABLE 
11 e TERYLENE ROPE 

J1 x COAXIAL CABLE 
11 x TERYLENE ROPE 

RECEIVING LOOP 
IN CONTAINER 

WOOD/ PLASTIC 
FRAMEWORK 

CONCRETE BLOCK 

COMPLETE TRANSMITTER 
AND LOOP IN CONTAINER 

CONCRETE BLOCK 

Fig. 3. Arrangement used for loop-positioning. 

measurements with both the transmitter and receiver 
loops immersed in deep water, at such a depth that bound-
ary effects could be neglected. With a loop m.m.f. of 
50 AT a maximum range of approximately 20 m was 
anticipated before the signal would fall below 0.1 µV 
across the receiver loop. A location was found where 
tests could be carried out with 90 m of water both above 
and below the measurement loops and this was considered 
to be entirely satisfactory. 

The location for sea-trials held on 16th December 
1971 was off the West Coast of Scotland, and experiments 
were carried out near Oban, at two miles from Rudha an 
Ridire, bearing 280° Magnetic, where the depth was 
200 m. 

4.3.1. Loop positioning equipment 

The problem of moving the loops apart precise dis-
tances under water while maintaining the same orienta-
tion was solved eventually by constructing a framework 
carrying the receiving loop which would slide up and 
down a pair of plastic ropes supporting a heavily weighted 
platform on which was mounted the transmitting loop: 
this is illustrated in Fig. 3. It must be stated that there 
was no remote reading facility for checking the relative 
orientation of the loops, to avoid any twist in the rope-
framework arrangement being interpreted as a genuine 
fall in readings of induced e.m.f. However, the following 
precautions were taken: 

(i) the spacing between the ropes was made reason-
ably wide ( 1.5 m); 

(ii) the 'fixed' transmitter unit was attached to a heavy 
concrete block (50 kg), keeping the ropes taut; 

(iii) all measurements were made with the support 
vessel stationary and during the period when 
slack water conditions existed. 
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Fig. 4. Transmitter circuit. 
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While it cannot be stated with certainty that there was 
no twist of one loop relative to the other, there were no 
indications of periodic variations in signal strength and 
all measurements followed similar patterns when re-
peated. Also, any small relative angular motion would 
be of little effect since a 25° rotation causes the signal to 
fall by only 10%, due to the sin O variation. 

4.3.2. Transmitter 

It was desirable to have a completely self-contained 
transmitter and loop, partly tá simulate conditions that 
might have to be met with a diver communication system, 
and partly to avoid problems of spurious conduction 
pick-up due to any inadvertent electrical leakage. 
Furthermore the problems of series tuning the transmit-
ting loop through a 100 m length of coaxial cable were 
avoided. However, it was felt necessary to have a d.c. 
power feed from the surface to give some flexibility in 
control. 

The transmitter circuit (Fig. 4) was found to perform 
quite satisfactorily. It is based on a Wien-bridge power 
oscillator followed by a matched series tuned circuit 
incorporating the transmitting loop. 

The loop current is controlled by varying the d.c. feed 
current (one reason for the d.c. power feed from the 
surface) and a linear relationship exists between these 
two currents, as can be seen from Fig. 5. Less than a 1 % 
frequency variation occurs when the d.c. current is varied 
over a 2:1 range. 

Since the transmitter would be operating in a cold 
environment of varying temperatures, its temperature 
stability was checked in an environmental chamber. The 
stability was found to be more than adequate (see Fig. 6). 

To cater for immersion in 100 m of water the trans-
mitter circuit and loop were mounted in a 12.5 cm 

A 

3 

2 
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33 kHz 

A D.C. 

Fig. 5. Graph of loop current against d.c. feed current. 
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Fig. 6. Transmitter frequency stability against temperature variations 

diameter PVC cylinder with removable end flanges, the 
cylinder being filled with transformer oil to pressure-
balance the equipment. Compression of the oil with 
increasing depth was compensated for by a flexible end-
plate, and all electronic components used were selected 
for suitability under this mode of operation.' 

4.3.3. Receiver 

The receiving loop antenna was coupled through a 
balanced 100 m feeder cable to a tuned preamplifier with 
a gain of 10, and the output taken to a calibrated wide-
band transistor microvoltmeter. The block diagram of 
the complete receiver is shown in Fig. 7. 

5. Predicted and Experimental Results 

5.1. Magnetic Loop in Air 

The variation of the e.m.f. induced in a loop antenna 
at various distances and frequencies for a transmitter 
current of 1.0 A r.m.s. is shown in Figs. 8(a) and (b). 
It will be noticed that the theoretical and measured values 
are in close agreement. 

The minimum signal that could be received was a loop 
e.m.f. of 0.8 µV. At this level electrical noise was of a 
comparable magnitude. 

5.2. Magnetic Loop in a Conducting Medium 

The variations of predicted and measured values of 
loop e.m.f. for a transmitter loop current of 1-0 A r.m.s. 
and various frequencies and distance are shown in Figs. 
9(a) and (b). 

Rx LOOP 

N2S2Fr2 

Fig. 7. Block diagram of the receiver. 
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Fig. 8. Variation of e.m.f. induced in a loop antenna in free-space with distance, r, at different frequencies. 

In this case the forms of the two sets of curves are very 
similar. The minimum detectable signal was approx-
imately 0.2 µV, being limited by atmospheric and receiver 
noise. 

5.3. General Observations from Results 

The variation in induced e.m.f. in air follows a 1/r3 
variation approximately showing the predominance of 
the near-field terms for ranges considered here. Further-
more, there is an expected increase in e.m.f. as the 
frequency is increased, and the curves remain parallel. 

In contrast, the variation in e.m.f. for a conducting 

E 

100 

10 

10 

10-4 

10-5 

10 kHz 

4 kHz 

4 kHz 
10 kHz 

i 1 1 1 1 1 11 \ 

20 kHz 

. I a , .1 1 1 1 

10 
r ( m 

(a) Computed values. 

100 500 

500 

medium displays a more complex variation with the slope 
continuously changing, with a crossover point where the 
relative amplitudes of signals of different frequencies are 
reversed. This illustrates the dispersive nature of a 
conducting medium. 

Electrical noise noted during field trials was largely 
atmospheric in origin,22 man-made low frequency sig-
nals being heavily attenuated before reaching the receiv-
ing antenna at a depth of 100 m. One interesting feature 
noted was that there was a relative absence of noise at the 
lowest frequency used (4 kHz), this corresponding to a 
noise attenuation frequency band.23 
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Fig. 9. Variation of e.m.f. induced in a loop antenna in conducting medium with distance r, at different frequencies. 

462 The Radio and Electronic Engineer, Vol. 42, No. 10 



MAGNETIC LOOP TRANSMITTER RECEIVER SYSTEM IN THE SEA 

6. Final Comments 

The experimental results for electromagnetic waves in 
the sea illustrate clearly the rapid fall in loop e.m.f. as the 
distance between transmitter and receiver is increased, and 
suggest that the maximum range of a low frequency 
communication equipment using small loop antennas 
with permeable cores is likely to be approximately 50 m 
for a transmitting m.m.f. of 50 AT. However, the 
range is dependent on several factors, particularly the 
salinity of the water, and hence greater ranges would be 
expected" in regions with a large fresh water inflow. 

For a typical salinity (conductivity about 4 S/m) the 
results indicate that greatest ranges are achieved using the 
lowest frequencies, particularly in the noise attenuation 
band,' and further suggest that the 'magnetic moment' 
M of eqn. (4) should be as large as possible. Since the 
physical size of the loop is limited by considerations of 
portability this means that ¡I,. (IN) should be maximized. 

During the experiments the transmitter current was 
produced by a power oscillator, but tests have shown that 
if the loop is made the inductor of a parallel-tuned 
amplitude-modulated class-C oscillator, then the loop 
current becomes Q(effective) x feed current, with obvious 
advantages as regards battery-operated equipment. 

Receiver sensitivity and signal/noise ratio have a large 
bearing on the maximum attainable range, and con-
ventional techniques such as superheterodyne receivers 
and single-sideband transmission would be expected to 
give a considerable improvement over the simple single-
tuned receiver and c.w. transmission used for the tests. 

Operation in very shallow water can give higher 
received signal levels than in deep water, but this is due to 
a large proportion of the transmitted energy being pro-
pagated above the water mass. Such a mode of propaga-
tion is difficult to predict quantitatively but at best the 
received level can only approach the free-space results 
shown in Fig. 8(a). 
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MEETING REPORT 

Implantable Cardiac 
Pacemakers 

R. E. TROTMAN, 
M.Sc., Ph.D., F.Inst.P., C.Eng., M.I.E.E.t 

A COLLOQUIUM organized jointly by the Medical and 
Biological Electronics Group Committees of the ¡ERE 
and the Institution of Electrical Engineers entitled Implan-
table Cardiac Pacemakers', was held at the London School of 
Hygiene and Tropical Medicine on 11th May 1972. 

Dr. E. Sowton (Guy's Hospital, London) introduced the 
subject with a brief history. Research into artificial electric 
cardiac pacemaking began in 1954, and the first pacing of a 
patient—by means of electrical stimuli, applied across the 
closed chest, produced by an external pulse generator—took 
place in 1957. The first attempt to implant part of the pace-
maker was carried out in Sweden in 1959, the technique being 
to attach the electrodes directly to the heart and to bring the 
wires out through the skin to an external pulse generator 
The major problems were that the wires were easily broken, 
and infection set in and reached the heart easily. The endo-
cardial technique, in which electrodes are passed to the heart 
through a vein, was also used. In this technique infection less 
easily reaches the heart. The first implant of a complete pulse 
generator/electrode system took place in the USA in 1962. 

There are two commonly used types of totally implantable 
pacemaker: the fixed-rate pacemaker and the demand pace-
maker. In the fixed-rate pacemaker a continuous train of 

* Reprinted, by permission of the Editor, from Bio-Medical 
Engineering, 7, pp. 277-9, July 1972. 

t Instrument Department, Wright-Fleming Institute. St. Mary's 
Hospital Medical School, London W2 1PG. 

Devices Implants Ltd., Photograph 

Implantable Demand Pacemaker showing the platinum-iridium 
indifferent electrode. 

pulses is produced regardless of the heart's action. In the 
demand pacemaker a continuous train of pulses is produced 
unless a QRS wave from the heart is detected, in which case 
the wave inhibits the pulse generator for a period equal to the 
interval between two successive QRS waves of a heart beating 
at a given rate. There is a short period (of the order of 100 to 
200 ms) immediately after a stimulus during which neither 
a QRS wave, nor any other wave, will inhibit the device. 
One particularly dangerous condition may arise with a 

demand pacemaker. External electrical interference may pro-
duce the same effect as a QRS complex and inhibit the pulse 
generator. Some recent devices are so designed that inter-
ference causes the apparatus to operate at a fixed, but high, 
pulse rate, which is not dangerous but which warns the 
patient the apparatus is not functioning properly. 

Totally implanted pacemakers were said to have a five-year 
lifetime, but in practice, even today, they seldom operate 
satisfactorily for more than three years. 

Devices Implants Ltd., Photograph 

The thick film circuit module of the Implantable Demand 
Pacemaker. 
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Another device, the induction pacemaker, is also used for 
artificially stimulating the heart, but its use is limited mainly 
to hospitals in the Birmingham area of the UK. In this tech-
nique an electrode system and a coil are implanted with the 
coil situated just under the surface of the skin, and the pulse 
generator is mounted externally. A current is induced into the 
implanted coil by means of an external coil, which is mounted 
in the same module as the pulse generator, positioned over the 
implanted coil. (The technique is discussed later.) It is 
estimated that in the UK 20% of new pacemakers fitted are 
the induction type, the remainder being the totally implanted 
type. 

Dr. Sowton also discussed various technical requirements 
and problems. The amount of energy required to stimulate 
the heart (the threshold energy) increases over the first eight 
to ten days of stimulation and then decreases over the next 
few days, usually up to the tenth to fourteenth day. It then 
remains constant. The output of the generator has to be 
adequate to stimulate the heart at its maximum threshold 
level, and 50 µJ has been found to be adequate. 

An early problem, that of electrode fracture, appears now 
to have been solved. Similarly, electrolysis of the electrodes 
used to be a problem, but recently a system in which a small 
negative bias potential is applied to the positive-going elec-
trode, so that it does not normally go positive, has been 
devised and this has reduced the problem with certain types 
of electrode. 

The primary cause of pacemaker failure today is battery 
deterioration. In one make of pacemaker, it was found that 
in 80 % of devices that failed in under 24 months the cause was 
deterioration of the battery. In all manufacturers' devices, 
the current required for demand devices is greater than that 
for fixed-rate devices, and therefore demand devices usually 
fail more rapidly than fixed-rate devices. For example, one 
manufacturer (Cordis) found that 45% of demand pacemakers 
were still functioning at 21 months, but that 45% of fixed-rate 
devices were still functioning at 30 months. 

One of the most important facets of pacemaking is the 
detection of impending battery failure and the design of fail-safe 
systems. In some cases, as the battery deteriorates the pulse 
rate of the generator increases. This is very dangerous, and a 
decrease of the rate, instead, is considered preferable. Means 
for checking battery condition, and for checking parameters 
such as threshold energy, are being built into some modern 
devices. (A technique for checking pacemaker performance 
was discussed later.) 

The technique of artificial electric cardiac pacemaking with 
totally implantable devices has improved very considerably 
in the decade since 1962. In the period 1962 to 1966, 67% of 
patients who received an implant survived two years, but in 
the period 1966 to 1970, 93% of such pateints survived two 
years. At Guy's Hospital 60% survived five years. Clinical 
results of pacemaking show a greatly improved prognosis 
compared with drug treatment. 

The number of new devices being implanted in the UK is 
unknown, but in the USA it is 5000 per month. This is equiva-
lent to 1300 per month in the UK, although the actual figure is 
certainly less than that: Dr. Poole (whose paper was read later) 
estimates that it is approximately 250 per month. The figure 
of 1300 per month is equivalent to 10 per million of the 
population per year which compares with 100 per million 
of the population per year in Sweden, the highest figure 
known. 

Ventricularly Inhibited Pacemaker 

Dr. J. Fyson (Atomic Weapons Research Establishment, 
Aldermaston) discussed the requirements and design con-

siderations of demand pacemakers, and gave details of one 
developed in collaboration with Dr. J. Kenny (Devices 
Implants Ltd.). The requirements are: low current con-
sumption, a pulse width of 1 to 1.5 ms, current-limited 
pulses, means of detecting the QRS complex of the e.c.g., 
warning to the patient of impending battery failure, reliability 
and compatibility with the environment. Voltage- and 
current-limited pulses were discussed, the conclusion being 
that a current-limited system is preferable because it has a 
lower current consumption than a voltage-limited system, and 
because voltage-limited pulses may cause ventricular fibrilla-
tion should the heart be stimulated during ventricular repolar-
ization (during the T wave). 

The problems of battery failure and of inhibition of demand 
pacemakers by interference were discussed. The authors have 
devised a demand pacemaker which produces pulses at a rate 
of 70 per minute with a battery voltage of 5.4 V, the normal 
operating voltage. As the voltage decreases so the pulse rate 
decreases to approximately 65 per minute with a battery 
voltage of 4 V. Should the battery voltage drop below 4 V 
the pulse rate goes up to 100 per minute. 

The pacemaker is not triggered unless the QRS wave of the 
heart is received at intervals equivalent to a heart rate of less 
than 60 beats per minute. Electrical interference switches on a 
continuous train of pulses at a rate of 100 per minute. 

The power source is a mercury oxide cell, and one cause of 
failure of this type of pacemaker is that the battery gives off 
corrosive fluids which damage other parts of the device. 

Encapsulating materials were also discussed. These must 
prevent the ingress of moisture and not apply a stress to the 
components: pressures of the order of 200 lb/in2 (1380 kN/ 
m2) have been created in some devices encapsulated in expoxy 
resins. 

Radioisotope- powered Pacemaker 

Dr. M. J. Poole's paper on the radioisotope battery of the 
Atomic Energy Research Establishment at Harwellt was read 
by Dr. Penn. 

The present patient survival times suggest that a battery 
with a ten-year life would be adequate, and it would certainly 
eliminate many of the re-operations due to battery failure that 
are necessary at present. The battery requirements, although 
varying slightly, could be satisfied by a cell that gives an out-
put voltage of 6 V and a maximum power of 200 µW. The 
device at present being developed produces 0.5 V, which is 
increased to 6 V by means of a d.c. to d.c. converter, and 
the input power required is 400 µW. It has been calculated 
that the output power will decrease from 350 µW to 250 1.1W 
over 30 years. 

The basic element of the battery is 180 mg of Pu-238 and the 
heat produced in the plutonium is converted to electricity by a 
bismuth telluride thermoelectric converter. A special grade of 
bismuth telluride, which is mechanically stronger than nor-
mally available grades, was developed for this purpose. 
Pu-238 is very hazardous and, in consequence, much effort 
has been devoted to developing and testing the capsule in 
which it is contained. The capsule has to withstand the heat 
to which it might be subjected (say, in a fire in the premises in 
which the pacemaker is situated, or in cremation, during which 
temperatures up to 1300°C are obtained), pressure due to 
helium gas which is released during the a particle reaction of 
Pu-238 decay (up to 500 atmospheres) and high static and 
dynamic local and general forces (in collisions, forces up to 
200 g are obtained). 

t Bio-Medical Engineering, 6, p. 192, 1971. 
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The present capsule is cylindrical, made of Hastalloy steel, 
weighs less than 50 grams, and is 40 mm long and 17 mm in 
diameter. It has been tested under a two-ton (2000 kg) 
compression force applied along its axis and along a radius. 
Whilst it was deformed it was not broken in either case. 

Inductively Coupled Pacemakers 

Mr. R. Lightwood (The Queen Elizabeth Hospital, Birming-
ham) described the induction pacemaker (mentioned earlier), 
work on which started in 1960. He saw its advantages as being 
as follows: 

(I) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

Since only a coil and leads are implanted there are no 
sterilization problems. 

The stimulus is a damped sinusoid, so there is no 
electrode polarization. 

Stimulus parameters, such as pulse amplitude and 
width, can be readily altered and can be adapted to 
particular 'dysrhythmias'. 

The pulse generator can be switched off, by means of a 
switch on the external module, to see if the patient 
is progressing. 

The pulse generator can easily be changed, if faults 
develop, without reoperation. 

It is not necessary to hold regular clinics for checking 
the performance of the pacemaker. 

Any improvements in electronics and other techniques 
can readily be incorporated in the external module. 

The system is not affected by external electrical inter-
ference, because of the poor coupling between the 
internal and external coils. 

The specification for electronics components is not so 
stringent as it is for components to be implanted so 
reliability can be the primary criterion. 

The pacemaker is cheaper than totally implantable 
types. The complete system, including a spare stimu-
lator which the patient has at all times, costs about 
£140. 

The major disadvantages are that some patients will not 
accept the external equipment which is attached to them at 
all times, some do not like being reminded of their condition, 
and, since information from the heart cannot be fed back to 
the pacemaker, only simple fixed-rate pacemaking can be 
attempted. In some cases, irritation of the skin, to which the 
external module is attached, is a problem. 

Mr. P. D. Jones (Joseph Lucas Ltd.), who designed the 
induction pacemaker, gave a few practical details about the 
device. The implanted coil, an air core coil, is encapsulated 
in silicone rubber. The pulse rate drops as the battery voltage 
drops. A microphone is provided to assist the patient to check 
the pulse rate, which is normally done every morning: the 
pulse rate is simply varied by a control on the external module. 

In the four centres in the Birmingham area in which the 
device is used, 500 patients have had pacemakers fitted in the 
past 11 years. In The Queen Elizabeth Hospital, 360 patients 
have had pacemakers fitted in that period and at present 
274 are still alive; of the 360, 77% had only the initial opera-
tion. Some 203 survived at least two years, 13 survived 9 
years, 9, 10 years and 2, 11 years. 

Assessment of Implanted Pacemaker 

Mr. G. D. Green (Department of Clinical Physics and Bio-
Engineering, Western Regional Hospital Board, Glasgow) 

briefly described his technique and apparatus for the rapid 
assessment of any totally implanted fixed-rate or demand 
pacemaker.t In this technique the potential difference between 
each pair of three external electrodes, placed in the positions 
for monitoring the e.c.g. at the standard leads (RA, LA and 
LL), is measured. Each potential difference is considered to be 
due to a dipole and the vector of the three dipoles is auto-
matically calculated and presented on an oscilloscope. The 
vector is measured shortly after implantation and subsequently 
at regular 'follow up' clinics. Any changes in the vector 
may indicate a fault in the pacemaker or, of course, in the 
patient's condition. 

The following are examples of problems discovered by this 
technique: 

(a) Increased current consumption was noted: this would 
have led to premature battery failure. 

(b) In a case of exit block, it was shown that the pace-
maker was functioning satisfactorily. 

(c) Fibrous tissue formed round the end of an electrode 
lead. 

(d) A catheter, used in the endocardial method, was found 
to be displaced. 

(e) Although there was no clinical sign, a reduced pulse 
generator output was discovered. 

(f) Insulation on an electrode lead was found to be 
broken. 

The great advantage of the method is that problems can be 
detected before there are any clinical symptoms, and thus the 
probability of emergency readmission and operation being 
necessary is significantly reduced. 

Mr. Green stated that in Glasgow, 250 totally implanted 
pacemakers have been fitted in the last ten years, which is 
approximately one per week. Reoperations have also been at 
the rate of approximately one per week. Most patients were 
enabled to lead perfectly normal lives. To date, 50 patients 
have died, but very few deaths were due to failure of the pace-
maker. The majority of failures occurred between 22 and 32 
months, but a few devices were still functioning satisfactorily 
at 44 months. 

Metal Encapsulation 

Professor M. Schaldack (Biomedical Engineering Depart-
ment, Erlangen University, West Germany) discussed en-
capsulation, more particularly the use of a Co/Cr/Mo alloy 
for this purpose. He finds its advantages are: 

(1) Low tissue interaction. 

(2) Very easy to clean and sterilize. 

(3) Robust and easy to construct. 

(4) Reduced interference due to the electromagnetic 
screening of the capsule. 

Experiments on the last effect were described. It appears 
that high-frequency interference, due to, say, microwave 
ovens or radar installations, in all makes of pacemaker, was 
significantly reduced when the device was placed in aluminium 
foil. Only metal encapsulating materials will reduce such 
interference. 

Professor Schaldack said that in six years 10 000 pace-
makers encapsulated in his alloy have been implanted. Only 
two had failed due to corrosion, and these failures were due 
to leaking batteries. 

t Amer. Heart J., 81, p. 1, 1971. 
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SUMMARY 

The paper describes some arrangements for 
multiplexing and demultiplexing digital signals in 
element synchronism. The multiplexed signals are 
transmitted over a common channel, from a single 
transmitter to a single receiver, and the demultiplexing 
of the signals is achieved in the detection process at 
the receiver. A combination of time division and 
code division multiplexing (t.d.m. and c.d.m.) is 
used, in which the t.d.m. signal-elements are 
orthogonal, as are the c.d.m. elements, but 
simultaneously transmitted t.d.m. and c.d.m. signal-
elements are not orthogonal. Arrangements using a 
linear combination of the two sets of orthogonal 
signals are studied, with various iterative detection 
processes, and their performances are compared with 
that of a system using a non-linear combination of 
the two orthogonal sets. It is shown that the latter 
system achieves a considerable advantage over the 
others and is particularly well suited to applications 
where the number of multiplexed signals is typically a 
little greater than the maximum number orthogonally 
multiplexed. Computer simulation has been used to 
measure the performances of the different systems. 

* Department of Electronic and Electrical Engineering, 
University of Technology, Loughborough, Leicestershire 
LE11 3TU 

Mathematical Notation 

IxI magnitude of the real scalar x 

(xi} the set xl, x2, ..., xk, where k is given in the text 

XT transpose of the matrix or vector X 

Vectors and matrices are represented by capital letters 
and scalar quantities by lower-case letters. 

Vectors are treated as matrices having one row or 
column. 

1. Introduction 

It is well known that in the synchronous multiplexing 
of digital signals, prior to feeding these over a common 
transmission path, either time, frequency or code-
division multiplexing (t.d.m., f.d.m. or c.d.m.) can be 
used. The multiplexed signals are normally arranged to 
be orthogonal, so that at the receiver the individual 
received elements (digits) from the different multi-
plexed signals may be detected without interference from 
each other. 

For a given bandwidth of the transmission path and a 
given signal-element rate per channel (multiplexed 
signal), there is a limit to the number of channels which 
may be multiplexed, so long as the individual received 
elements are required to remain orthogonal. With non-
orthogonal multiplexing, many more channels may be 
multiplexed but at the expense of a reduced tolerance to 
additive noise and a greater equipment complexity. 

The arrangements studied here use a combination of 
t.d.m. and c.d.m., in which the t.d.m. signal-elements 
are orthogonal, as are the c.d.m. elements, but simul-
taneously transmitted t.d.m. and c.d.m. elements are not 
orthogonal. The transmitted signals are designed to 
minimize the maximum intersymbol-interference be-
tween individual t.d.m. and c.d.m. elements. With these 
signals, up to twice as many channels may be multi-
plexed, for a given transmission path and signal-element 
rate per channel, as is possible with orthogonal multi-
plexing using either t.d.m. or c.d.m. The arrangements 
are of particular interest for those applications where 
the number of multiplexed channels varies with time. 

The transmitted signal-elements are arranged in 
separate groups, which are transmitted sequentially, and 
there is no intersymbol-interference between elements 
in different groups. Each group contains one element 
from each channel. At any particular time, the total 
number of channels may have any value from 0 to 2n, 
where n is the maximum number of orthogonal t.d.m. 
or c.d.m. channels. If a group of m elements contains 
u elements from different t.d.m. channels and y elements 
from different c.d.m. channels, then clearly ue. n, 
y and 

u + v = m.  (I) 

In a group of m signal-elements the two sets of ortho-
gonal elements (t.d.m. and c.d.m.) may be combined 
linearly or non-linearly. In either case an iterative 
detection process is used, which detects simultaneously 
a group of m received signal-elements. At the end of a 
detection process, the detector has determined the values 
of the m received elements invAlwed in the detection 
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process, and the demultiplexer identifies each detected 
element value with the corresponding channel. 
Arrangements using a linear combination of the two 

sets of orthogonal signal-elements (t.d.m. and c.d.m.) are 
studied, with various iterative detection processes. Such 
processes have been described elsewhere.' The 
performances of these systems are compared with that of 
a particular arrangement where the two sets are combined 
non-linearly. 

2. Linear Combination of T.D.M. and C.D.M. 
Signal- Elements 

2.1 Basic Assumptions 
The model of the multiplexer, transmission system and 

demultiplexer is shown in Fig. 1. 

At the transmitter, an element timing waveform of 
period nT seconds is fed from the coder and multiplexer 
to the data sources, whose output binary signals have an 
element duration of nT seconds and reach the coder and 
multiplexer in element synchronism. Only the m sources 
and destinations of data, which are actually in operation, 
are shown in Fig. 1. Over any given element period the 
m received binary values at the coder and multiplexer 
are determined and stored in a buffer store. The coder 
converts each of the m binary values to a sequence of n 
impulses, with a different sequence for each channel. The 
multiplexer then combines these impulses and transmits 
the resultant signal over the following element period of 
nT seconds. 

Consider the m multiplexed binary elements at the out-
put of the coder and multiplexer and assume these to be 
present over the time period 0 to nT seconds. The set of n 
impulses corresponding to the binary signal-element of 

S 

the ith channel is given by 

E zisii5(t-jT).  (2) 
j= 1 

5(t) is a unit impulse at time t= 0, and 
n = 2k  (3) 

where k is a positive integer. Throughout this paper it 
will for convenience be assumed that n = 16. 

The binary value of the signal element in the ith channel 
is given by 

 (4) 

so that each element given by eqn. (2) is binary antipodal. 
C1 is positive and determines the level of the corres-
ponding element; it has a fixed value for each orthogonal 
set of signal elements, but its value for one set is not 
necessarily the same as that for the other. It is assumed 
that the {z,} are statistically independent and equally 
likely to have either binary value. 

If the signal element in the ith channel, over the period 
0 to nT seconds, is one of the u orthogonal t.d.m. 
elements, then one of the n components {su} in eqn. (2) 
has the value 1 and the remainder have the value O. Thus 
the n-component row-vector 

Si = Si 1S12 • . . sin  (5) 
is given by one of the rows of the n x n identity (unit) 
matrix. Each of the u t.d.m. elements has a different 
vector Si. The complete set of n t.d.m. elements will be 
referred to as the orthogonal set A. 

If the signal element of the ith channel is one of the y 
orthogonal c.d.m. elements, then, with n = 16, the n-
component row vector Si is given by one of the rows of 
the 16 x 16 Hadamard matrix 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 —1 1 —1 1 —1 1 —1 1 —1 1 —1 1 —1 

I —1 1 1 —1 —1 1 1 —1 —1 1 1 I —1 

—1 1 1 —1 —1 1 —1 —1 1 1 —1 I 

1 1 —1 —1 —1 —1 1 1 1 1 —1 —1 i 

1 — 1 —1 1 —1 1 1 —1 1 —1 —1 1 

—1 —1 —1 —I 1 1 1 1 —1 —1 —1 —1 1 

—1 1 —1 1 1 —1 1 —1 —1 1 —1 1 I 

1 1 1 1 1 1 —1 ---1 —1 —1 —1 —1 —1 

1 —1 1 —1 1 —1 —1 1 —1 1 —1 1 I 

I —1 1 1 —1 —1 —1 —1 1 1 —1 —1 

1 1 1 —1 —1 1 —1 1 1 — 1 —1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 I 

1 —1 —1 1 —1 1 —1 1 —1 1 1 —I 1 —1 

i —1 —1 — 1 —1 1 1 — 1 —1 1 1 1 1 — 1 —1 

—1 1 —1 

(6) 

1 1 —1 —1 1 1 —1 1 —1 —1 1 

Again, each of the y c.d.m. elements has a different 
vector Si. The complete set of n c.d.m. elements will be 
referred to as the orthogonal set B. 

The resultant signal fed to the transmitter filter over the 
period 0 to nT seconds is 

m n 

E E ;set- jT).  (7) 
i=1 J=1 
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Channel 1 
data source 

Channel 2 
data source 

Channel 171 

data source 

1 
—nT Hz element 

timing waveform 

Channel 1 
destination 

Channel 2 
destination 

Binary element 
values 

Coder and 
multiplexer 

Additive white 
Gaussian noise 

Detector and 
demultiplexer 

 ) 

Transmitter 
filter 

Channel m 
destination 

Transmission 
path 

Receiver 
filter 

Detected element 
values 

Fig. 1. Model of multiplexer, transmission system and 
demultiplexer. 

In a practical arrangement of the system, a suitably-
shaped baseband signal would be used in place of the set 
of impulses, the transmitter filter characteristics being 
suitably modified to give the same transmitted signal as 
that assumed here. It is however simpler to analyse the 
system in terms of the ideal impulses. 

At irregular intervals, new channels will start operation 
and channels already in operation will cease transmission. 
During a transmission over a given channel, the vector 
Si used by that channel remains unchanged and is not 
used by any other channel. It is assumed that when a 
new channel starts operation, its vector Si is selected at 
random from the {Sil not already in use. Thus, not only 
does the number of channels in operation, m, vary over 
the range 0 to 2n, but for any given number of channels 
in operation at two widely separated times, two different 
sets of vectors {Si) will in general be in use. The vector 
Si used by any channel will be referred to as the address 
vector of that channel. Si has unit length for all {i}. 

The transmission path is assumed to be a linear base-
band channel, which could include a modulator, band-
pass channel and demodulator, and which introduces no 
signal attenuation or distortion. The transmitter and 
receiver filters in Fig. 1 are equivalent to all transmitter 
and receiver filters respectively, including any involved 
in modulation or demodulation. 

White Gaussian noise with a two-sided power spectral 
density of (72 is added to the data signal at the output of 
the transmission path, giving the Gaussian waveform w(t) 
added to the data signal at the output of the receiver filter. 

The impulse response h(t) of the transmitter and 
receiver filters in cascade is assumed to be such that 
h(0) = 1 and h(jT)= 0 for all non-zero integer values of 
j, the delay introduced by the filters being neglected. 
This impulse response is achieved here in a conventional 
manner by using the same transfer function H+(f) for 
the transmitter and receiver filters, where 

Hu) = .CT(1 + cos nf T) for — 1/T < f < 11T 
elsewhere 

 (8) 

Alternative transfer functions having the same values of 
h(jT) for all integers j, as assumed here, but using band-
widths down to a half that of H(f), could of course be 
used instead.' 

The detector samples the received signal n times per 
element, at regular intervals of T seconds, the sampling 
instants being suitably phased with respect to the received 
data signal. In a practical arrangement of the system, the 
required phase for the sampling instants may be deter-
mined either from the received data signal itself or 
through the transmission of a separate timing signal. 

The signal at the output of the receiver filter, resulting 
from the transmission of a group of m signal elements 
over the period 0 to nT seconds, and neglecting the delay 
in transmission, is 

mn 

r(t) = E E zisij h(t—jT)+w(t).  (9) 
I= 1 j=1 

At the detector input, r(t) is sampled at the time instants 
t =jT, for j = 1, n. Since h(0) = 1 and h(jT) = 0 
for all non-zero integer values off, the n sample values of 
r(t) are given by the n components of the row vector 
R = (rj), where 

m n 

R = E E zis,i+w 
i= 1 j=1 

= E zisi+ w 

=zs+w.  (10) 
Z = (z 1) is an m-component row vector, W= (wi) is an 
n-component row vector, and S is an m x n matrix whose 
ith row is Si. It may be shown' that the {wi} are sample 
values of statistically independent Gaussian random 
variables with zero mean and variance cr2. 

The detector detects the m received elements {ziSi } 
simultaneously in a single detection process, using the 
received vector R, and the demultiplexer allocates each 
detected element value to the corresponding channel. 
The n-component vectors R, ZS and W may be represented 
by points in an n-dimensional Euclidean signal-space, 
and the detection process may be described in terms of 
operations involving these vectors. 1-3 

It is assumed that the detector has prior knowledge of 
m, {cil and {Si}, where 

ci izil, for i = 1, m,  (11) 

so that it knows the r different possible values of ZS. 
Each time a channel ceases transmission or transmission 
commences on a new channel, the corresponding changes 
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in the values of m, {cil and {Si} must be fed to the re-
ceiver, preferably via a separate channel. The techniques 
involved here are beyond the scope of this paper, but are 
considered briefly elsewhere.' 

2.2 Unique Detectability 

Consider the arrangement just described, using linear 
multiplexing. If a subset of the m elements {zi Si} adds 
to zero for some set of values of the corresponding {zi}, 
then, from eqn. (4), the subset must also add to zero for 
the complementary set of values of the {z1}, and the 
subset is not uniquely detectable. It follows that a neces-
sary (but not always sufficient) condition for the unique 
detectability of a set of m elements, for all permissible 
values of Z, is that no subset adds to zero.' 

2.3 Detection Processes 

If the m elements of a group all belong either to the 
orthogonal set A of t.d.m. elements or else to the orth-
ogonal set B of c.d.m. elements, then the detection 
process which minimizes the probability of error per 
channel is one of matched filter or correlation detection 
of the individual received elements. The ith element in 
the group of m is here detected by feeding R (the set of n 
sample values of the received signal) to the correlation 
detector matched to Si. The correlation detector mul-
tiplies the jth component of R by the jth component of 
Si, for j = 1, n, and adds the products, to give, from 
eqn. ( 10), the output signal 

RST = ZSST+ WST 

= zi Si ST + WST 

= zi+qi (12) 

where qi is a sample value of a Gaussian random variable 
with zero mean and variance cr2.3 zi is now detected as 
ci or — ci, depending upon whether RS;r is positive or 
negative respectively. 

Unfortunately the m elements of a group are not 
normally all members of an orthogonal set, and under 
these conditions the output signal of a correlation 
detector matched to a received element in one of the 
two orthogonal sets A and B, will contain interference 
components from the received elements in the other 
orthogonal set. 

The detection process which here minimizes the prob-
ability of error in the detection of the m elements of a 
group, generates in turn each of the 21" different possible 
vectors {ZS} and determines which of these is at the min-
imum distance from R.3 The corresponding vector Z 
gives the detected element values. But, when n= 16, 
m may have a value up to 32, so that a quite excessive 
number of sequential operations may be required here. 

An alternative detection process is as follows. The best 
linear estimate of Z is the m-component vector X, 
whose components may have any real values and are 
such that XS is the point in the subspace spanned by the 
{Si} at the minimum distance from R.' The m vectors 
{Si} are here assumed to be linearly independent, so that 
they span an m-dimensional subspace of the n-dimensional 
signal-space. By the projection theorem,' XS is the or-
thogonal projection of R onto the subspace. Z is now 

o 
XS 

detected from X by setting zi to ci or — ci, for i = 1,..., 
m, depending upon whether xi is positive or negative 
respectively. 

The condition here for the unique detectability of Z 
is that the {Si} are linearly independent.' This is a more 
restrictive condition than the requirement for the pre-
vious detection process, which is that no subset of the m 
elements adds to zero for any combination of their binary 
values.' 

Since XS is the orthogonal projection of R onto the 
subspace spanned by the {Si}, it satisfies the equation 

XSST = RS"  (13) 

so that 

X = RST(SST)'  (14) 

assuming that S has rank m. A necessary (but not suf-
ficient) condition for S to have rank m is that m < n, 
so that the detection process clearly cannot be used when 
m > n. Even when m n, S does not necessarily have 
rank m. Although this limits the usefulness of the 
arrangement for the applications considered here, the 
detector can be implemented in a very simple manner, 
as will now be shown. 

When SST is nonsingular, R can be fed to the n input 
terminals of the linear network ST(SST)1 to give at 
its m output terminals the vector X. However, any change 
in the {Si} normally results in changes in the majority 
of the components of ST(SST) 1 and these changes are 
not simply related to that in the {Si}. Considerable 
equipment complexity would clearly be involved in the 
practical implementation of such a system. The linear 
transformation is therefore best carried out by means of 
an iterative process using the arrangement of Fig. 2. 
Each line carrying a vector, in Fig. 2, is in fact a number 
of separate lines, each carrying the corresponding com-
ponent of that vector. 

R—XS 
CR xs)sT 

Fig. 2. Iterative process to determine X from R. 

The received vector R is here fed to the input and X is 
initially set to zero. X is then adjusted in successive 
steps until eventually the m-component output signal-
vector (R— XS)ST is reduced to zero, when 

XSST = RST  (15) 

as in eqn. (13). The ith column of ST is ST and the ith 
component of the output signal-vector is (R—XS)S;r. 
Clearly, ST is a set of m correlation detectors matched 
to the m {Sil. The advantage of the iterative process is 
that only R and S are used and these are both known at 
the receiver. Furthermore, the only effect on the detector 
of the addition or removal of a channel with address-
vector Si, is the addition or removal of the correlation 
detector matched to Si, without changing the remaining 
correlation detectors. 
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The following arrangements of the iterative detection 
process have been tested. 

2.4 System 1 

The detector is shown in Fig. 2. At the start of the first 
cycle of the iterative detection process, X= O. The detec-
tor computes the change in the value of xi, for i = 1,..., 
m, such that if only this component of X were changed, 
the output signal from the ith correlation detector (at the 
ith output terminal of ST) would become zero. The ith 
correlation detector is of course matched to Si. The 
computed changes in the values of the m components of 
X are then added to X, and the new value of X is fed to 
the detector of Fig. 2. The m output signals from ST 
will not normally now be zero. The process just described 
is the first cycle of the iterative detection process. It is 
repeated for the second cycle, starting with the new value 
of X, and so on for as many cycles as required. 

This is the point Jacobi iterative process.' It has been 
shown that with the two sets of orthogonal signal-
elements the process will converge to give a zero output 
signal-vector from ST and thus to give the required 
value of X, so long as them {Si} are linearly independent.' 

2.5 System 2 

This is a modification of System 1 and differs from Sys-
tem 1 in the following details. In a cycle of the iterative 
process the detector adjusts the components of X 
separately and sequentially, each time so that the corres-
ponding component in the output signal-vector from ST 
is reduced to zero. Thus the ith component of X is 
adjusted to reduce to zero the output signal from the 
correlation detector matched to Si. X is here adjusted 
m times instead of just once, in one cycle of the iterative 
process, and the components of X are adjusted in order, 
starting with xl. As before, the process may be repeated 
for as many cycles as required. 

This is the point Gauss—Seidel iterative process.' 
The process converges for any set of linearly independent 
vectors {Si}. 1 

It is assumed that the first u signal-elements (i = 1,. . 
u) in a received group of m are t.d.m. elements and so are 
members of the orthogonal set A. The remaining y sig-
nal-elements are members of the orthogonal set B. 

2.6 Constraints I, J and K 

The operation of Systems 1 and 2 may be modified, and 
in some cases improved, by introducing constraints on the 
values of X during an iterative process. 

The most severe constraint on the permissible values of 
Xis that where, after a change in the value of xi, for any i, 

ixil = ci.  (16) 

This is the constraint K. X is initially set to zero, as 
before, and after the first cycle of the iterative process, X 
must have one of the 2'" possible values of Z. The 
detector sets xi to whichever of the values ±ci gives the 
smaller magnitude output signal from the ith correlation 
detector. 

A less severe constraint is that where, for any i, 

ixil ci.  (17) 

This is the constraint J. The detector here determines the 
change in each xi, exactly as with no constraint, but if, 
after making a change, it is found that lxil > ci, x; is 
immediately set to the nearest of the values +c„ so that 
xi is held within the range of values given by eqn. ( 17). 

The absence of any constraint on the values of X 
during an iterative process will for convenience be 
referred to as the constraint I. 

The constraint applied in a detection process will be 
indicated by adding the appropriate letter after the 
number of the system. Thus System 2J is the System 2 
using the constraint J. 

The purpose of studying the constraints J and K has 
been to investigate whether these non-linear techniques 
provide a useful improvement in the maximum number 
of signal elements which may be uniquely detected. 

3. System 3 

The weakness of the arrangements using a linear 
combination of the orthogonal sets A and B is that where 
there are many more than Vn elements in each 
orthogonal set and all elements have the same level, 
there is an appreciable probability that a subset of the 
signals will add to zero. When this occurs the signal 
elements cannot be detected correctly, whatever detection 
process is used. Furthermore, even when the signal 
elements are uniquely detectable there may be an un-
acceptably low tolerance to additive noise.' The situation 
can be improved by using different levels for the signal 
elements in the two orthogonal sets, but even now a poor 
performance is likely to be obtained when there are more 
than -In elements in each orthogonal set, since the {Si} 
are always linearly dependent when m > n. 

System 3 is an arrangement aimed at overcoming 
these weaknesses. For each transmitted group of m 
elements in System 3, the coder and multiplexer form the 
linear sum of the u signal-elements in the orthogonal 
set A to give 

n 

E E zisii5(t—jT)= E afr5(t— jT)  (18) 
¡ = 1 j=1 =1 

and the linear sum of the y signal-elements in the or-
thogonal set B to give 

E E zisiia(t—jT)= E biS(t—jT) 
iu+1 J=1 J=1 

 (19) 

where a; and b.; are the resultant values of the jth impulses 
in eqns. ( 18) and ( 19) respectively, for j = 1, n. The 
set of n impulses given by eqn. ( 19) are now combined 
non-linearly with the n impulses given by eqn. ( 18), as 
follows. For each j, if bi is positive, its sign is taken to 
be the same as that of a» whereas if b.; is negative, its 
sign is taken to be the opposite to that of ai, the mag-
nitude of b.; being as given by eqn. ( 19). Whenever a; is 
zero, the corresponding bi is as given by eqn. ( 19). bp 
with a change in sign where necessary, is then added to 
ai, for] = 1, n, to give the resultant set of n impulses, 
which are fed to the transmitter filter. 

The detection process uses a set of m correlation 
detectors matched to the m {Si}, as before, but these are 
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now separated into two groups corresponding to the 
orthogonal sets A and B. The detection process is a modi-
fication of System 2K, where the {xi} are constrained 
to satisfy eqn. (16) and are the detected values of the 
{zi}. 

In the first cycle of the iterative process, the detector 
determines the binary values {xi} of the u elements in the 
orthogonal set A, from the signs of the appropriate u 
components of R. A correlation detector matched to one 
of these signal-elements simply determines the value of 
the corresponding ri. A received element of set A is for 
convenience identified with its one non-zero component 
in its signal-vector ziSi. The signs of all {ri} which 
contain received elements of the orthogonal set A are 
now made positive, so that each of these becomes the 
corresponding Ir; I. The value of ci for set A (1= 1,..., 
u) is then subtracted from each of these { 1/.31}. The re-
maining {r1} contain no elements of set A and are left 
unchanged. The resultant n-component vector is fed to 
the y correlation detectors matched to the address-
vectors {S,} of the received elements of the orthogonal 
set B, and the elements in this set are detected from the 
signs of the corresponding correlation-detector output 
signals, to give the appropriate y {xi}. 

In the second cycle of the iterative process, the detected 
binary value xi of each of the y elements in set B is used 
to generate the corresponding vector xi Si, having one 
of the values ciSi or — ci Si, and these vectors are then 
added together to give the detected value of the sum of the 
received elements in set B. Let this be the n-component 
vector D=(d1). With correct detection, di= bi for 
j= 1, n, where bi satisfies eqn. (19). 

Each of the u received elements in set A is now de-
tected from the sign of the corresponding component ri 
of the original received vector R, according to the follow-
ing rule. Whenever di, the component of D having the 
same position as ri, is more positive than — ci for set A 
(i = 1, . . ., u), xi for the element in set A is given the 
value ci or — ci, depending upon whether ri is positive 
or negative respectively. Whenever di is more negative 
than —ei for set A, xi is given the value ci or —ce, 
depending upon whether ri is negative or positive 
respectively. 

The sign of each ri that contains a received element in 
set A is now made positive, except for the {r3} whose 
corresponding {6/3} are more negative than — c, for set A. 
The signs of these {ri} are made negative. The remaining 
{ri} are left unchanged, as before. The value of ci for 
the set A is then subtracted from each of the resultant 
components containing an element of set A. The n-
component vector obtained from this operation is fed to 
the y correlation detectors matched to the {Si} of set B, 
to give another set of detected binary values {xi} for the 
y elements in set B. 

The cycle may now be repeated as often as required. 

When ci has the same value for sets A and B (i = 1,..., 
m), the most frequent cause of non-unique detectability 
of the received elements is that the sum of all the received 
elements in set B has a component with the same position 
(value off) as that of a received element in set A and with 

the negative of the value of the element in set A. In other 
words, before the changes in sign of the appropriate 
{bi} at the transmitter, bi=- — e, and a = ± c, for some 
j, where asi and bi are given by eqns. ( 18) and ( 19) 
respectively. The resultant received component value is 
now zero and unaffected by the binary value of the 
corresponding received element in set A. Non-unique 
detectability is not however caused by this effect when it 
involves only a subset of the received elements in set B. 
When n = 2', with k a positive integer, and when ci 

is the same for both orthogonal sets, the effect just des-
cribed can be avoided by ensuring that there are always 
an odd number of received elements in set B. 

4. Comparison of Systems 1, 2 and 3 

4.1 Tests by Computer Simulation 

The performances of Systems 1, 2 and 3 have been 
compared by computer simulation and the results of 
these tests are given in Figs. 3-7. In all tests n= 16. 
Each test simulates the detection of a number of groups 
of m received elements, and for every group a random 
selection is made of the u and y address-vectors from thé 
available addresses in sets A and B respectively. In each 
detection process the detector is assumed to have prior 
knowledge of the m addresses. In every case tested, ei, 
the level of an individual signal-element, has a fixed 
value for each orthogonal set, but the value for one set is 
not necessarily the same as that for the other. 

After each cycle of an iterative detection process, the 
signs of the m {xi} are compared with the signs of the 
corresponding {zi} and the number of errors (differences 
in signs) counted. Suppose that there are e errors in the u 
elements of set A and f errors in the y elements of set B. 
Then for each pair of values of u and y tested, the average 
values of elu andfly are determined for / received groups 
of m elements, to give pu and p,, respectively. / remains 
constant throughout a complete test. For each orth-
ogonal set, p is the average of the values of the corres-
pondingp. or pv, taken over all pairs of values of u and y 
tested. Thusp is an estimate of the long-term element error 
probability per channel of the appropriate orthogonal 
set, in an arrangement where at any instant u and y are 
equally likely to have any of the different pairs of values 
tested. p is also a weighted estimate of the fraction of the 
total number of possible signal combinations which will 
be correctly detected in the appropriate orthogonal set, 
so that the value of p after k cycles of an iterative detec-
tion process is a measure of the degree of convergence 
of the process. The variation of p with k gives an 
indication of the rate of convergence of the process. 

4.2 Results of Computer Simulation Tests 

Figures 3 and 4 compare the performances of different 
arrangements of the Systems 1-3, where ei = 1 for 1=1, 
...,m, so that the levels of the individual received 
signal-elements are all equal. The signals are received 
in the absence of noise. The quoted values of / refer to 
the number of trials for each pair of values of u and y 
tested. 

For a given constraint I, J or K, Systems 1 and 2 have 
similar convergence properties, and the best performance 
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of these systems is obtained with the constraint J. 
System 3 not only converges to much lower values of p 
than Systems 1 and 2 but it does so much more rapidly. 
Systems 1 and 2 fail when m n, and System 3 fails when 
m -+ 2n. Although the constraint J increases both the 
rate and degree of convergence for the Systems 1 and 2, 
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Fig. 5. System 3 with no noise. 

the improvement is not sufficient to make these systems 
really useful. Systems 1 and 2 are not therefore con-
sidered further. 

Figure 5 shows the performance of System 3 for various 
values of the received signal levels in sets A and B. The 
parameters associated with the different graphs in Fig. 5 
are given in Table 1. Where u is marked 'odd' in Table 1, 
p is determined from all combinations of u and y such 
that u has an odd value in the range 7 to 15. Where u is 
marked 'even', p is determined from all combinations of 
u and y such that u has an even value in the range 8 to 16. 
These conventions apply similarly for v. 

These tests, together with more detailed tests whose 
results are not shown here, suggest that, with n = 16 

Table 1 

Parameters associated with the different graphs in Fig. 5 

Graph 
No. 

Set A 
u ci 

Set B 
C1 

1 odd 1-0 odd 1.0 200 

2 even 1-0 even 1-0 200 

3 even 1.0 odd 1-0 100 

4 odd FO even 1-0 100 

5 odd 1-0 odd 0-6667 100 

6 even 1-0 even 0.6667 100 

7 odd 1-0 odd 0-5 100 

8 even 1-0 even 0-5 100 
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Fig. 6. System 3 with noise, first detection cycle. 

and in the absence of noise, there are no errors in detec-
tion for System 3, so long as y is always odd and ci for 
set A is equal to k/2 times ci for set B, where k is any 
integer not less than 4. 

Figures 6 and 7 show the performance of System 3 
when the signal is received in the presence of additive 
white Gaussian noise (Fig. 1). The letter A or B against 
a graph here indicates the orthogonal set to which the 
values of p apply. The parameters associated with the 
different graphs are given in Table 2, where a2 is the two-
sided power spectral density of the additive white 
Gaussian noise at the input to the receiver filter. 

Table 2 

Parameters associated with the different graphs in Figs. 
6 and 7 

Graph Set A Set B 
No. u ci ci 

AI, B1 

A2, B2 

A3, B3 

A4, B4 

A5, B5 

A6, B6 

16 

8 

16 

8 

16 

16 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

0.4 

0.4 

0.3636 

0.3636 

0.4 

0.3636 

0125 

0125 

0.125 

0125 

0-0 

0.0 

Figures 6 and 7 give the values of p at the end of the 
first and second cycles respectively of the iterative detec-
tion process. No significant reduction in the values of p 
is obtained in the subsequent cycles of the iterative 
process. The values of p plotted here are the estimates of 
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Fig. 7. System 3 with noise, second detection cycle. 

the error probability per channel for given values of u and 
v. The values of p originally determined for each of the 
graphs B 1 to B4 remain approximately the same, regard-
less of the number of received signals in set B. Thus to 
simplify Figs. 6 and 7, the graphs plotted for Bl to B4 
show in each case a constant value of p, which is its 
average value determined over all values of y from 1 to 
16. 

It can readily be shown that for the signal/noise ratio 
which applies to the graphs B 1 and B2, the probability 
of an element error in the detection of an individual 
signal-element in set B, when no other elements are 
received, is 0.00069. For B3 and B4 it is 0.00181. It 
appears therefore that in the arrangement of System 3 
tested, the tolerance to noise of the received signal-
elements in set B is not significantly different from that 
of these elements when transmitted and detected with no 
other signal-elements present. 

Figure 7 suggests that when there are normally around 
9 received signal-elements in set B, the best overall 
tolerance to additive Gaussian noise should be obtained 
with ci = 0.4 for set B and an odd number of elements 
in this set. It is assumed that ci = 1.0 for set A, and that 
there are usually as many or more elements in set A as 
there are in set B. When there are normally around 14 
signal-elements in set B, the best overall tolerance to 
additive Gaussian noise should be obtained with ci = 
0.3636 for set B and an even number of elements in this 
set. 

4.3 Assessment of System 3 

It is clear that System 3 is by far the most effective of 
the different arrangements studied in this paper. 
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When it is required to multiplex m=n+k binary 
signals, where n is the maximum number which may be 
multiplexed orthogonally and 1 < k en, it is possible to 
transmit k quaternary signals (each carrying two binary 
signals) together with another n—k binary signals, the n 
different signals being orthogonal. For a given average 
transmitted element energy and the most efficient signal 
design, the tolerance of a transmitted quaternary element 
to additive white Gaussian noise is approximately 7dB 
below that of a transmitted binary element. Conventional 
pulse amplitude modulation (p.a.m.) is of course assumed 
here. Some of the transmitted binary elements in a group 
of in now have a considerably lower tolerance to noise 
than others. In System 3, however, the tolerance to 
noise of the signal elements in set B is not significantly 
affected by the number of elements in set A, whereas the 
tolerance to noise of an element in set A decreases slowly 
as the number of elements in set B increases, assuming 
a fixed value for the {c1} in Set B. With n= 16 and with 
suitable transmitted signal levels, the overall tolerance 
to noise of System 3, for n signal elements in set A and 
less than -Pi elements in set B, is better than that of the 
previous arrangement, where this has the same total 
number of binary signals. Furthermore, as the number of 
signal elements in set B decreases, so the tolerance to 
noise of System 3 steadily increases to its maximum 
value, obtained where all signal elements are in set A. 
Clearly, System 3 achieves its greatest advantage over the 
previous arrangement when there are n signal-elements 
in set A and just one or two signal-elements in set B. 

5. Conclusions 

If the t.d.m. and c.d.m. signals (the orthogonal sets A 
and B) are combined linearly and the number of multi-
plexed signals approaches the maximum number 
orthogonally multiplexed, with a similar number of sig-
nals in each orthogonal set, then there is either an 
appreciable probability that the signals are not uniquely 
detectable or else there is an unacceptably low tolerance 
to noise for many of the possible combinations of the 
signal waveforms (address vectors). However, with non-
linear multiplexing of the two orthogonal sets and a suit-
able choice of the transmitted signal levels, as implemen-
ted in System 3, unique detectability can readily be en-
sured for up to twice as many signals as may be multi-
plexed orthogonally, and this does not result in an 
excessive reduction in tolerance to additive noise. 
System 3 is particularly well suited to those 
applications where the number of signals is typically a 
little greater than the maximum number orthogonally 
multiplexed and where most signals are normally t.d.m. 
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LETTERS 

Sensitivity of Radiation Detectors 
Too much should not be read into diagrams drawn on a 

compact logarithmic scale, but some comment may neverthe-
less be helpful on aspects of Fig. 6 of the paper of Baker et al. 
on `High performance pyroelectric detectors'.' 

More than two decades ago, I measure& a Schwartz radia-
tion thermocouple having a detectivity3 at low frequencies 
approximately twice as great as that indicated by the 
`thermopile' line on Fig. 6. This means that thermocouples 
can, at least exceptionally, exceed the sensitivity shown by the 
`pyroelectric' line on the diagram. 

P. B. FELLGETT 

Department of Applied Physical Sciences, 
The University of Reading, 
Whiteknights, 
Reading RG6 2AL. 
5th July 1972. 

Professor Fellgett is correct in pointing out that thermo-
couples can have specific detectivities exceeding those shown 
by the lines for both `thermopiles' and `pyroelectric detectors' 
in Fig. 6. Our intention was to show the behaviour to be 
expected from typical commercial detectors. 

We have ourselves seen both pyroelectric detectors and 
thermopiles with specific detectivities of 2 x le cm Hz* W -1. 
As a result of our most recent measurements we now believe 

From: Professor P. B. FELLGETT 
M.A., Ph.D., C.Eng., F.I.E.R.E. 

and Mr. D. E. CHARLTON, B.A. 

that the thermocouple line, which was deduced from literature 
values,4 understates the case for the best commercial 
thermocouples. 

A decision to replace thermopile by pyroelectric detectors 
based on consideration of detectivity alone would be conten-
tious. However, even at low frequencies the pyroelectric 
detector offers real advantages: increased reliability due to the 
absence of vacuum or delicate optical train, high responsivity, 
a uniform spectral response and an exceptionally uniform 
response over the sensitive area which leads to good phase 
stability in the electrical output. When the increased flexibility 
offeed to system designers by the wide choice of operating 
frequency and sensitive area is considered, we believe that the 
attraction of pyroelectric detectors is very great. 

D. E. CHARLTON 
Mullard Southampton, 
Millbrook Industrial Estate, 
Southampton, 
Hampshire SO9 7BH. 
18th August 1972. 

1. Baker, G., Charlton, D. E. and Lock, P. J., The Radio and Elec-
tronic Engineer, 42, p. 260, June 1972. 

2. Fellgett, P. B., Proc. Phys. Soc., 6211, p. 351, 1949. 

3. Jones, R. Clarke, Nature, 170, p. 937, 1952. 

4. 'Semiconductors and Semimetals: Vol. 5, Infrared detectors,' 
Ed. R. K. Willardson and A. C. Beer, pp. 307. (Academic Press, 
New York, 1970.) 

STANDARD FREQUENCY TRANSMISSIONS-September 1972 

(Communication from the National Physical Laboratory) 
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9 
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(24- hour mean centred on 0300 UT) 

GBR 
16 kHz 

-0.1 
o 
o 

2 0 
3 0 
4 0 
5 0 
6 0 

MSF 
60 kHz 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

Oro;twich GBR 
200 kHz 16 kHz 

-0.1 
o 
o 
O 

-- -02 
-0.1 
-0•l 
o 

- - 0- I 
0.1 
o 
o 
o 
o 

o 
o 
o 
o 
o 
o 

-o-
-0. 
-0. 
-0. 
-0. 
-0. 
-0. 
-0. 
o 

-0. 

620 
620 
620 
621 
622 
623 
624 
625 
627 
628 
629 
629 
629 
629 
629 
629 

fFISF 
60 kHz 

Septem-
ber 
1972 

607.3 
607.2 
607.2 
607.4 
608-1 
609-7 
610-8 
611.7 
614.0 
615.8 
617.0 
618.3 
618.3 
618.4 
618.8 
618.7 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

Deviation from nominal frequency 
in parts in 10. 

(24-hour mean centred on 0300 UT) 

GBR 
16 kHz 

o 
o 

+0- 1 
o 
o 
o 
o 
0. I 
o 
o 
o 
o 

+01 
o 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

hISF Droitwich GBR 
60 kHz 200 kHz 16 kHz 

o 
o 
o 
o 
o 

+0.1 
+0.1 
+0.1 
o 
o 
o 
o 
o 
o 

-0.1 629 
-01 629 
-0.1 628 
-01 628 
0 628 

-CI 628 
-01 628 
0 627 
0 627 
0 627 

-01 627 
-01 627 
0 626 

-01 626 

f MSF 
60 kHz 

618.5 
618.5 
618.1 
617.8 
617.5 
616.7 
616-1 
615-2 
615.0 
614.3 
614-4 
614.2 
614.1 
614-1 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to 1 part in 10". 

t Relative to AT Scale; (ATNK, - Station) + 468-6 at 1500 UT 31st December 1968. 
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