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Half a Century of Engineering Achievement 

YEARS ago—on 14th November 1922—the then British Broadcasting Company 
inaugurated its regular service by a broadcast over the London Station 2L0 
from studios in Marconi House in the Strand. During the intervening 50 years 
—which only slightly overlap the life span of this Institution, founded in 1925— 
it has achieved a position among the world's broadcasting authorities which 
can justly be claimed to be second to none. This position of eminence applies 

both to its professionalism in programmes and, especially, to its engineering expertise. 

The broadcast recollections of fifty years of programmes of all kinds have been supplemented by 
exhibitions in London: that at the Langham, opposite Broadcasting House, is orientated primarily 
towards the listener (and viewer) who can experience recordings of some of the notable broadcasts 
of each decade associated with contemporary room settings as backgrounds to typical receivers. The 
engineering story of British broadcasting is told half a mile away, in the complementary exhibition 
mounted jointly by Mullard Ltd. and the BBC and linked, to the fascination of younger visitors, by 
two-way colour television circuits. 

This very competently staged technical exhibition at Mullard House has both historical and modern 
items, the former including a reconstruction of the original 2L0 studio, and various microphones, 
amplifiers and disk, wire and tape recorders. Modern techniques include colour television equipment, 
Post Office exhibits associated with programme distribution and quadraphonic demonstrations. Another 
section of the exhibition shows such 'futuristic' developments as broadcasting from satellites, low-
light-level television, holographic displays and waveguide and fibre optics transmission. 

Another exhibition which lays special emphasis on the earliest days of broadcasting has been arranged 
by the Institution of Electrical Engineers. Many readers will recall that between 1923 and 1932 the 
BBC's studios and offices were in part of the IEE's building, using the address 'Savoy Hill'. For the 
first half of this period the (first) Chief Engineer of the BBC was P. P. Eckersley, a prominent member 
of the IEE and of this Institution. 

This anniversary year has been marked by the publication of several books, some putting forward 
personal views of the way in which broadcasting has grown from a hobby activity for the listener to a 
major factor in popular entertainment (and enlightenment!), while others deal with the technicalities 
of broadcasting. Pride of place among the latter must be given to the immensely authoritative and 
intensely interesting 'BBC Engineering 1922-1972' written by Edward Pawley, who recently retired 
after 40 years with the Corporation, latterly as Chief Engineer, External Relations. The Science Museum 
has also published a booklet 'Broadcasting in Britain 1922-1972', by Keith Geddes, which gives a 
brief and well illustrated account of the major engineering developments. 

The early and glorious days of broadcasting have been admirably captured in a film made by Mullard 
Ltd., which covers the years up to the Coronation in 1953. Its title 'Cough and you'll deafen thousands' 
is a quotation from the 'instructions' placed on the microphone! With its reminiscences by many of 
those who took part in laying the technical foundations of British broadcasting, and who later held 
senior posts, it is a truly fascinating and amusing 52 minutes. 

Seldom can a public anniversary have been celebrated so extensively and it is difficult to find 
original comment. The IERE has always enjoyed excellent relations with the BBC, many 
of whose engineers are members, a goodly proportion serving on Council or its Committees, 
and numerous papers have been contributed to the Journal or read at meetings over the years. It is, 
therefore, with real sincerity that on behalf of all its members the Institution tenders congratulations 
to the British Broadcasting Corporation. 

* The BBC—Mullard Exhibition is open until 21st December; the IEE Exhibition until 30th November. 
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Designing a 
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Flywheel Generator 

Using a 

Phase- locked Loop 

Integrated Circuit 

P. POMEROY (Graduate) 

SUMMARY 

The adaptation of phase- locked loop theory to meet 
the design requirements of a television line 
flywheel generator is discussed. The operation of a 
loop driven with narrow line sync. pulses is 
described with regard to both ' in sync. and 
'pull- in' performance. A design example is given to 
illustrate the design procedure. 

* Natal College for Advanced Technical Education, Durban, 
South Africa. 
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List of Symbols 

system input angular frequency, rad/s 

loop natural angular frequency, rad/s 

2iràfi, pull-in difference angular frequency, rad/s 

pull-in angular frequency, rad is 

angular frequency step, rad/s 

input phase, rad 

output phase, rad 

in-sync, phase error, rad 

timing error corresponding to 01, s 

unlocked phase error, rad 

relock instant, s 

phase error at relock, rad 

timing error corresponding to 0.„ s 

phase step, rad 

transient phase error due to 6.0, rad 

transient phase error due to Ao.), rad 

total transient phase error, rad 

phase detector output voltage, V 

phase detector sensitivity, V/rad 

v.c.o. sensitivity, rad/s/V 

damping factor 

phase transfer function of loop 

loop noise bandwidth, Hz 

transfer function of loop filter 

sync. pulse width, s 

line period, s 

sync. pulse duty cycle 

VDm 

1. Introduction 

The principle of flywheel line synchronization in tele-
vision is well known and its ability to preserve synchro-
nization through noise and the field sync. period is 
exploited in modern equipment. The flywheel principle 
is in fact an application of a phase-locked loop (p.1.1.) 
although, to the author's knowledge, it has not been 
viewed in this way for design purposes. 

The aim of this paper is to present a design procedure 
for the flywheel circuit, adapting classical p.1.1. theory to 
meet the requirements of a loop driven by narrow sync. 
pulses. The fundamental principles of phaselock are 
presented briefly, the reader being referred to the litera-
ture for a detailed account. 

A sample design, using a commercially available p.1.1. 
i.c. (National Semiconductor Corporation LM565) 
illustrates the relationships between the design criteria 
presented throughout the paper. 

2. 'In Sync.' Performance 

2.1. The Phase-locked Loop System 

The p.1.1. has the ability to provide a signal at its 
output tracking the phase of a signal at the input. It is 
an example of a feedback control system, consisting of 
the three basic components shown in Fig. 1. 
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The voltage-controlled oscillator (v.c.o.) is of the 
RC-type» 2 the centre or free-running frequency being 
set by external components. The output is a t.t.l. 
compatible square wave which can be easily shaped for 
line deflexion drive or used directly in instrumentation 
applications, e.g. to drive a divide-by-625 divider chain. 
The phase detector provides the v.c.o. with a d.c. control 
voltage proportional to the phase difference between the 
system output and input. Thus, should there be any 
attempt to change phase on the part of either the input 
or the output, the d.c. control voltage serves to keep the 
v.c.o. tracking the input in both phase and, therefore, 
frequency. 

The phase error voltage (vo in Fig. 1) is filtered by the 
low-pass filter. The filter also determines the dynamic 
performance of the loop; i.e. the response to input phase 
or frequency changes. The filter considered in this paper 
is of the passive, first-order lead-lag type shown in Fig. 2. 

Input 
line sync. 
pulses KD 

Virod 

Phase 

detector 
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Ko , 
F(s) HzIV 

VD Voltage-
Filter controlled 

oscillator 

Fig. I. The phase-locked loop system. 
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Fig. 2. The loop filter. 
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Two filter time-constants are defined : 1-4 

T, = R,C  (1) 

T2 = R2 C  (2) 

It is easily shown' that the v.c.o. output phase 00 
resulting from a change in system input phase Oi is 

00(s) Ko KDF(s) 
—   (3) 
s +Ko KD F(s)' 

where F(s) is the filter transfer function and KoKo is 
the loop gain (see Fig. 1). 

2.2. The Phase Detector 

The phase detector in Fig. 1 is effectively a switch2 
that inverts the system input on alternate half cycles of 
the v.c.o. output. The operation is illustrated in Fig. 3 
with the loop locked and the phase difference being such 
as to give zero mean d.c. control voltage to the v.c.o. 

The phase detector inverts the input waveform on 
positive half cycles of the v.c.o. signal. Figure 3 shows 
that when the input pulse centres coincide with the 

Loop input 

V.C.O. Output 

Phase detector 
output, Vo Mean d.c.value=0 

Fig. 3. Phase detector operation. 

negative-going edges of the v.c.o. waveform, the phase 
detector interprets this as a phase difference of zero. It 
is therefore convenient to define an 'in-sync.' phase 
error 0/, expressed as a timing error to giving the time 
between the pulse centres and the negative-going edges 
of the switching waveform. 

01 
 (4) 

2n 

The form of the phase detector output is shown in 
Fig. 4 with the v.c.o. leading the input pulses in phase, 
i.e. the v.c.o. attempting to 'free-run' above the input 
frequency. 
For 

O < t, < Ts/2 
the mean d.c. value of the detector output is easily found 
by considering areas under the vo waveform to be: 

VD = 4 VDm tI/TL. 

Using the duty cycle, 

d = Ts/TL, 

this can be rewritten: 

ti 
VD = 2dVDm 

Ts/2 

When t, exceeds T5/2, VD becomes constant until 
such a value that the positive-going edges of the 
output coincide with the trailing edges of the 
pulses. This occurs when 

TL Ts 
= — — — 9 2 2 

and can be rewritten 

Input to loop 

Output from V. CO. 

Phase detector 
output, VD 

HJ 

+VDM 
o 

— Vom 

(5) 
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Fig. 4. Phase detector operation with a timing error, t, 

480 



TELEVISION LINE FLYWHEEL GENERATOR USING P.L.L. 

Fig. 5. Phase detector sensitivity. 

Thus the range for which VD is constant is 

Ts/2 < t, < 71/2(l —d), 

giving VD a value 

VD = 2d VDm•  (6) 

A similar result is obtained for lagging phase. The 
form of the phase detector control characteristic is shown 
in Fig. 5 for both a pulse and a sinusoidal loop input. 
(VD of Fig. 4 becomes a full-wave rectified sine-wave' 
at 01 = ir/2.) 

The slope of the curve of Fig. 5 is the phase detector 
sensitivity KD in volts per radian. It should be noted 
that at 61 = 0, KD has the same value regardless of the 
input waveform, and at O i= it the sensitivity is negative 
and will tend to drive the loop out of lock. 

2.3. Static Phase Error 

When a phase error exists with the loop locked, a 
control voltage is fed to the v.c.o. and implies therefore 
that the v.c.o. is being held away from its free-running 
frequency. It has been shown elsewhere" that an 
initial detuning error Aco of the v.c.o. will still preserve 
lock, with a 'static' phase error of AWIKDKD radians. 
This phase error corresponds to a change of the line 
sweep triggering instant and leads therefore to a hori-
zontal shift of the picture. It is shown in Section 5 that 
the maximum tuning error is the pull-in frequency &op, 
giving the limits of the v.c.o. free-running frequency as 

WO +Awp. 

Also here, the v.c.o. sensitivity Ko is proportional to the 
free-running frequency so that, in terms of the design 
value of loop gain KoKD, we get an effective loop gain of 

coo + Acop 
KOKD. 

COD 

This leads to a static phase error of 

± Ace),  
=  (7) 

(1±ACOp/C00)K0KD' 

showing that when the v.c.o. is tuned to coo + Acop, the 
picture shift (to the right) is less than for a tuning error 
of — Awn. 

3. Noise Performance 

3.1. Loop Response to Sinusoidal Phase Modulation 

The p.1.1. can preserve lock with the input changing in 
phase, the nature of the output phase depending on 
the form of the input phase change, e.g. sinusoidal, 
random, step, etc. In general for any input phase change 
the loop transfer function, equation (3), with the filter 
of Fig. 2 becomes'. 4 : 

H(s). -0-0(s) = sco"(2C — con/K0 KD) + con' 
ei(s) s 2 + 2C(14, S 02„2 

Equation (8) shows the output phase for any form of 
input phase change. 

Using servomechanism terminology, con is the natural 
angular frequency and the damping factor. 

con = K0 KD 

+ T2 

= /K0KD 

+ T2 

(8) 

(9) 

1 

T2 + KO I(D)  (10) 

Now, for 0/ a sinusoid, i.e. the system input being a 
sinusoidally phase modulated wave, equation (8) gives 
Haco) and shows how the output phase amplitude varies 
with the modulating frequency. This is shown in Fig. 6. 

Referring to Fig. 6 it can be seen that the loop per-
forms a low-pass filtering operation on phase inputs, i.e. 
the output phase tracks the input phase exactly when 
modulated slowly but cannot follow the input phase 
when the modulation frequency is high. It is of interest 
to note that, for low damping, the output phase exceeds 
the input phase when the modulating frequency is near 

con. 

3.2. Loop Response to Noise 

When the input phase 0/ varies at random (due to a 
noise voltage effectively phase modulating the input 
signal), the r.m.s, value of the output phase jitter depends 
on the area under the curve of Fig. 6. A noise band-
width /3/, which can be viewed as 

mean square output phase jitter,  

mean square input phase jitter 

has been definee : 

= 1H(jco)12df = a221 (C + 70 Hz (11) 

Note that an instantaneous positive input phase change 
corresponds to an instantaneous increase in the system 

Modulafing frequency 

Fig. 6. Loop frequency response. 

4Co, 
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to4 
on(radis) 

Fig. 7. Design interrelationships. 

input frequency. The loop responds equally well to 
positive and negative input phase changes. For this 
reason BL defined above has been called" the noise 
semi-bandwidth FNN, the true noise bandwidth being 
2FNN. 

3.3. Minimum Noise Bandwidth 

Equation (11) shows that noise bandwidth depends on 
co„ and C, and to minimize output phase jitter it is de-
sirable to design for minimum noise bandwidth. It can 
be shown that BL is a minimum when C = 0-5 in which 
case, BL = ¡con. (Note that the dimensions of con are 
radians per second while BL, is in Hz.) Thus, having 
chosen con to satisfy other criteria, noise bandwidth 
cannot be less than Ico,,. 

It is useful to examine how BL, C, con and T 2 are related. 
This is given in Fig. 7, together with the effect of finite 
loop gain, KoKD. 

It would seem from the above that a damping factor of 
0-5 is desirable to minimize output phase jitter. It will be 
seen later however that it may be necessary to design for 
> 0-5 to achieve satisfactory relocking after field sync. 

3.4. The Raster with a Noisy Loop Input 

Phase jitter at the output of the loop causes early or 
later initiation of a line sweep. It is difficult to define a 
satisfactory figure for output phase jitter since the 
subjective picture quality resulting from erroneous line 

TV 250 s 

Fig. 8. The subjective effect of noise entering the loop. 

timing will depend on the nature of the noise and the 
loop constants. Consider for example a loop with a 
damping factor of 0-3, and a natural frequency w1,/27r = 
250 Hz. For white noise at the input, Fig. 6 shows that 
the output phase jitter will be at its worst at the natural 
frequency, although the line generator will be continually 
triggering erroneously. The largest horizontal triggering 
errors will therefore occur twice every 1/250th of a 
second, or 1/10th of picture height apart as shown in 
Fig. 8. 

3.5. Noise Performance with Pulse Input 

In the discussion above it is assumed that the system 
input is phase modulated by a noise voltage. In the case 
of a sinusoidal signal in the presence of noise, it is easy to 
determine the effective phase modulation by the 
noise.3- 5.6 For the separated line sync. pulses accom-
panied by noise, the effective phase modulation depends 
on the rise and fall times of the pulses and the amplitude 
of the 'window' which the p.1.1. accepts at the input. 
Figure 9 shows the effect of limiting on the noise entering 
the loop. 

Output 
rom 
sync. 
separator 

Input 
to phase 
detector 

AmplItude 
‘wIndow' 
feedIng 

t 100P 

Fig. 9. Noise limiting at the loop input. 

The spurious noise pulses crossing the 'window' do 
affect the v.c.o. output phase, but due to the integral 
action of the filter smoothing over the pulses, the output 
jitter is far less than for the same signal to noise ratio 
with a sinusoidal input signal. 

Because of the difficulty in analysing the situation 
above, noise performance does not enter into the design 
criteria, but is assessed experimentally as a final design 
check. This is contrary to normal p.1.1. practice, but in 
this application we are less concerned with the noise-
reducing capabilities of the p.1.1. than with its other 
properties. Here we are providing a jitter-free signal 
from a relatively 'clean' signal to start with, the input 
signal/noise ratio being 20 dB or better from considera-
tions of the visibility of the brightness variations caused 
by noise on the picture signal. In other p.1.1. applications 
the prime consideration is often one of reconstructing a 
signal deeply embedded in noise. 

4. Loop Behaviour during Field Blanking 
4.1. Frequency Memory 

When a broad field sync. pulse is presented to the loop, 
the v.c.o. 'flywheels' through this period and relocks 
again with the reappearance of line frequency pulses. 
The loop filter 'remembers' the last frequency present 
before the input altered and the v.c.o. continues to 
provide an output to the line driver. (Although the 
discussion is based on a single broad pulse for field 
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sync., analysis shows that the phase detector provides 
the same mean d.c. output for double line frequency 
equalizing and sync. pulses as for a single broad pulse.) 

In the absence of a locking signal at the system input, 
the v.c.o. frequency drifts slowly towards its free-
running value, the information being stored as a charge 
in C of Fig. 2. Immediately the phase detector fails to 
provide a control voltage to the filter, the d.c. signal to 
the v.c.o. experiences a step of R2/(R, +R2) VD, followed 
by an exponential decay with a time-constant (T1+ T2). 
The v.c.o. frequency then moves exponentially towards 
its 'target' value. It is shown in Section 5 that the maxi-
mum possible v.c.o. mistuning is the pull-in frequency 
Arop. Thus the final frequency will be coo ±&o,. The 
v.c.o. behaviour is shown in Fig. 10(a), for &op positive. 

The instantaneous angular frequency coi can be shown 
to be: 

COI 1,"-- (.00+ JICOp X 

{ 
T + TT 

T2 Ti [1 — exp  )] 1. (12) 

+ 2 i+ 2 + T2 

The instantaneous phase error O., noting that the phase 
error has an initial value 01, is: 

0„ = 01+ Scoidt — oh) 

= 01+ AcopTix 

X
Ti+ T2 1 + TT:I { 1 [ 1 + exp   Ti + T2 ( — 1 )}. (13) 

This is:shown in Fig. 10(b). 

For-most loops, .._ 
» T2 

and in this application line drive reappears at time ts 
such that 

ts 4 Ti+ T2. 

Equation (12) reduces to 

(b) 

t+ T2) 
0.)0+ AC01, (--

T2  
(1)0 +4 Cm) P 

o 

o 

(12a) 

ee• 

T1-1- T2 

t 

Fig. 10. Frequency and phase drift during field sync. 
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Fig. 11. V.C.O. frequency drift during field sync. 

which gives 

0,, 01+.6d.0P —t(t + T2 ).  (13a) 
Ti 2 

We have now established that the v.c.o. gains both a 
frequency and phase error during the field sync. interval. 

4.2. Relocking after Field Sync. 

4.2.1. The initial conditions at relock 

When line drive reappears after field sync. the loop 
responds to the v.c.o.'s error as if a step in both fre-
quency and phase is applied to the system at the relocking 
instant. 

Figure 11 shows how the v.c.o. frequency gains on the 
input during a loss of input drive, assuming the mistuning 
to be +&o. 

In the locked condition, the timing error ti corresponds 
to the static phase error 0, discussed in Section 2.3. The 
timing error tus corresponds to the total phase error 
which the v.c.o. gains over the input before the input is 
restored. If this total error t.. is more than Ts/2 (as 
indicated) Fig. 5 shows that the phase detector will be 
'saturated'. This implies a reduction in the effective 
loop gain. Thus to achieve relocking with maximum 
loop gain, it is necessary that 

tus < n/2 

Expressing this as a phase angle Ous and using 

d = Ts/TL 

we get as an initial requirement for successful relocking 

0, < dir  (14) 

Consider now that the v.c.o. starts the frequency drift 
with an initial phase error of 

= 
(1 + AC0p1C00)KOKD. 

Acop 
(7) 

Figures 10 and 11 and equation (13a) show that the 
v.c.o. has gained a phase error z0 of 

AO = 9.8-01 &op ts/Ti(ts/2+ T2),  (15) 

and the loop responds to AO as if it were a step in phase 
at the system input. 

It can be seen from Fig. 10 and equation (12a) that the 
frequency error after t, seconds is 

ts + T2 
3i(.0° ( )* 

Upon reapplication of drive however the loop senses a 
frequency error dictated by the voltage across C only 
and not the reduced voltage due to 12, and R2 (see 
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(a) Phase error Op(t) due to a step in phase AO. 

(lent 

(b) Phase error 040 due to a step in frequency tic°. 

(on, 

(c) The total relocking phase behaviour. 

Fig. 12 

Fig. 2). This leads to an effective frequency drift of 

Aro = Acop ts/Ti,  (16) 

and the loop responds as if a step of Au) radians per 
second is applied to the input. 

4.2.2. Evaluating the phase transient 

To evaluate the total loop response upon relocking, the 
behaviour for each of the errors AO, Au) and Ot must be 

484 

considered separately. The total response, assuming a 
linear system, is then the sum of the individual responses. 
The instantaneous phase error for each of the step inputs 
AO and Aro has been given3: 

O(t) = ee (cos (0)nt,11 — C2) ,/,_c2 X  

X sin (con t,./1 — C2)) exp (1 — Cron° ...( 17) 

of(t) = Au) (  1  
sin ((ot, t,./1 —C2)) x 

(0. _ 

x exp ( — Ccon ...(18) 

Equations (17) and (18) are plotted in Fig. 12(a) and (b) 
and the general form of the total response in Fig. 12(c). 

Figure 12(c) shows that the total phase error 0(1) can 
increase over the value 0„, to a maximum value O(t)n,,,„ 
dependent on C; the maximum occurring between 0 and 
1/con seconds after the initiation of relock. (Note that the 
maximum error can in fact be the initial error, 0„,.) Thus 
equation (14) is only a prerequisite for successful re-
locking and we see now from Fig. 12(c) that 

0(t)max < dir  (19) 

ensures relocking without a reduction in loop gain. 

To evaluate 0(t)„,„„ for a given set of loop constants, 
the equations (17) and (18) could be used, but this is 
tedious. Instead, it can be shown from these equations 
that the maximum error U(t)max occurs at a time t 

ce), max 

such that: 

for C > 1, 

tanh (con t,,,a, \./C — 1) = .‘/C — 1 X 

AO 
2C  1 

Aco/con  
 (20a) 

AO 1 
2(C2 — 1) Awicon 

for = 1, 

(On tmax 
AO 

—1 

AO  
2  1 
Acokon 

Aro! co 

and for C < 1, 

tan (con imax N/1 — C2) = j1 — (2 X 

2C  
AO 

—1 

X 
Aco/co„ I 

2(C2 — 1)  AO— C 
Aco/con 

 (20b) 

(20c) 

Then Fig. 12 or equations (17) and (18) can be used to 
evaluate Op(t)m« and Of(t)m« at con t„,,,„. The total phase 
error is seen from Fig. 12(c) to be 

0(t)max = 01+ ()M.+ Or(Omax  (21) 

and equation (19) can be applied as a design check. 
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Fig. 13. The pull-in beat-note, 

4.2.3. The effect of the phase transient on the raster 

It can be seen from Fig. 12(c) that the v.c.o. phase 
'rings' before approaching the static error after an interval 
of the order of 10/con seconds. If the phase is still settling 
when picture information commences, the top of the 
raster will be horizontally displaced. Thus we must 
ensure that con and C are chosen so that the phase error is 
sufficiently small after the field blanking period. 

5. Pull- in or Capture Range 

5.1. Pull-in with a Sinusoidal Input to the Loop 

It is possible for the unlocked loop to achieve lock 
when the input frequency is quite far removed from the 
v.c.o. frequency. The v.c.o. 'walks' towards the input 
frequency, the phase detector providing the necessary 
control voltage. 

The output of the phase detector in the unlocked 
condition contains a component at the difference fre-
quency between the v.c.o. and the loop input. It has 
been described" -9 how this beat-note has a d.c. 
component and will tend to pull the v.c.o. towards lock. 
For a sinusoidal system input, the maximum initial 
frequency difference from which the loop will lock itself, 
called the pull-in frequency cop, has been given2.3.7: 

bdop = ,52Ccon Ko Ko — co,D+.  (22a) 

This holds, providing 

co. < 0.4 KoKo 

and for a high gain loop becomes 

àcop = 2 ./Co),, Ko KD.  (22b) 

Associated with pull-in range is a time to achieve lock, 
called the pull-in time, but in this application is of no 
consequence since it will always be of the order of milli-
seconds. 

5.2. Pull- in with a Pulse Input to the Loop 

In Section 2.2, the nature of the phase detector output 
for a pulse drive was considered with the loop in the 

locked condition. Now consider Fig. 3 with the v.c.o 
frequency different from the input frequency. The wave-
form VD becomes a complex digital signal which is 
difficult to analyse. Some insight into the nature of the 
beat-note waveform can be gained by considering the 
phase detector output with the v.c.o. frequency 20% 
higher than the input frequency. Further, assume the 
output to be perfectly integrated by the filter of Fig. 2. 
This is shown in Fig. 13. 

The filter output is seen to be a complex wave with a 
large component at 1-2f0—fo or 0.2f0, the beat fre-
quency. This crude analysis does not consider the fact 
that the v.c.o. actually becomes frequency modulated 
by the beat-note. (It is in fact this frequency modulation 
which causes the beat-note to have a d.c. component 
and makes pull-in possible.) Further reasoning shows 
that the beat-note amplitude and waveshape depends on 
both drive pulse width and frequency difference. For 
what follows it is intuitively assumed that the d.c. 
component of the beat-note waveform is proportional 
to the drive pulse width. Thus the d.c. component feeding 
the v.c.o. depends on the duty cycle, and this is as if the 
phase detector sensitivity KD is a function of d. Assuming 
that when d = 0.5 (a square wave), the effective loop 
gain during pull-in has the same value as for a sinusoid-
ally driven loop, we modify equation (22b) to: 

Aco, = 2.,/Ccon 2d Ko  (23) 

5.3. Pull- in Experiments 

In an attempt to prove the reasoning presented in 
Section 5.2, a series of experiments was performed. The 
loop was fed from a pulse generator, and the maximum 
v.c.o. frequency error Acoi, from which pull-in occurred 
was plotted against pulse width. When the v.c.o. was 
running above the input frequency (15.625 kHz), pull-in 
was achieved from a frequency error higher than for the 
v.c.o. running below the input frequency. This is because 
the oscillator sensitivity is proportional to the free-
running frequency (», giving an effective sensitivity of 

5 

3 

41 
P ci)r, 

(kHz) 2 

KO KD = 4 4 x104 
Cil, = 10 3 

Straight line 
approximation 

Experimental 
results 

• 

Equation(24) 

01 0.2 0.3 014 0I•5 
Pulse duty cycle, d 

Fig. 14. Pull-in performance. 
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cop/coo Ko radians per second per volt. Equation (23) 
can then be written: 

jcoo 2   
= — .,./Ccon 2d KoKo.  (24) 

(DP 2ir 

Equation (24) is plotted in Fig. 14 together with the 
experimental results for cop = 103, = 1, KOK° = 
4.4 x 104. The measured values for Afp were weighted 

by ,j74--- then the mean of the weighted positive and 
COP 

negative values were plotted. 

Figure 14 shows that for d = 0.5, i.e. a square wave 
drive, the pull-in performance is better than predicted by 
equation (24). This seems to indicate that the d.c. 
component of the beat-note is higher than it would be for 
a sinusoidal system input. It is reasonable to expect this, 
considering the improved phase detector linearity 
indicated in Fig. 5. Conversely, at low values of d 
(narrow pulse drive), the pull-in performance is worse 
than predicted. Note that equation (22a) holds providing 
cop < 04 Ko KD and for this discussion, KoKo is taken to 
mean the effective value, 2dKoKo. Thus it seems likely 
that experimental data would not show a good corre-
lation with equation (24) at low duty cycles. 

5.4. Intuitive Design Assumption 
Figure 14 shows that if equation (24) is correct, small 

values of d (about 0.1) would achieve pull-in values of the 
order of -I- of that for a square wave (d = 0.5). In an 
attempt to clarify this unlikely state of affairs, more 
experiments were performed with different values of loop 
constants. It was then found that a straight line seemed a 
reasonable fit to the curves for d from 0 to 0.25; the 
frequency value at d = 0.25 being that calculated from 
equation (22a). This is shown in Fig. 14 for comparison 
with equation (24) and in Fig. 15 for a few loop designs. 

5 

4 

K0 K0 44 x104 

Pulse duty cycle, d 

01 02 0'3 0.4 

Ct),=4x103, 

C=0 5 

(1),-103, 

(. = 1 

500, 

J 1 
w„- Jo', 
e= 0 25 

Fig. 15. Experimental data compared with pull-in approximation. 

As a reasonable design equation we then use, for 

O < d < 0.25 

—con 
= 2 x 4d .,/«,.).KoKo P 

And for small pull-in values: 

&Op C2- 8C1N/CCOn KOKD• (25) 

6. Design Example 

In general, p.1.1. design is always a compromise, and 
no single optimum exists for all the desired properties. 
A sample design is given here to show how the per-
formance criteria presented throughout the paper are 
interrelated. The design follows broadly the following 
sequence: 

specify Acop, d, K0 ICD 
decide upon a value for 
calculate cop, considering pull-in performance 
calculate T1 and T2 and design the filter 
check for satisfactory relock after field sync. 
check the effect of the relock transient on the picture 
assess noise performance experimentally 

6.1. System Specification 

Using an LM565 i.c. for a c.c.t.v. application, a design 
having the following specification has been done. 

television system 625 lines, 50 fields/s, 
2 : 1 inter-lace 

line sync. pulses 5 jis 

duty cycle, d 5/64 = 0.078 

field sync. One broad pulse occupying 
7 lines or 0.448 ms 

field blanking period 20 lines or 1.28 ms 

pull-in performance Allow + 4% v.c.o. tuning error 
or + 625 Hz error (centre fre-
quency = 15.625 kHz) 

noise performance No perceptible line jitter at 
20 dB black to white video to 
r.m.s. noise (white Gaussian 
noise, 100 kHz bandwidth) 

loop gain', Ko ICD 4.4 x 104 (at + 6 V supply 
to the i.c.) 

6.2. The Design 

Before the design proceeds, a value for must be 
decided upon. = 0.5, for minimum noise bandwidth, is 
chosen for this case, but in many designs leads to an 
excessive phase transient after field sync. ( = 1 is a 
common choice). 

(i) Calculate con 

Equation (25) gives: 

con = F79 x 103 rad/s (285 Hz) 

(ii) Calculate T1 and T2 

Equations (9) and (10) (or Fig. 7) give: 

T1 = 13.2 ms 

T2 = 0.54 ms 

(iii) The filter 

The LM565 Application Note' gives R1 in Fig. 2 as: 
R1 = 3.6 kû 
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Equations ( 1) and (2) then yield: 

C = 3.65 pF 

R2 = 148 n 
(iv) Static phase error 

Equation (7) gives 

0/ = 0.086 or — 0.093 rad 

i.e. for the v.c.o. tuned to coo + Acop, the raster is dis-
placed 1.4% of picture width to the right (triggering 
early); and for the v.c.o. running low, the displacement is 
15% to the left. Take 0/ as the mean of the above values; 
i.e. 

0.09 rad 

for all following calculations. (This can also be expressed 
by equation (4) as a timing error ti of 0.9 ps.) 

(v) The v.c.o. frequency drift during field sync. 

Equation (12a) gives the frequency after 0.448 ms of 
no locking information as: 

co/ = 27r x 15.672 x 103 rad/s 

i.e. a gain of 47 Hz over the input during field sync. 

(vi) The phase advance during field sync. 

Equation (15) gives the phase advance corresponding 
to the 47 Hz frequency drift above as: 

AO = 01 rad 

This gives a total phase error prior to relock, from equa-
tion (13a) of 

= 0-19 rad 

or a timing error (see Fig. 11) of: 

= 1.94 ps 

The initial requirement for relock, equation (14), is 
satisfied since 

dir 0.25 > 0.19 

(vii) The effective frequency step 

Equation (16) gives: 

àco = 27r x 20.6 rad/s 

i.e. the loop is required to relock from an effective 20.6 Hz 
error, and not the actual 47 Hz drift calculated in (v) 
above. 

Fig. 16. 

Complete flywheel generator. 

Separated 
sync pulse 
input 

(viii) The total relocking transient 

Equation (20e) gives: 

tan 0.87 ol„ tin« = — 0.302 

This shows that the first maximum for 0(t) is in fact at 

con t = 

giving a value of 

0(t)max = Ons = 0-19 rad 

Equation (20e) can also give us the second maximum: 

0.87 con max = ir-029 

Therefore, 

Ce4 tmax = 3.29 

Figure 12 or equations (17) and (18) yield: 

ûp(t)max = —0.022 rad, 

and 

0/(t),„.„ = 0.0051 rad 

Equation (21) gives the total phase error as: 

O(t)max = 0.073 rad 

(ix) Horizontal raster shift 

To assess the effect of relocking on the picture, a few 
calculations of the picture shift are given in Table 1. The 
v.c.o. is assumed to be set to coo +3,coi, or 16.25 kHz. The 

Table 1. Raster shift due to relock transient 

Position Shift Remarks 

Top of raster 04% right 

54% of picture height 0.26% left 

from top 

10% of picture height 01)9% left 

from top 

20% of picture height <cm» % right 

from top 

Op(t)± Of (t)at t = 0.83 ms 

(13 lines after initiation of 

relock) 

Second phase maximum at 

cont =3.29 (see (viii) above) 

loop can be considered 

settled for av > 8; see 

Fig. 12 

Output, 
phase- locked 
to input 
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shift is expressed relative to the static shift (see (iv) above) 
of 14% to the right. 

6.3. Experimental Check of the Design 

The design proposed in Section 6.2 was implemented 
as shown in Fig. 16. 

The component values are all as given or calculated by 
the application note," with the exception of R. This 
resistor biases pin 3 to about 0.5 V to enable the loop to 
cope with the digital input signal indicated. Referring 
to Fig. 9, this gives an input threshold voltage of 0.5 V, 
the loop limiting' 10 mV beyond this, i.e. an amplitude 
'window' of 10 mV. 

The pull-in performance was measured, giving a 
pull-in frequency Afp of 730 Hz. 

The noise performance was assessed by injecting 
0.1 V r.m.s. of 100 kHz bandwidth white Gaussian noise 
into pin 2 with the loop locked. The output phase jitter 
was not perceptible, satisfying the specification given in 
Section 6.1. 

The relocking transient was found to be subjectively 
acceptable. 

7. Conclusions 

A design procedure has been evolved, which gives a 
satisfactory, if not precise, solution to an engineering 
problem namely, that of designing the flywheel sync. 
circuit using 'state of the art' techniques. Although the 
paper deals specifically with the p.1.1. in a television 
application, many of the principles discussed are appli-
cable to any digitally-driven p.1.1. system. 

The author has used the p.1.1. design method given in 
developing a line drive unit and a clock pulse generator 
for a divide-by-625 circuit which were both for use in a 
specialized educational television system. 

The 
Author 

Plans are underway at the time of writing to generalize, 
with the aid of a computer, p.1.1. design to cover other 
uses such as colour sub-carrier regeneration. 
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SUMMARY 

It is shown that the frequency response of digital 
filters of the cascade biquadratic ( ratio of two quadratic 
polynomials) form can be described by a set of tem-
plates. These templates enable the effects of coefficient 
quantization to be seen. Consequently, by using the 
templates to design filters, coefficient quantization 
can be taken into account in the initial stages of the 
designing process. Examples of filter designs are 
given. 

* Formerly with the Post Office Research Department. 

t Post Office Research Department, Do/lis Hill, London, 
NW2 7DT. 

1. Introduction 

The mathematical procedures for the design of digital 
filters which have been developed so far, while straight-
forward, do not show directly the influence of the multi-
plier coefficients on the attenuation/frequency character-
istic of the filter. This can be important when coefficient 
accuracy is limited in real hardware. The template 
method outlined in this paper permits the influence of the 
coefficients to be seen more readily and provides a design 
method for digital filters akin to procedures already 
familiar in analogue filter design. 

The method is concerned only with the discrimination 
behaviour of the digital filter. It assumes the use of the 
cascade connexion of a number of biquadratic sections 
or, rather, of a number of quadratic sections which may 
be either recursive or non-recursive. This form has some 
advantages both theoretically and practically over others 
and is dealt with adequately in the literature* 2 The 
first-order section can be regarded as a 'half-section' or 
degenerate quadratic section. The discrimination/frequency 
characteristic of a quadratic section conforms to a set of 
well defined templates when the frequency scale is 
changed from frequency f to cos (27rflfs) where fs is the 
sampling rate. These templates can be used as in other 
template methods3 to build up a required discrimination 
characteristic. 

2. Discrimination Templates 

In this section it is shown how the discrimination 
characteristic of a digital filter can be described by a set 
of templates and that, using the templates, filters can be 
designed taking into account coefficient quantization. 

2.1. The Discrimination of Quadratic Sections 

The pulse transfer function 

G(z) = I + Az -1 + Bz - 2 

has an amplitude gain/frequency characteristic 
given by (see Appendix) 

IG(jco)1 = [A2 + ( 1 — B)2 + 2A(1 +B) cos 0+4B cos2 

 (I) 
where 

O = 27rflf, = (AT 

T = I Lí 
is the sampling period. 

In terms of decibels this becomes 

G = 20 log,, (I Gtic01) 

i.e. 

G=10 log, 0[4/3 cos2 + 2A(1 +B) cos 0+A 2+ ( 1 — 13)21 

 (2) 

It is convenient to work in terms of attenuation R dB 
rather than gain, so putting R= —G and rearranging 
the expression 

R = — 10 log,, [4(cos 0— C)2 +D] —10 log 10 (B) 

where 

IG(ico)i 

and 

C = —A(1+B)14B 

D = (4B — A2)(1 — B)2I4B2. 

(3) 
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The second term of eqn. (3) is independent of 0 and 
is constant for a given B. The first term is a function of 0 
and determines the shape of the attenuation/0 character-
istic. This 'shape' term, which will be designated P, is 
useful on its own because the absolute values of attenua-
tion can be altered by any frequency-independent gain. 

Therefore, 

P = — 10 log io (4(cos 0 — C)2+D).  (4) 

Inspection of eqn. (4) shows that the shape of the P 
characteristic plotted against cos 0 is independent of C. 
A change in C only moves the whole characteristic 
parallel to the cos 0 axis. 

Thus putting y = cos 0—C in the expression for P 

P = — 10 log10 (4y2+D).  (5) 

P(y) gives a family of curves which, by suitable position-
ing along the cos 0 axis, can describe the PI cos 0 
characteristic of all digital filters having a pulse 
transfer function G(z) of the non-recursive quadratic 
form. It should be noted that although y can take any 
real value it is only the portion of the curve appearing in 
the range 1 cos 0 — 1 that is valid. 

Fig. 1. Discrimination templates. 

For the pulse transfer function 

Gr(z)= 1 
1+Az -1 1-Bz -2 

it can be shown by similar reasoning that one of a family 
of curves defined by the expression 

Pr= —P= 10 log 10 (4y2+D)  (6) 

suitably positioned on the cos 0 axis can describe the 
Pr/cos 0 characteristic of any Gr(z). 

P and Pr are characteristics which give a particular 
representation of the discrimination characteristic of a 
quadratic section. It should be noted, however, that 
whereas P and Pr give absolute values, absolute values 
are not necessary for the discrimination characteristic. 
Hence in using the curves in the discrimination/cos 0 
plane translation along the discrimination axis is per-
missible. 

2.2. The Discrimination of First- order Sections 

The first-order section 

G(z) = 1+ Az' 

has an amplitude gain/frequency characteristic given by 

IG(jco)l = (1 + A2 + 2A cos 0)4.  (7) 

In terms of attenuation R dB this becomes 

R = — 10 log10 [2 cos 0 + (1 + A2)/A] — 10 log 10 (A). 

 (8) 
With CL = — (1 ± A2)I2A and calling, as before, the 
'shape' term P, then 

P = — 10 log 10 (2(cos 0— CO).  (9) 

Putting y = cos 0— CI, the P/cos 0 characteristic of a 
first-order section can be described by a single curve 

P = — 10 log10 (2y)  (10) 

suitably positioned along the cos 0 axis. It will be 
noticed that eqn. (10) gives P values of one-half those 
obtained from eqn. (5) with D = 0. 

2.3. The Templates 

Equation (5) describes a family of curves which, with 
due attention to the sign of P can give the shape of the 
discrimination/cos 0 characteristic of any quadratic 
section, recursive or non-recursive. These curves need be 
moved only along the cos 0 axis because translation 
along the discrimination axis represents a change in 
frequency-independent gain only and does not affect 
discrimination. However, translation along the dis-
crimination axis is possible and sometimes desirable. 
Furthermore, the combined discrimination/cos 0 charac-
teristic of two or more cascaded quadratic sections is 
formed from the algebraic sum of the individual dis-
crimination/cos 0 characteristics. These properties mean 
that the expression 

P = — 10 log10 (4y2+D) 

can define a set of templates which can be used to build 
up the discrimination/cos 0 characteristic of any cascaded 
biquadratic filter. 

A set of templates for D ---- 2" where n = 1, 3, 5 and 
D = 0 is shown in Fig. 1. It is possible for D to have 
negative values but such templates have a restricted use, 
are associated with larger coefficients (longer coefficient 
word lengths) and have no advantages when used in filter 
design. Table 1 gives the values of a larger range of 
templates. 

The procedure to obtain the discrimination/cos 0 
characteristic of a filter of the form 

(1 A. z Biz -2xi + A 2 z — 1 + B 2 z-2x . .). 

G(z)= (1+A3z-l+B3z-2)(1+A4z-l+B4z-2)(...).. 

is to choose the correctly shaped template, i.e. the one of 
D value given by Di = (4Bi—A i2)(1 — BY/4B? for each 
quadratic section and position it on the cos 0 axis with 
its centre line of symmetry passing through the point 
cos 0 = Ci= —A i(1-1-Bi)I4Bi and parallel to the dis-
crimination axis. Thus the discrimination/cos 0 charac-
teristic of each quadratic section is obtained. If first-
order sections are used, templates of D value zero are 
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Table 1 

P (dB) for given values of y and D 

1 2 3 4 5 6 7 8 9 co 

Y 
0-0 3-010 6.021 9.031 12-041 15-051 18-062 21 -072 24-082 27-093 co 

0.1 2-676 5.376 7-825 9893 11-472 12.547 13-205 13-575 13 -772 13-979 

0-2 1 -805 3-872 5-452 6-527 7-184 7554 7-752 7-854 7-906 7-959 

0.3 0-655 2-147 3143 3-742 4 -076 4-253 4 -344 4-390 4414 4-437 

0.4 —0.569 0-506 1-163 1-534 1-731 1-833 1-886 1-912 1-925 F938 

0.5 —1-761 —0-969 —0.512 —0-263 —0134 —0-067 —0-034 —0-017 —0-008 0-000 

0.6 —2-878 —2.279 —1-945 —1.768 —1-677 —1.631 —1.607 —1-595 —1.590 — 1-584 

0-7 —3909 —3-444 —3-191 —3-059 —2.991 —2.957 —2-940 —2-931 —2-927 —2-923 

0.8 —4-857 —4-487 —4-289 —4-187 —4.135 —4-109 —4-096 —4-089 —4-086 —4-082 

0-9 —5-729 —5-428 —5-270 —5-188 —5-147 —5-126 —5-116 —5-111 —5-108 —5-106 

1.0 —6.532 —6-284 —6154 —6-088 —6-054 —6-038 —6-029 —6-025 —6-023 —6-012 

1-1 —7-275 —7-067 —6-959 —6-904 —6-876 —6-863 —6-856 —6-852 —6-850 —6-849 

1-2 —7-966 —7-789 —7-698 —7-651 —7-628 —7.616 —7-610 —7-607 —7-606 —7-604 

1-3 —8-609 —8-457 —8-379 —8-339 —8-320 —8-310 —8-305 —8.302 —8-301 —8-300 

1-4 —9-212 —9-080 —9-012 —8.978 —8-960 —8-952 —8-948 —8945 —8.944 —8-943 

1-5 —9-777 —9-661 —9-602 —9-573 —9-558 —9-550 —9-546 —9-544 —9-543 —9-542 

F6 —10-310 — 10-208 —10156 —10-129 — 10-116 — 10-110 — 10-106 — 10-105 — 10-104 — 10-103 

1-7 —10-813 — 10-722 — 10-676 — 10-653 —10-641 —10.635 — 10-633 — 10-631 — 10-630 — 10-630 

1-8 — 11 -290 —11-209 —11168 —11-147 — 11-137 — 11-131 — 11 -129 —11-127 — 11-127 — 11-126 

I -9 —11.744 — 11-670 — 11.633 —11-614 — 11-605 — 11-600 — 11 -598 — 11 -597 —11-596 — 11-596 

2-0 —12-175 — 12-109 — 12.075 —12-058 — 12.050 —12.045 — 12-043 — 12-042 — 12-042 — 12-041 

positioned on the cos 0 scale at Ci = — (1 +21,2)/2A i. 
The characteristic of each section is then obtained by 
halving the discrimination values given by the templates. 
(Thus the first-order section can be thought of as a 'half-
section' and its template as a 'half-template'.) The 
discrimination/cos O characteristic of the whole filter is 
then obtained by adding the characteristics of the non-
recursive sections and, since PR = —P (see eqn. (6)) 
subtracting the characteristics of the recursive sections. 

3. Use of the Templates 

It has been shown that the discrimination/cos O 
characteristic of any digital filter expressed in the cas-
caded biquadratic form can be built up from a set of 
templates; but since every quadratic section has a unique 
template placed at a unique position which gives its dis-
crimination/cos O characteristic, the converse is also true. 
A template placed in any position will give a discrimina-
tion/cos O characteristic that has an associated quadratic 
section. In the case of first-order sections, the placing of 
a 'half template' is restricted to the centre line of sym-
metry not being placed inside the range — 1 < cos O < 1, 
i.e. ICI I 1. This is because coefficients are restricted 
to being real. 

Thus, to design a filter to a given discrimination/ 
frequency specification the specification is first translated 
to the discrimination/cos O plane. Templates are then 
used to build up a characteristic that meets the specifica-
tion. The D and C values associated with each template 

and its position on the cos O axis are noted. From these, 
the values of the coefficients A and B for each quadratic 
are obtained. 

This in itself is a useful design procedure but it is pos-
sible to take into account coefficient quantization. 

4. The Effects of Coefficient Quantization 
The restriction of coefficient word lengths in real hard-

ware means that instead of a continuous range of values 
of A and B there are quantized steps. Since C and D are 
functions of A and B, i.e. 

C = — A(1+ B)I4B 
and 

D = (4B— A2)(1 —B)2/ 4B2 
only certain templates in certain positions on the cos 
axis are allowed. Hence to take coefficient quantization 
into account in the design of filters a knowledge of the 
allowed templates and their positions is required for a 
given coefficient word length. So far, the ranges of values 
of A and B have not been restricted. It has been found 
however that the ranges 2 A .>. — 2 and 1 B > 0 give 
a useful selection of templates. These ranges can give 
negative D values if A2 > 4B so a further restriction is 
4B A2. With these restrictions there will now be a finite 
number of allowed D and C values. The best way of 
showing these is to plot them in the C— D plane. It is 
only necessary to plot points corresponding to positive 
A coefficients because changing the sign of A does not 
change the value of D and only changes the sign of C. 
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FOR 3811 FRACTIONAL PART COEFFICIENTS 

O 

Fig. 2. Lines of constant A and B. 

3 

1-0 

that give the allowed D and C values. More accurate 
values than those on the graph are given in Table 2. Not 
shown on the graph is the special case of B=1. For this 
case, the effect of the quantization of A is easily seen. 
Putting B=1 in the formula for C gives C= - A/2. 
Thus the template with D=0 can be placed only at 
positions C on the cos 0 axis that are integer multiples 
of 2-("+ 1) where n is the number of fractional bits used 
in the binary A coefficient. It must be noted that tem-
plates with D=0 can be used only for non-recursive 
sections; recursive sections are unstable when B=1. 

In designing a filter only the allowed templates and the 
allowed template positions are used thus taking into 
account coefficient quantization during the filter design. 

5. The Design of Filters using the Templates 

A plot for binary coefficients with three bit fractional The previous sections have shown how the behaviour 
parts is shown in Fig. 2. For clarity, lines of constant A of the cascaded biquadratic form of digital filter can be 
and B are plotted but it is the intersections of these lines described in terms ola set of templates and that the effects 

Table 2 

Values of C and D for coefficients A and B with 3-bit fractional parts 

A D C D C D 

0 0.0000 2.5000 0.0000 1.0417 0.0000 0.5000 

0.125 0.1563 2.2148 0.1145 1.0308 0.0938 0.4961 

0.25 O3125 2.1094 0.2292 0.9983 0.1875 0.4844 

0.375 0.4688 1.9336 0.3437 0.9440 0.2813 0.4648 

0.5 0.6250 1.6875 0.4583 0.8681 0.3750 04375 

0.625 0.7813 1.3711 0.5729 0.7704 0.4688 0.4023 

0.75 0.9375 0.9844 06875 06510 0.5625 0.3594 

0.875 1.0938 0.5273 0.8021 05100 0.6563 0.3086 

1 1.2500 0.000 0.9167 0.3472 0.7500 0.2500 

1.125 - 1.0313 0.1628 0.8438 0.1836 

1.25 - 0.9375 0.1094 

1.375 1.0313 0.02734 

A D C D C D 

0 0.0000 0.2250 0.0000 0.08333 0 -0000 0.01786 

0.125 0.0813 0.2236 0.0729 0.08290 0.0700 001778 

0.25 0.1625 0.2194 0.1458 0.08160 0.1339 0.01754 

0.375 0.2438 0.2123 0.2188 0.07943 0.2009 0.01714 

0.5 0-3250 0.2025 0.2917 0.07639 0.2679 0.01658 

0.625 0.4063 0.1898 0.3646 0.07248 0-3348 0.01586 

0.75 0.4875 0.1744 0.4375 0.06771 0.4018 0.01499 

0.875 0.5687 0.1561 0.5104 0.06207 0.4687 001395 

1 0.6500 0.1350 0.5833 0.5556 0.5357 0.01276 

1.125 0.7313 01111 0.6563 0.04818 0.6027 0.01140 

1.25 0.8125 0.08438 0.7292 0-03993 0.6696 0.009885 

1.375 0.8937 0.05484 0.8021 0.03082 0.7366 0.008211 

1.5 0.9750 0.02250 0.8750 0 -02083 0.8036 0.006378 

1.625 - 0.9479 0-009983 0.8705 0.004385 

1-75 - - - 0.9375 0-002232 
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of coefficient quantization can be taken into account 
when using the templates for filter design. However, if 
this approach is to be more than just interesting and en-
lightening, it must be able to produce filter designs that 
are worthwhile. There are many ways of using the tem-
plates to achieve a particular design specification. One 
fairly general method that has been used successfully is 
dealt with subsequently. It is instructive, however, to 
consider two general guidelines to the use of the 
templates. 

As a non-recursive section has a peak of attenuation 
at the centre of its template, is should, in general, be used 
only with the centre of its template in the stop-band of 
any filter. Similarly, a recursive section should be used 
with its peak of gain in the pass-band. 

For a given number of sections sharper cut-off can be 
obtained at the expense of pass band flatness, by using 
templates with small values of D, i.e. B—>1. Con-
versely a flat pass-band is more easily obtained for a 
given number of sections by using templates with larger 
D values, sharpness of cut-off being sacrificed. 

5.1 A Design Method for Low- and High-Pass Filters 

The design of low- and high-pass filters is essentially 
the same because of the symmetry of the templates and 
the symmetry of the cos O scale (ignoring sign) about its 
centre. The following description is in terms of low-pass 
filter design. 

Many filter requirements fall into the category that can 
be defined in terms of a pass-band edge, frequency f„ a 
stop-band edge, frequency 12, a maximum pass-band 
tolerance p„,„„ and a minimum pass-band to stop-band 
discrimination n ,min — Pmax (Fig. 3(a)). The method of 
using the templates to meet this sort of specification 
exploits the fact that the stop-band and pass-band re-
quirements are different. The difference is that the stop-
band has only a single bound, i.e. pm; s and the pass-band 
has two bounds, i.e. the frequency axis and p.. 
Essentially the method is to use templates with D = 
corresponding to non-recursive sections to obtain the 
required Timis and then to use templates corresponding to 
recursive sections to compensate the characteristic in the 
pass-band to achieve the pass-band tolerance. 

To design a low-pass filter the procedure is as follows: 

(i) It is assumed that D . mine Pmaxe .fle 12, the sampling 
rate fs and the number n of fractional bits of the 
coefficients are chosen. The first step is to con-
vert t, and 12 to E, and E2 respectively on the 
cos O scale by Ei = cos (2nfilfs) and draw the 
specification on the discrimination/cos O graph 
(Fig. 3(b)). 

(ii) A guess, based on previous experience, is made of 
the number of recursive sections that will be 
needed to compensate the characteristic in the 
pass-band. The recursive sections will affect the 
characteristic in the stop-band, so it is useful to 
make a pre-adjustment to the stop-band specifica-
tion. Consideration of Fig. 1 shows that, at some 
distance from the centres of the templates, the 
slope dP/dy of the templates approximates 

z 'mir 0  

z o 
ci 

'max 
O 

Pm 

Pm in 

Pmax 

2 FREQUENCY 

cos e - 

cose 

(a) 

(b) 

(c) 

(d) 

Fig. 3. Low-pass filter design. 

±6 dB/unit y. Thus a useful way of pre-adjust-
ing the stop-band requirement is to add to it a 
line of slope 6 passing through the point 
((2C1— 1), 0), where Ci is the expected position of 
the ith recursive section template, for each re-
cursive section (Fig. 3(c)). 

(iii) Non-recursive section templates with D values 
of zero are now positioned in the stop-band so 
that added together they meet the adjusted stop-
band requirement. (Fig. 3(d)). As the coefficients 
are allowed to have only n bit fractional parts and 
C = — 2A for B= 1 the template positions C 
are limited to integer multiples of 2-01+1) on the 
cos O scale. 

(iv) The filter characteristic in the pass-band has the 
general shape shown in Fig. 3(d). Templates 
corresponding to recursive sections are now used 
to bring this characteristic to within the tolerance 
p„,„„. However, as only certain templates are 
allowed because of the quantization of the co-
efficients, a chart similar to Fig. 2 only plotted for 
steps of 2" in A and B is used to select suitable 
templates. 
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of a filter with the pulse transfer function 

(1 + 156z 1 + z 2)(1_ 332z-1+ z -2) x  
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500 10CC 1500 2000 2500 3000 
FREQUENCY Hz 

DISCRIMINATION > 20 dB ABOVE 1500 Hz 

PASS BAND UPTO 1000Hz TOLERANCE 0.5 dB 

3 BIT FRACTIONAL PART COEFFICIENTS 

SAMPLING RATE 6000 Hz 

Fig. 4. Frequency response of a low-pass filter. 

The method outlined above can be used to design a 
wide variety of filters but there are some difficulties that 
arise. As the filter specification becomes more stringent, 
the number of sections required to meet it increases. This 
makes the selection of templates and template positions 
more difficult. Also, more stringent specifications 
generally require more accurate coefficient quantization. 
A further problem is that, for constant p.in and pmax and 
a given width of transition region, as the transition region 
approaches the edges of the Nyquist band, more sections 
are required to meet the specifications and the choice of 
templates becomes more difficult. 

Even with these difficulties this method has been used 
to design filters with quite stringent requirements. 
Figures 4 and 5 give the frequency responses of two 
filters designed in this way. Figure 4 shows the frequency 
response of a filter with the pulse transfer function 

G(z) — 
(1 —P -1 + 1-z -2) 

showing that useful designs can be obtained with quite 
coarse coefficient quantization. Figure 5 is the response 

(1+ -kz— + z— 2)(1 + 11z-1 + z — 

G(z)=  x (1 —Hz' + z- 2)(1 — ljz -1 + z-2) 

(1+ îz -1 + jiz- 2)(1 + îz- +41z -2) 

showing how far more stringent requirements can be met. 

5.2 The Design of Band-pass Filters 

Band-pass filters are inherently more difficult to design 
than low- or high-pass filters because a non-recursive 
section used in one stop-band will cause gain relative to 
the pass-band in the other stop-band. However, the 
above method can be applied to the band-pass case 
provided that this fact is taken into account in positioning 
the non-recursive section templates. An example of the 
response of a band-pass filter designed in this way is given 
in Fig. 6. The pulse transfer function is 

G(z) = Gi(z)/G2(z) 

where 

GI(z) = (1 — + z-2X1— 1+7iz + z-2)x 

and 

A
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d
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30 - 

20 -
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x (1 -raz -1+z -2)x 
x (1 + +.1ez- 1 + z- 2)(1 + 1-1-1z— 1 + z — 2) x 

x (1 +-î-z- + z-2X1+ 1+z- + z 

G2(z) = (1- z-l+H-z -2)(1+ îz -2). 

-10-

-20 -

-30-

DISCRIMINATION > 45dB 
UP TO 1100Hz 

PASS BAND 1300-2000 Hz 

TOLERANCE 0.2dB 

SAMPLING RATE 4000 Hz 

5 BIT FRACTIONAL PART 
COEFFICIENTS 
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400 800 1200 1600 2000 
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Fig. 5. Frequency response of a high-pass filter. 
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-10 

-30-

503 1030 1500 2000 f 200 3000 3500 40k 
FREQUENCY Hz 

PASS BAND FLAT TO 0.5dB 
PASS BAND EDGES 1350 Hz 2050 Hz 
STOP BAND EDGES 1000Hz 2300 Hz 

DISCRIMINATION ) 30dB 
4 BIT FRACTIONAL PART COEFFICIENT 
SAMPLING RATE 8000 Hz 

Fig. 6. A band-pass characteristic. 

6. Conclusion 

A template method for the design of digital filters has 
been described and design examples are given. The 
method offers the advantage of being able to take co-
efficient quantization into account. There is great scope 
for developing the use of the template method to design 
different types of filter. 
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9. Appendix 
The Amplitude Gain/Frequency Characteristic 
of a Non- Recursive Quadratic Section 

The frequency response of a network is defined by the 
relationship 

G(jco) = Y(jco)/X(jco) 

where X(jco) is the spectrum of the input signal and 
Y(jw) of the output signal. 

in the case of digital filters G(jco) is obtained by putting 
z = eio,T in the pulse transfer function G(z). 

Thus for a non-recursive quadratic section 

G(z) = 1+ Az- + Bz-

G(jw) = 1 + Ae- ie + Be- .128 

where 
= coT 

G(jco)= (1+A cos 0+B cos 20)—j (A sin 0+B sin 20). 

The amplitude gain/frequency characteristic IG(jco)I is 
given by 

IG(jco)I2 = (1+A cos 0 + B cos 20)2+(A sin 0 + B sin 20)2 

= 242 + ( 1 — B)2+2A(1+ B) cos 0 +4B cos2 0. 

Therefore, 

I G(jo))I = [A2 + (1 — B)2+2A(1 +B) cos 0+4B cos2 
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SUMMARY 

An optimal discrete-time receiver structure is derived 
for demodulation of an amplitude modulated pseudo-
noise carrier in the presence of white Gaussian noise. 
The receiver delivers maximum a posteriori estimates 
for the modulating information process and for the 
delay of the carrier. 

• Radiotechnical Institute, Minsk, 69, U.S.S.R.; on study leave 
at The City University, London. 

t Department of Electrical and Electronic Engineering, The City 
University, St. John Street, London, EC1V 4PB. 

1. Introduction 

In a number of telemetry applications in satellite and 
space communications, it is desirable to use a wideband 
sub-carrier (such as the well known pseudo-noise carriers 
based on pseudo-random binary sequences) instead of a 
sinusoidal carrier. In this short contribution, the syn-
thesis of a receiver structure for such signals is described. 
The signal is assumed to comprise a binary pseudo-noise 
sub-carrier, amplitude modulated by a binary signal (the 
latter being the information-bearing message sequence), 
embedded in white Gaussian noise of known spectral 
density. This represents the video signal obtained by 
envelope detection of a received v.h.f. signal conveying 
the pseudo-noise sub-carrier. Such signals are used 
principally in space communications, where the assump-
tion that the noise is Gaussian is generally valid» 2 

The receiver also provides an estimate for the unknown 
delay in the pseudo-noise carrier (which may arise from 
the unknown and possibly changing distance between the 
transmitter and receiver). 

By operating on a sampled version r(kT) of the 
received signal r(t), the receiver can be implemented by 
digital components, which may be expected to overcome 
difficulties which are encountered in the implementation 
of optimal non-linear filters by analogue techniques, and 
which have prevented the practical use of such non-linear 
filters. The sampled, received signal r(kT) may be 
expressed as follows: 

rk= (a+hk)g(tk—tk)+nk  (1) 

where 

and 

= Xk +nk 

rk r(kT), k = 0,1, 2, ..., N,  (la) 

kT. 

In the above equations T is the sampling interval and a 
is a known constant greater than unity (equal to the un-
modulated sub-carrier amplitude) g and h are, re-
spectively, the pseudo-noise carrier and the information-
bearing message sequence, each having the two levels 
(+1, — 1), .s is the unknown delay, which may vary 
slowly, in a random manner, and is modelled by a con-
tinuous Markov process and nk is sampled white noise of 
known spectral density N0/2. 

2. Estimation of the Message Signal 

The derivation of the receiver structure when xk (the 
noise-free modulation signal) is a two-level process and 
a is a known constant, is straight forward. Here a more 
general case in which a > 1 and xk assumes four levels, 
namely, + (a + 1), + (a — 1), is considered. Expressions 
for the a priori and a posteriori probabilities of the 
quantities of interest are needed. P+ , P- , will be used to 
denote respectively, the a priori probabilities of + 1, — 1, 
levels, and the a posteriori probabilities will be denoted 
by le+, Ye- if non-normalized and by P+,P - if 
normalized. Subscripts will be used to denote the 
particular process being referred to (e.g. g, h, or x). 

496 The Radio and Electronic Engineer, Vol. 42, No. 11 



OPTIMAL RECEIVER FOR PSEUDO- NOISE SIGNALS 

The a priori probabilities of h and g are given by :3' 4 

An- =  = ChTP; (2) 
AP: = —LP: = flgTPg -E C,TP; J   

where AP denotes the difference between the probabilities 
at the (k + 1)th and the kth sample, e.g. 

AP = P(kT + T)— P(kT).  (3) 

To simplify subsequent algebra, it is convenient to 
define variables A and B as follows 

A = nhPe +ChP; 
B = 1,13: +(,P; J 

Thus, in the above equation ph+ denotes re-
spectively the probability of occurrence of a + 1 and 
— 1 level for h, and 11h, Ch are constants giving the 
probability of a change of level per unit time. 

Pf,"" , 1,, (9 have corresponding meanings in relation 
to g. 

Since x is a four-level process, four a priori probabilities 
are involved, and are given by 

Px, = 

Px2 = P; 
Px3 = P: 
Px4= Pfi • 

Using eqns. (2) and (5), and a priori 
each level in discrete form is 

APx,= T(AP: +BP:) 
APx2 = T(AP; — 13.1)0 
àPx3 = T(—AP: + BPj) 
àPx.,= T(—AP; — BP:).  (6) 

Consider now the non-normalized a posteriori probabi-
lities for each level, which are given by3, 

à wx, (.? — 2xi r)Irx, ; 

(4) 

 (5) 

probability for 

= 1, 2, 3, 4 

 (7) 

where to evaluate [AP] , replace P by W in r.h.s of 
eqn. (6). The normalized a posteriori probabilities are 
defined by 

Pxs = 
IE exi 

wx, 
4 1=1,2,3,4 

therefore using eqns. (7) and (8) we obtain 

e xi = [AP,] p - T „(x? — 2x1r)+ 
2No 
4 

+ E P(x —2xer) 

(8) 

E = 1 
= 1, 2, 3, 4  (9) 

where P.Pxilp means replace P by P in r.h.s. of eqns. (6). 
From eqn. (5) it can be seen that 

= P x1+ Px2 

= Px3±Px.• 

Further, letting 
Z PPj, Z, = P: — P; 

and using the fact that eqn. (5) implies an ordering of 
level notation such that the equation for the optimum 

non-linear filter from eqn. (9) becomes 

LZh =.7.(in — nO — Tgh+thgh+ 

+ 4N [(4- x)-2rZ,(x3- x j(1— 4).  (10) 
0 

Here, Z, may be replaced by the estimate g(tk—tk), 
which is a locally-generated version of the pseudo-noise 
sub-carrier produced by a feedback shift register and 
synchronized by a delay-lock-loop (see Section 3 and 
Fig. 1). 

SQUARE 
MULTIPLIER 

DELAY LOCK-LOOP 

OPTIMUM 
NON-LINEAR 
FILTER 

Fig. 1. Signal-flow diagram based on eqns. (12), (17). 
T=one-sample delay. 

VCO = voltage controlled oscillator. 
SR = shift register. 

The estimate h can be obtained simply from 

E =isgn (Zh).  (11) 

To facilitate the realization of an optimum non-linear 
filter, eqn. (10) can be rewritten in the following form: 

AZh = CI + C2 + C3 Zh — C2 Zji + C4 rg(tk—tk)[1-4] 

where 

Ci = T(Ch elh) 
C3 = T(Ch + rik) 

C2 = T(xd —x)/4N0 
C4 = T(X3 X1)/4NO. 

(12) 

A part of Fig. 1 shows the signal flow diagram of the 
optimum non-linear filter, derived directly from eqn. (12). 

3. Estimation of the Delay 
An estimator for the delay t is required and may be 

obtained as follows. Assume that t is characterized by a 
first-order process: 

AT = — Tat + Tte  (13) 

where n'' denotes white Gaussian noise of known spectral 
density and a is a constant, which represents the spectral 
width of T. Using a Gaussian approximation for a 
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posteriori probability density At, the equation for the 
estimate t becomes4 

At = TŒ +TUF  (14) 

where cr„.2 is the variance of the a posteriori estimate, and 
Fr is given by 

ag 
F = —2 /[a + fi] (tk — tk).  (15) 

No OT 

For practical realization the partial derivative may be 
approximated as follows: 

Dg 
—D•c (tk—tk),-.,.[g(tk—tk+T1)—g(tk—tk—Ti)]12T1 

 (16) 

where T1 = clock period of sequence g, and therefore 
from eqns. (14), ( 15) and (16), the equation for the 
estimator for r becomes: 

At = — Tat +,1,r[a + fi][g(tk—tk+Ti)—g(tk—tk—T,)] 

 (17) 

where 

A= T. 
2 

No Ti • 

In practice the period of the sequence may be decided 
in conjunction with the sub-carrier frequency from 
ranging requirements, i.e. if the estimate is to be used to 
determine the distance from transmitter to receiver the 
period must be long enough to give an unambiguous 
result. Otherwise, a shorter sequence would be used to 
facilitate initial acquisition. This completes the synthesis 
of the estimator and its structure corresponds closely to 
the conventional delay-lock loop.' It follows from eqns. 
(12) and (17) that the complete receiver structure will be 
as shown in Fig. 1. 

4. Discussion 

The receiver structure has been derived for the case 
a > 1, which corresponds to binary amplitude modulation 
of the sequence with a modulation depth of less than 
100% (Fig. 2(a)). The same structure is applicable to 
100% amplitude modulation if a = 1 (Fig. 2(b)) and to 
sequence-inversion modulation' (Fig. 2(c)) if a = 0. 

Optimal receiver structures containing non-linear 
filters operating on continuous signals have been des-
cribed previously, but are difficult to implement. The 
Fig. 1 structure operates as a sampled-version of the 

(a) 

(b) 

(c) 

(d) 

.> 1 

,•.••••Mlie 

Fig. 2. 

(a) Sequence with amplitude modulation depth less than 100% 
(a > 1). 

(b) Sequence with amplitude "modulation depth exactly 100% 
(a=1). 

(c) Sequence inversion modulation (a = 0). 
(d) Modulation data-sequence. 

signal, and the implementation by conventional digital 
techniques should be straightforward. 
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SUMMARY 

The relative merits of the zero-forcing, mean-square 
error and quantized-feedback algorithms are compared 
for data transmission over the switched telephone 
network, bearing in mind the nature of the transmission 
impairments met in this medium. The design and 
performance of an experimental 4-level vestigial-
sideband amplitude-modulated modem operating 
at a data signalling rate of 4800 bit/s with a hybrid 
37-tap equalizer using the mean-square error 
algorithm for 6 leading taps and quantized feedback 
for 30 trailing taps is discussed. 

* Post Office Research Departmeat, Doll's Hill, London 
NW2 7DT. 

1. Introduction 

The present rate of increase of computer and data 
processing services in the United Kingdom is such that 
to satisfy the demand for data communications the 
British Post Office will need to cater for a growth rate 
that effectively doubles the number of data terminals each 
year. The ubiquitous public switched telephone net-
work which provides communication between, practically, 
any two points in the United Kingdom will, for many 
years to come, play an important part in meeting the 
demand. The existing Datel services have shown that 
the telephone voice channel is a medium capable of 
providing economic data communication facilities with 
adequate performance for the majority of customers. 
However, due to the transmission impairments that exist 
in the switched telephone network and the desire, 
initially, to avoid exact prescription of data signalling 
rates, the service offered at present is restricted to an 
upper limit of 1200 bit/s. 

The public switched telephone network has, of course, 
been designed to meet the requirements of speech trans-
mission, where the optimization of the network trans-
mission characteristics has been mainly concerned with 
achieving a good noise performance and adequate 
reproduction of the power spectrum of speech; waveform 
distortion caused by amplitude-frequency and phase 
non-linearities or listener echo of delay less than 30 ms 
not being of prime significance. As a result of this, it is 
waveform distortion that limits the data signalling rate 
in the switched telephone network rather than the noise 
which, itself, is sufficiently good to enable much higher 
data rates than those currently offered. The effect of 
this waveform distortion is to spread out in time the 
response of a data pulse such that it overlaps adjacent 
pulses in a digital wavetrain. This is called intersymbol 
interference and it reduces the margin against noise or, 
in severe cases, causes systematic decision errors. 

In this paper various forms of waveform correctors 
for reducing intersymbol interference are described and 
their relative merits discussed, bearing in mind the nature 
of the transmission impairments met in the switched 
telephone network. 

This type of equalizer optimizes the performance in 
the time domain, minimizing the intersymbol inter-
ference at the sampling instants. As the magnitude and 
nature of the distortion is particular to each connexion 
the equalization process has to occur after each call has 
been set up. Also, in practice, the telephone channel 
cannot be regarded as completely time invariant. In 
view of this, it is desirable for the equalization to be a 
continuous process, where the waveform corrector 
continuously adapts itself by deriving the information 
required for adjusting the equalizer direct from the in-
coming data signal. In this manner the equalizer 
optimizes the performance during the whole period of 
data transmission. 

Various algorithms, i.e. adaptive strategies, and their 
relative merits are discussed in this paper. A particular 
implementation of an adaptively equalized modem using 
vestigial-sideband amplitude modulation with a mean-
square-error algorithm for pre-pulse correction and 
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quantized feedback for post-pulse correction is described, 
and its measured performance is discussed. 

2. Transmission Impairments in the Switched 
Telephone Network 

2.1. Noise 

The cumulative distribution of measured overall 
signal/noise ratio (subscriber-to-subscriber) as a 
function of percentage of connexions for general back-
ground noise' is shown in Fig. 1 for the London Tele-
phone Region (LTR) and for trunk circuits between 
the South West and North West Regions (SWR— 
NWR). The median value of signal/noise ratio for 
trunks and the LTR is 50 dB and 60 dB respectively, 
with 99 % of the trunk connexions, which is the more 
severe case, having a signal/noise ratio better than 30 dB. 

Assuming that the bandwidth in the telephone channel 
available for the data signal is about 2 kHz, then infor-
mation theory gives an upper bound on capacity of about 
20 000 bit/s for a signal/noise ratio of 30 dB, which is 
significantly higher than the 600/1200 bit/s data signalling 
rate currently provided by the Datel service. It is obvious 
from this that it is not background noise that is limiting 
the data signalling rate but rather the intersymbol inter-
ference caused by phase non-linearities, amplitude-
frequency distortion and echo. The application of 
adaptive equalization techniques to reduce this inter-
symbol interference will enable the use of multi-level 
transmission systems having data signalling rates that 
compare much more favourably with the theoretical 
upper bound. 

The mean error rate for 2-level data transmission 
systems using the switched telephone network is of the 
order of 1 in 104 and is caused by impulsive noise 
primarily due to the electro-mechanical switches in the 
telephone exchange. Due to the nature of the impulsive 
noise a change of about 10 dB in signal/impulsive-noise 
ratio is required to give an order change in error rate. 
In view of this, and noting that we are comparing an 
equalized multi-level system with a distorted 2-level 
system, it is thought that the mean error rate of an 
adaptively equalized 4-level system will not be significantly 

different from that of the present Datel service. For a 
higher number of levels, however, the error rate will 
increase and for those subscribers who require mean 
error rates better than 1 in le error correction systems 
will be required. 

2.2. Amplitude and Phase Distortion 

For pulses to be transmitted at a rate 1/T without 
intersymbol interference the voltage spectrum of the 
received signal should have a low-pass amplitude 
characteristic with an odd-order symmetrical roll-off 
about the Nyquist frequency, F = 1/2T, and a phase 
characteristic that is linear with frequency. Departure 
from this ideal state, due to non-uniform amplitude-
frequency characteristics and phase non-linearities in the 
telephone channel, causes significant intersymbol inter-
ference and is one of the main reasons for the limited 
data signalling rates of the Datel service. The effect can 
clearly be seen in Fig. 2, where the measured response of 
a single pulse is shown for a vestigial-sideband amplitude-
modulated system with a modulation rate of 2400 bauds 
after traversing two carrier systems and 100 miles of 
loaded cable. 

The unit pulse of period T has been dispersed in time 
for a duration of about eight elements, giving significant 
values of intersymbol interference for four sampling 
instants, h_4 to h_ l, preceding the main sample ho, and 
about four succeeding samples hl to h4. This is typical 
of the form of waveform distortion caused by non-linear 
phase and amplitude characteristics. The magnitude of 
the distortion depicted in Fig. 2 is such that binary 
transmission would be marginal, the binary eyet being 
impaired by some 14 dB, and multi-level operation 
would be impossible without the aid of adaptive equal-
ization techniques to reduce the intersymbol interference. 

2.3. Listener Echo 

An important form of distortion met in the public 
switched telephone network that is not shown in Fig. 2 
is 'listener echo' caused by reflexions due to inadequate 

1.0 

V.S.B. 2400 bauds 
2 Carrier systems 
100 miles loaded cable 

Ir 1 7 T ir IT Ir HMI 
h4 h-3 h-2 -1 h0 h1 h 2 h3 h 4 
-  

Fig. 2. Measured pulse response. 

/1.4 = - 0.05 

• = + 0.05 

h_2 = - 0.20 

• = - 0.05 

ho = + 0.90 

hl = + 0.12 

h2 =-t015 
h3 = + 0.05 

h = + 0.03 

t The 'eye pattern' is a convenient way of displaying on an 
oscilloscope the aggregate intersymbol interference over an element 
period when transmitting a wavetrain. For an explanation of `eye 
pattern' see pages 119 and 287 of reference 10. 
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balance-return loss of 2-wire/4-wire hybrids and mis-
matches in loaded junction cables etc. The cumulative 
distribution of the worst signal/echo ratio measured' in 
the frequency band 900 to 2400 Hz for the switched 
telephone network as a function of percentage of con-
nexions is shown in Fig. 3 for the London Telephone 
Region and trunks. This form of impairment can be 
very severe, the median value of signal/echo ratio for 
trunk calls being about 14.5 dB, with 10% of the con-
nexions having a signal/echo ratio of less than 10 dB. 
It is thought that realignment of certain of the trunk 
circuits will improve the median value by 3 to 4 dB and 
the 5% point by about 6 dB. However, noting that a 
signal/echo ratio of 10 dB is sufficient to cause systematic 
error in a 4-level system, it can be seen that listener echo 
is one of the main degrading factors limiting the data 
signalling rate in the switched telephone network. 

Echoes having delays less than 30 ms are not usually 
of great importance for speech transmission2 but for 
data we are very much concerned with its effect at all 
the sampling instants. Measurements of echo delay on 
trunk circuits indicate that 1% of connexions will have 
delays greater than 12 ms. In fact, to cater for all possible 
connexions in the United Kingdom, the adaptive 
equalizer must be capable of equalizing pulses which have 
been dispersed in time following the main sample by up 
to about 15 ms. This represents many bit intervals, e.g. 
the adaptive equalizer will be required to minimize inter-
symbol interference over a range of 27 trailing samples 
for a modulation rate of 1800 bauds and 36 trailing 
samples for a modulation rate of 2400 bauds. This is an 
important point to consider when comparing the various 
adaptive algorithms both in terms of technical per-
formance and economic viability. 

3. Network Topology for Time Domain 
Equalization 

3.1. The Tapped Delay Line Transversal Filter 

The tapped delay line transversal filter as a time 
domain equalizer has a history dating back some 40 
years. As can be seen from Fig. 4 it is, conceptually, a 
simple device which is ideally suited for the purpose of 
adaptive equalization. It comprises a linear delay line 
with non-recursive taps uniformly spaced by T seconds, 
the outputs of which are summed after appropriate 

weighting by the variable tap gains, n < j < p, to 
give the equalized output signal Y. It follows that the 
output sequence, Y, is given by the convolution of the 
impaired input pulse sequence, X, with the tap gain 
sequence, C, i.e. 

yk =E cjx,_, —n < j < p (1) 

or, alternatively, using matrix notation yk = C'Xk 
where C and X are regarded as column vectors and C' 
is the transpose. By adaptively controlling the tap 
gains, ci, the output signal can be equalized to meet some 
suitable performance criterion. 

The linear delay line transversal filter can be used for 
equalizing analogue or digital signals. For isochronous 
data transmission the time delay T is made equal to the 
reciprocal of the modulation rate. It can be seen that 
the tap gains ci, which can be positive or negative in 
sign, act directly in the time domain to minimize the 
intersymbol interference at the sampling times hi in the 
pulse response. Ideally, to provide the perfect inverse 
filter, an infinite number of taps are required. The 
practical necessity of truncating the number of taps 
results in a residual intersymbol interference, the mag-
nitude and nature of which depends on the initial wave-
form distortion and the algorithm setting the value of the 
tap gains. The number of taps required must be sufficient 
to provide a range of time delay wider than the range of 
dispersion of the impaired signal X in order to ensure 
that the residual convolved values of intersymbol inter-
ference are reduced to a satisfactory level. 

It can be shown that a more general network which 
includes recursive taps will equalize to a given residual 
intersymbol interference with a shorter delay line. 
However, to ensure stability there have to be restrictions 
on the magnitude of the recursive taps. This is a consider-
able complication to include in the algorithm for setting 
the tap gains and, as a result of this, linear recursive taps 
are not favoured for adaptive equalization. By using 
quantized feedback, however, the recursive form of 
network discussed in the next section becomes a very 
attractive proposition. 

It should be noted that the transversal filter increases 
the additive noise, each tap making its contribution to 
the total output noise level. Assuming the noise samples 
at each tap are uncorrelated then the noise contributions 
will add on a power basis such that the additive noise is 
enhanced by the factor 

Ec2—  n < j < p.  (2) 

x. xoxf,---J C ic_,---cj ---cp1 

Fig. 4. Linear non-recursive transversal network. 
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3.2. Quantized-feedback Correction 

A recursive form of network using quantized feedback 
that is suitable for digital signals only is shown in Fig. 5. 
Stability is ensured by the action of the quantizer in the 
feedback loop, the signal being quantized to defined 
discrete levels determined by the number of levels in the 
digitally-modulated signal. The quantizer is, of course, 
the decision device which recovers the original message 
sequence M. This is then passed to the delay line which, 
as we are now only concerned with discrete levels, can 
be in the form of a simple shift register. As for the 
linear transversal filter, the summation of the weighted 
tap outputs is subtracted from the impaired signal X to 
give the corrected signal Y. However, as we are now 
subtracting ideal undistorted signals (the linear trans-
versal filter subtracts delayed versions of the impaired 
signal) convolution does not occur and the additive 
noise is not enhanced. Due to the absence of convolution 
a much shorter delay line can be used to achieve a 
satisfactory level of residual intersymbol interferences. 

X Y 

OUANTIZER   m-1 mo 

î 

Fig. 5. Quantized-feedback correction. 

The disadvantage of this form of network topology is 
that error extension can occur, i.e. dependent on the 
magnitude of the tap gains, ci, further errors can be 
caused as a decision error propagates along the delay 
line. Also, there is the possibility of lock-out if decision 
errors are excessive and persist for some time, i.e. the 
tap gains could settle to values that generate a cyclic 
repetitive pattern in the delay line. This is a possibility 
during the initial phase of equalizing highly distorting 
lines where the decision error rate can be very high. 
However, as discussed in the measurements section, 
experience has shown that this is not a problem for 
4-level operation in the public switched telephone 
network. 

It is obvious that the quantized-feedback waveform 
corrector is only suitable for correcting intersymbol 
interference following the main pulse sample. As the 
majority of pulse dispersion in the public switched 
network follows the main pulse sample and echoes having 
delay times up to 15 ms need to be considered, the 
quantized-feedback corrector is, both in terms of 
technical performance and economic viability, an 
attractive proposition. 

4. Algorithms for Setting Tap Gains 

Over the past few years several algorithms, or strategies, 
have been developed for the adjustment of the tap gains 

of a transversal filter. Important contributions to this 
field have been made by Lucky3,4 who describes an 
algorithm that forces zeros over a truncated range of the 
channel impulse response. Another very important 
algorithm that minimizes the mean-square-error of the 
intersymbol interference is described by Niessen" for 
data transmission, where the adjustment of the tap gains 
is made a continuous process throughout transmission 
by using a decision-directed error signal. A similar 
algorithm is described by Lucky and Rudin7 for analogue 
signals using an ideal reference training signal. The 
pertinent features of these algorithms and variants of 
them are discussed in this section. 

4.1. The Zero-forcing Algorithm 

Lucky defines a criterion of performance for setting 
the tap gains that minimizes a distortion factor, 

E 
;,0 

where hi is the equalized sampled pulse response. This 
is equivalent to maximizing the eye opening. It is shown 
that if the initial distortion is such that the binary eye is 
open, then this criterion is met by adjusting tap gain cj 
to force a zero in the equalized channel impulse response 
at hi, j 0, the main tap co being adjusted to give 
ho = 1. Thus, an equalizer with n leading taps and p 
trailing taps will force n +p zeros. 

It can be shown that an estimate hi of the equalized 
channel impulse response is given by the correlation 
between the message sequence and an error sequence, 
i.e. 

hi= mi_fei  (3) 

where mi_.; is the message sample, el = (yi—tni) is the 
error sample, and the product is averaged over N 
samples. It is assumed that the input data is uncorrelated. 

Lucky has shown that the distortion function D is 
convex with one global minimum. This allows iterative 
procedures to be used for incrementing the tap gains to 
their optimum values; the zero-forcing algorithm 
adjusting the tap gain c; in increments Dc; such that 
hi, j 0, becomes zero. A particular implementation of 
this is shown in Fig. 6 where the tap increment is pro-
portional and opposite in sign to the estimate fip i.e. 

ac i= —Km_i,e,  (4) 

where the error sequence E has been delayed by nT to 
enable correlation measurement for the n leading taps. 

In Lucky's implementation of the zero-forcing 
algorithm the signum functions (polarity only) of m and 
e are used to determine Dci, i.e. 

êc; = — à sgn m sgn e,.  (5) 

Using this strategy the correlator multipliers become 
the easy to implement 'exclusive OR' function, whereas 
linear multipliers are required for the strategy defined 
by equation (4). However, the clipping required to 
derive the signum functions means some information 
has been lost, resulting in a possible penalty in the speed 
of convergence. Using the strategy of equation (4) the 
size of the incremental step is proportional to the estimate 
of intersymbol interference hi and occurs at uniform 
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intervals of NT seconds. This proportionality provides 
fast convergence when the error is large, but it produces 
small, ideally zero, residual tap jitter when optimum 
equalization has been achieved. In Lucky's implementa-
tion the incremental step is a constant A and, in order to 
optimize the speed of convergence and the residual tap 
jitter, an up-down counter is used to do the averaging. 
Incremental steps now occur at non-uniform intervals of 
time, the spacing being closer the larger the error signal. 

A disadvantage of the zero-forcing algorithm is that, 
even with an ideal reference training signal, convergence 
to the optimum solution cannot be guaranteed if the 
distortion is sufficiently severe to close the binary eye. 
This is a condition that can occur in the public switched 
telephone network. Though, as discussed by Niessen,6 
convergence with a training signal can be ensured by 
preceding the zero-forcing equalizer with an adaptive 
matched filter, this increases the complexity of the equip-
ment and also the magnitude of the intersymbol inter-
ference which the zero-forcing equalizer has to deal with. 
In the adaptive mode, when both the message sequence 
M and the error sequence E are decision directed, 
convergency will be affected by the error rate during the 
initial phase of equalization. Lucky has shown by 
computer simulation that the adaptive mode appears to 
be tolerant of error rates as high as 1 in 10. 

Fig. 7. Mean-square-error 
adaptive equalization. 

X 

ADAPT 
,AUTO 
TRAINING SIGNAL 

Fig. 6. Zero-forcing 
adaptive equalization. 

4.2. The Mean-square-error Algorithm 

The criterion of performance for the mean-square-error 
algorithm is defined as the minimization of the mean-
square-error between the channel output yk and the 
transmitted message mk, i.e. minimization of 

= (Yk — mk)2 •  (6) 

It can be shown that the mean-square-error is a 
convex function of the tap gains with one global minimum 
such that the optimum solution for each tap is given by 

49e/êci = 0. 

Hence, an iterative procedure can be used to adjust the 
tap gains to the optimum solution by incrementing in 
steps proportional and opposite in sign to the gradient 

D;?«,10ci. 

From equations ( 1) and (6) it follows that 

beZ   
— =2ekxk_J=2e0x_J 
(3ci 

and the tap gain increment is given by, 

acJ= — Keox_J.  (7) 

Thus, the strategy for incrementing the taps involves 
the measurement of the cross correlation between the 
error signal e0 and the tap signal x_i. A simplified 

a = K 7.:Te7 

SAMPLER 

ADAPT 
AUTO î AUTO 

TRAINING SIGNAL 
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functional diagram showing the basic principles of the 
algorithm is given in Fig. 7. Subject to an upper bound 
on the magnitude of the proportionality constant K, it 
can be shown that with an ideal reference training signal 
this algorithm will converge to the optimum solution for 
all distortions. In the adaptive mode, the error sequence 
E is decision directed and computer simulation indicates 
that the algorithm will still converge with error rates at 
least as high as 1 in 10. 

The implementation depicted in Fig. 7 requires complex 
and relatively expensive correlator multipliers which are 
linear on both ports. However, it has been shown8 that 
either or both e0 and x_i can be replaced by their 
respective signum functions without significantly affect-
ing the residual equalized mean-square-error, though 
with a penalty on the speed of convergence. 

4.3. Quantized-Feedback Algorithms 

The basic strategy for adjusting the tap gains of a 
quantized-feedback equalizer is the same as that for the 
zero-forcing algorithm in as much as it is based on the 
measurement of correlation between the message 
sequence M and the error sequence E. This results, as 
previously discussed, in each tap cj forcing a zero in the 

Fig. 8. Quantized-feedback coefficient. 

(b) Incrementing method. 

Fig. 8. Quantized-feedback coefficient. 

(a) Renewing method. 

equalized pulse response. However, the significant dif-
ference between this and the linear transversal filter form 
of zero-forcing is that the correction signal is now a 
weighted sum of the message M rather than the impaired 
signal X. As convolution does not now occur, there is 
no induced intersymbol interference outside the range 
of the equalizer and the action of forcing zeros ensures 
that the optimum solution, i.e. the minimization of the 
distortion factor D, has been achieved. In fact, with an 
ideal reference training signal, this algorithm will 
converge to the optimum solution for all distortions 
including those cases where the binary eye is closed. For 
a given length equalizer, the residual intersymbol inter-
ference is, in general, less with quantized feedback and 
there is, of course, no enhancement of noise. 

Two variants of the quantized-feedback algorithm are 
shown in Figs. 8(a) and (b). In the configuration shown 
in Fig. 8(a) the output of the correlator averaged over 
N samples gives the tap gain for forcing a zero and only 
a relatively inexpensive multiplier is required to give the 
correction signal instead of the more complicated 
incrementing memory type of multiplier. This follows 
from the fact that the mean value of the estimate T.1 is 
equal to hi the intersymbol interference of the unit 

Y 
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pulse at sampling time j. Thus, from equation (3), 

fi • =h•=c — me J J o•  (8) 
As there are no incrementing memories, the error 

signal eo cannot go to zero and must be derived from 
signal X rather than Y, thus eo = (x0—m0) and not 
(yo—mo) as for the previous algorithms. A disadvantage 
of this open loop configuration is the increase in sensitivity 
to message statistics, necessitating a longer averaging 
period in the correlator than would be necessary with an 
incrementing memory system, resulting in a slower 
speed of convergence. 

The configuration with an incrementing memory is 
shown in Fig. 8(b). In this case the tap gain is incre-
mented to the optimum solution by the strategy, 

aci= Km_jeo  (9) 

where eo is now given by (A — mo). 

Computer simulation of the adaptive mode indicates 
that the quantized-feedback algorithm is as tolerant of 
decision error as are the zero-forcing and mean-square 
error algorithms, even though there is the possibility of 
error extension due to feedback of decision errors in the 
correction signal. In view of its good technical per-
formance and the practical advantages of implementation 
using shift registers for delay lines, the use of quantized-
feedback techniques to deal with the wide range of pulse 
dispersion following the main pulse sample is a very 
attractive proposition for the public switched telephone 
network. 

5. An Experimental Adaptively Equalized 
Modem 

5.1. The Experimental Modem 

The simplified block schematic of the experimental 
adaptively equalized modem operating at a data signal-
ling rate of 4800 bit/s is shown in Fig. 9. As it is desirable 
to have no restrictions on the format of the data input 
it is necessary to scramble the signal in order to minimize 
any message correlation in the 4-level encoded signal. 
The pseudo-random generators in the scrambler and 
descrambler that perform this function are self-synchro-
nizing. The number of stages in the pseudo-random 

4- LEVEL 
ADAPTIVE 
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AND 
DECISION 

ICLOCK 1  
RECOVERY 
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MODULATOR 
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2400 BAUDS 

  DATA 
OUTPUT 

DE SCRAMBLER 

4800 BIT/s 

generator must be sufficient to ensure that the secondary 
auto-correlation peaks that occur in the 4-level encoded 
pseudo-random sequence are outside the range of the 
adaptive equalizer. For the measurements discussed in 
the next Section, a 9-stage, 511-bit, pseudo-random 
pattern was used which gives secondary auto-correlation 
peaks well outside the range of the 37-tap adaptive 
equalizer. 

The 4-level encoded signal is transmitted on a carrier 
frequency of 2100 Hz at a modulation rate of 2400 bauds 
using vestigial-sideband amplitude modulation 
(v.s.b.a.m.) with suppressed carrier. A detailed investi-
gation of the comparative performance of various 
modulation systems for the public switched telephone 
network, based on the measured range of transmission 
impairments discussed by Ridout and Rolfe,' indicates 
that v.s.b.a.m. is the optimum system. Quadrature 
amplitude modulation is comparable in performance but, 
as this is a two-channel system, it significantly complicates 
the adaptive equalizer and, in view of this, v.s.b.a.m. is 
preferred for an adaptively equalized modem. The 
spectrum of the data signal is from 600 to 2500 Hz and 
allows for a low-frequency return channel below 
600 Hz. 

The coherent carrier recovery system required for 
demodulation consists of an oscillator phase locked to a 
2100 Hz pilot carrier, which is transmitted at a level of 
— 6 dB relative to the data signal giving a penalty of 
Ø. dB on noise performance. The phase-locked oscillator 
has been optimized in terms of its ability to track phase 
and frequency offset with tolerable residual phase jitter 
due to the data spectrum. The received pilot carrier is 
also used to control the overall gain of the system. The 
clock recovery method is the conventional zero crossing 
type with a digital up/down counter to average the early 
and late transitions. 

This basic modem provides the test bed for investigat-
ing the various adaptive algorithms discussed in Section 
4, allowing an assessment of their comparative per-
formance for the whole range of transmission impair-
ments met in the public switched telephone network. 
The particular 4-level adaptive equalizer to be discussed 
in Section 5.2 has a total of 37 taps, with 6 leading taps 

November 1972 505 



R. J. VVESTCOTT 

using the mean-square error algorithm and 30 trailing 
taps using the quantized-feedback coefficient renewing 
method depicted in Fig. 8(a). Subsequently, this per-
formance will be compared with that obtained using the 
mean-square error algorithm for all the taps and, also, 
the quantized-feedback coefficient incrementing method 
for the trailing taps. In addition to this the various 
adaptive strategies are being studied using computer 
simulation. 

The majority of the experimental adaptively equalized 
modem has been implemented using digital circuitry. 
The scrambler/descrambler, 4-level encoder/decoder and 
a large number of the functions in the adaptive equalizer 
are implemented with t.t.l. integrated circuits. Linear 
integrated circuits are used for the active filters, the 
processes of modulation/demodulation and the correlator 
multipliers in the adaptive equalizer. The variable-gain 
function for the leading taps is achieved using field effect 
transistors as a variable resistor. Linear integrated 
circuits and field effect transistors are also used for the 
sample-and-hold type delay line for the leading taps. 

Much of the circuitry could be implemented using 
medium scale integration. Probably, in the future, when 
the market is such that the use of large-scale integration 
becomes viable economically, the all-digital approach 
with re-circulating shift registers to perform the various 
mathematical functions will be the best method of 
implementation. 

5.2. Measured Performance 

Using the line transmission simulator discussed by 
Groves and Mackri11,9 the performance of a modem in 
the presence of the various forms of distortion met in 
the public switched telephone network can be assessed. 
This enables, in combination with the statistical des-
cription of the transmission characteristics of the 
switched telephone network given by Ridout and Rolfe' 
which is based on a large sample (about 1000 test 
recordings) of measured lines, the performance of a 
modem to be defined in terms of the percentage of con-
nexions that will give satisfactory performance. Various 
combinations of transmission impairments including 
amplitude-frequency distortion, group-delay distortion 
and listener echo covering the whole range met in the 
switched telephone network are set up on the line trans-
mission simulator and the resulting eye impairment 
measured. Subsequent processing by computer enables 
the cumulative distribution of eye impairment as a 
function of percentage of connexions to be plotted. In 
addition to this, the performance of a modem in the 
presence of amplitude hits, phase hits, frequency offset, 
white Gaussian noise and impulsive noise can be 
assessed. 

5.2.1. Cumulative distribution of eye impairment 

The cumulative distribution of eye impairment as a 
function of percentage of connexions is shown in Fig. 10 
for trunks and intra-regional calls in London, the South 
West and North West Regions. The curves have been 
drawn asymptotic to the 1.5 dB back-to-back eye 
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Fig. 10. Cumulative distribution of eye impairment. 

impairment of the modem. The maximum eye impair-
ment for any connexion is less than 6 dB giving a 
maximum degradation of about 4 dB relative to the back-
to-back value, this probably being mainly due to the 
limited number of leading taps. However, this degree of 
impairment is quite acceptable in a practical system and 
it is doubtful that it is worthwhile having more than 6 
leading taps. It should be noted that all the tests were 
performed with the adaptive equalizer in the 4-level mode 
and it successfully equalized 100 % of the trunks and the 
connexions in the South West and North West Regions 
and 98 % of the connexions in the London Telephone 
Region. The eight connexions out of the total 1000 line 
sample on which the equalizer failed to converge had 
distortion which was a combination of severe attenuation 
slope and an echo in the worst phase condition. It must 
be noted that the assessment is pessimistic in the sense 
that, for other echo phases, the equalizer would have 
converged to the optimum solution. These lines could 
be equalized by using a binary mode equalization 
procedure to reduce the initial systematic decision errors, 
returning to the multi-level configuration after the 
equalization period. Possibly, a preferable arrangement 
would be to stay in the 4-level mode and use a fixed 
compromise equalizer to reduce the maximum slope 
across the frequency band. 

The total overall response time for a.g.c. recovery, 
clock recovery, carrier recovery and adaptive equaliza-
tion is typically about 3 seconds for the range of dis-
tortion met in the switched telephone network. The 
median response time for the equalizer alone was 
< 500 ms. 

5.2.2. Noise performance 

The bit error rate as a function of the normalized 
signal-to-noise ratio (signal energy per bit to noise power 
per Hz) for white Gaussian noise is shown in Fig. 11. 
The theoretical performance for a 4-level vestigial-
sideband amplitude modulated system is also shown for 
reference. It can be seen that the measured back-to-back 
performance is about 1.5 to 2.0 dB down relative to the 
theoretical. Of this, 0.8 dB is due to the pilot carrier, 
giving a modem noise performance within about 1 dB of 
theoretical, this being a result of the back-to-back eye 
impairment discussed in the previous section. To achieve 
this degree of performance the random tap jitter of the 
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Fig. 11. Noise performance of modem. 

37-tap equalizer has been minimized by using a time 
constant of 300 ms for the correlators in the quantized-
feedback section of the equalizer. As the quantized-
feedback coefficient incrementing method type of 
equalizer is less sensitive to message statistics, it is 
thought that the correlation time-constant can be 
reduced for this type of equalizer to give faster equaliza-
tion times with tolerable tap jitter. 

The effect of severe distortion on noise performance 
is shown in Fig. 11 for 125 miles of loaded cable and 
five carrier systems. The degradation on back-to-back 
performance is about 3 dB. The majority of this impair-
ment is due to convoluted leading intersymbol inter-
ference outside the range of the equalizer, the noise 
enhancement effect of the leading taps being less than 
0.5 dB. Noting from Fig. 1 that 99 % of the connexions 
in the switched telephone network have a signal/noise 
ratio greater than 30 dB it can be seen that background 
Gaussian noise is not an important parameter for 
4-level v.s.b. operation. 

Tests with impulsive noise have shown that the 
adaptive equalizer convergence is not affected with mean 
bit error rates as high as 1 in 10, which is several orders 
higher than the 1 in iø 4 to 1 in 105 normally obtained 
on the switched network. 

6. Conclusion 

The first phase of the study of adaptive equalization 
strategies suitable for data transmission over the 

switched telephone network has shown that excellent 
performance can be obtained using quantized-feedback 
techniques. Based on a 1000-line sample of the switched 
network, it has been shown that a hybrid form of adaptive 
equalizer using the mean-square algorithm for the 
leading taps and quantized feedback for the trailing 
taps will converge in the 4-level mode for more than 99 % 
of the connexions. Also, it has been shown that lock-out 
is not a problem and a large number of taps (37 in the 
experimental modem) can be used with minimal tap 
jitter giving a noise performance close to theoretical. 
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SUMMARY 

An analysis, employing a minimum of restrictive 
assumptions, is presented that allows the temperature 
drift performance of m.o.s.f.e.t.s operated at a 
constant drain current in the pinch-off region to be 
assessed. The parabolic variation of gate-source 
voltage with temperature for devices working in the 
vicinity of the minimum drift bias point is related 
to device parameters, which are dependent on 
details of the manufacturing process. The 
detrimental effect of setting-up errors is considered. 

• Department of Electrical and Electronic Engineering, 
Portsmouth Polytechnic, Portsmouth, P01 3DJ. 
t Department of Electrical Engineering, North East London 
Polytechnic, Dagenham, Essex. 

1. Introduction 

In some branches of instrumentation, for example, 
electrometry, a single m.o.s.f.e.t. is used in the input 
stage of a d.c. amplifier. To minimize drift, it is desirable 
that the m.o.s.f.e.t. is operated at that drain current, 
/Ds, which gives a minimum variation of gate-source 
voltage, V Gs, with temperature, T. 

The prediction of worst case circuit behaviour requires 
an analytical relationship between V Gs and T. This paper 
presents and discusses the implication of such a relation-
ship with respect to device parameters and circuit 
performance limitations. 

2. Analysis 

In this contribution only the n-channel enhancement-
mode devices are considered but the theory, with appro-
priate changes in the sign of certain parameters, is valid 
for the other m.o.s.f.e.t. variations. 

For any m.o.s.f.e.t. one may write, 

IDS = GS, V DS)  (1) 

where, in addition to the symbols already defined, Vc s is 
the drain-source voltage. If the device is operated in the 
'pinch-off' region, then /Ds is not sensibly dependent on 
VDs and equation (1) can be written as 

/Ds = Krz(VGs— Ve (2) 

where fi is the effective mobility of majority carriers in 
the channel, 

K is a constant related to oxide permittivity, ec,x, 
channel width, W, channel length, L, and oxide 
thickness, tos, by the equation 

K   
2LT„„ 

K is not significantly temperature dependent. 

VT is the projected gate-source threshold voltage 

and n is the power law exponent, frequently taken as 2 
but here uncommitted. 

Equation (2) would appear to be the simplest non-
trivial functional relationship' having general engineering 
application. If gfs = (d/Ds/dVGs), then n and VT in 
equation (2) can be found from the best straight line fit 
to the experimental points on a plot of (IDS/gr,) against 
V Gs. The value of K could be found subsequently by 
using a particular in equation (2), but its value is not 
required in this analysis. 

When the temperature varies and /Ds is maintained 
constant equation (2) yields, 

dVGs dVT 1 drt 
= re:C "' VT). 

dT dT dT 

Over a wide temperature range Wang et al.2 have shown 
that (dVf/dT) is a constant and we can write, 

d VT 
— = —a  (4) 
dT 

(3) 

where a depends on channel doping concentration and 
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normally lies in the range 2-4 mV per degC. From 
equation (4), 

VT = VT0 - aàT  (5) 

in which the threshold voltage is VT0 at a given reference 
temperature, To, and AT represents the deviation of the 
temperature from the reference value. Also 

1 dfi b 

dT T 

where b, here left unspecified, is often taken as 
Murphy et al.3 quote four sources in 
equation (6). 

From equations (3), (4), (5), (6), 

d VGs 
 = a + — [VGs - (Vro - abàn].  (7) 
d T nT 

Equation (7) predicts a family of straight lines for 
(dI/Gs/dT) when plotted against VGs; the spacing along 
the VGs axis depends on the threshold voltage and the 
slope of each line is (bInT). Putting b = 1.5, n = 2, 
T = 300°K, this gives 2-5 mV per degC per volt change 
in V. In fact the results of Giralt et al.' give, 

I d 
  (dVGs/dT)1 - 2-5 mV per degC per volt 
IdVGS 

in support of this. This same conclusion was reached 
by Cobbold.5 

At low values of VGs, (dVGs/dT) is negative, while at 
higher values, (d VGs/dT) is positive. The condition, 
(dVGs/dT) = 0 is obtained from equation (7), giving, 

naT 
VGs W} 

(8) 

(9) 

Since (dliGs/dT) is dependent on T, arranging to 
operate at (dI/Gs/dT) = 0 does not ensure that A VGs = 
for an increment AT in T. To find A VGs, one may proceed 
as follows from equation (6), 

AT rb 
ri =--,Tio{1 + — (10) 

To 

where fio is the mobility at the reference temperature. 
From equations (3), (5) and (10) we have at the reference 
temperature, 

/DS = Kilo( VGSO 11T0)"  0.1) 
where VGso is the reference value of VGs. When an 
increment AT in temperature occurs, the gate source 
voltage increases by AVGs and equation (11) becomes, 

Kfiot AT 
l X 

To 

x [(VGso + A VGs) - (VT0 - aà  (12) 

As the drain current is maintained constant, ( 11) and (12) 
may be equated. Solving for AVGs gives, 

A l(Gs = aA T -(VGso- VT0)-1- (VGso Vro) X 

x {1 + AT in).   
To 

Equation (13) is the required analytical relationship. 

(13) 

(6) 

If only a small temperature excursion is to be con-
sidered, a binomial expansion of equation (13) can be 
employed. 

AVas= - aàT - (VGSO - VTO) - àT -- - ( - - - 1)x 
n To n n 

b b b 

xàT2 _ _bib _ 1\i b _ 2\ T 3 1 

2Tj n 4 A _n j 6T(r i 

When the initial bias point satisfies the zero drift con-
1 - 5. dition, (VGso - VT0) may be eliminated, using equation (9), 

support of to give, 

àvGs=`!—L 1\ AT2 It i_b 2 \ AT + ...1 
2\n To L 4 j 370 

 (15) 

For AT 10°C and typical values for b and n, the 
second and higher terms in the bracket of equation (15) 
are normally negligible. Thus to an accuracy of a few 
percent, 

(14) 

AvGs = AT2 

24 j . To 
(16) 

Equation (16) indicates a parabolic relationship 
between AVGs and AT, with the vertex occurring at To. 
For b = 1-5, n = 2, a maximum occurs at To and 
A VGs < 0. If it were possible to have b > n, a minimum 
would occur at To and AVGs > 0. Clearly, as bln -+ 1, 
AVGS -> 0. The possibility of varying b or n to meet 
such a requirement would therefore seem to merit 
investigation by device designers. In the case of p-
channel enhancement mode devices, the polarity of the 
VGs values, discussed above for n-channel devices, are 

reversed, as a < 0. 

Taking again, the typical values for b and n, namely, 
1-5, and 2, respectively a = 3 mV per degC, To = 300°K, 
T= + 10 degC, equation (16) indicates that AVGs = 0-125 
mV. This low figure would not generally be achievable in 
practice because of the difficulty and uncertainty in 
locating the zero drift point due to circuit tolerances, 
setting-up errors etc. If a small fractional error, e, is 
made in setting /Ds at its zero drift point, the equivalent 
error, 3, in VGs, is given by 

u
e 8/DS = 

gfs 

Using equations (2) and (9), 

biDs 

gfs = — 
a T 

therefore, 

Thus VGs is actually set at 

VGS = L VT° naTol 
b 

or 

= eaT 
b • 

VGs = VTo naTo ± e..\. 
b n) 

(21) 

November 1972 

E 

509 



R. W. J. BARKER and B. L. HART 

Substitution of this value of VGS in equation ( 14) yields, 

b nj 

b AT b ib 1\ AT2 1 

n To n4 2Tf • • 1 

or 

A VGS 
a (17bi  e)AT2 aATe - 1 1 + +  n 

For eln 4 1, equation (23) becomes, 

vGs a ib 1\ Et + aATe 

2 To n 

(22) 

(23) 

operated at constant drain current. Small errors in 
setting the drain current to the minimum drift condition 
can result in significantly increased drift figures. 
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where the second term on the right-hand side of equation 
(24) gives the additional drift resulting from non-ideal 
setting-up. With only a 1% setting error, i.e. e = 0-01, 
and the parameter values used above, the predicted 
lAVGs1 is increased by more than 100% from 0-125 mV 
to 0-275 mV for a + 10 degC temperature variation. 

3. Conclusions 

The above analysis permits a prediction of the tem-
perature drift in the gate-source voltage of a m.o.s.f.e.t. 
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STANDARD FREQUENCY TRANSMISSIONS-October 1972 

(Communication from the National Physical Laboratory) 

Deviation from nominal frequency 
in parts in 10. 

(21- hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 

Deviation from nominal frequency 
in parts in 10. 

(24-hour mean centred on 0300 UT) 

Relative phase readings 
in microseconds 
N.P.L.-Station 

(Readings at 1500 UT) 
October October 
1972 - 1972 1 

GBR I MSF Droitwich GBR tMSF GBR MSE Droltwich GBR fMSF 
16 kHz 60 kHz 200 klix 16 kHz 60 kHz 16 kHz 60 kHz 200 kHz 16 kHz 60 kHz 

I - 0. -01 -O. 627 614.7 17 0 0 0 634 611-6 
2 -0- 0 - 0. 628 614-6 18 0 0 0 634 612.0 
3 +0- - 0-I 0 627 607.9 19 0 0 0 634 611-8 
4 - 0. 0 -0- 628 608.3 20 0 0 0 634 612.0 
5 - 0. - 0-1 0 629 608.9 21 0.1 0 0 635 612.4 
6 -0. -0.1 -O. 630 609 4 22 0 0 -01 635 613.8 
7 -0. - 0.1 I - 0. 631 610.1 23 0 0 0 635 613-5 
8 0 0 -0. 631 609.8 24 0 01 0 635 612-5 
9 +0. 0 -0- 630 609-5 25 0 0 -0- 635 612.5 
10 -0 0 -0- 631 609.0 26 0.1 0. -01 636 613.4 
11 -0. -0.1 -0. 632 609.6 27 0 0. -01 636 614-1 
11 -0- -el -0. 633 610.5 28 0 0. -01 636 614.6 
13 0 0 -0. 633 610.8 29 0 0 -01 636 614.2 
14 0 0 0 633 611.0 30 . 0-1 0 -01 635 614.4 
15 -0.1 0 0 634 611.1 31 0.2 0. -0. 637 615.7 
16 0 0 0 634 611.3 

All measurements in terms of H.P. Caesium Standard No. 334, which agrees with the N.P.L. Caesium Standard to I part in 10". 

t Relative to AT Scale; (AT,,,, - Station) - 468-6 at 1500 UT 31st December 1968. 
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Conference on 

Digital Processing of 

Signals in Communications 

University of Technology, Loughborough 

11th to 13th April 1972 

This Conference was characterized by two features: of the 
300 participants, nearly 75% stayed in the University of 
Loughborough's Halls of Residence and an unusually high 
proportion-23 %—were from overseas. These factors 
contributed to the undoubted success of both formal and 
informal proceedings. 

The technical scene was set in the opening, or keynote, ad-
dress by Dr. R. W. Lucky, of Bell Telephone Laboratories. 
His immense authority on the subject enabled him to deal 
shrewdly and entertainingly with 'The promise and the 
problems' of Digital Signal Processing in Data Communica-
tions. 

Computer Simulation 

The opening session of the Conference comprised four 
papers on computer simulation techniques. The first paper, by 
R. Herman, N. G. Batty, M. Blench and D. L. Hedderly 
(Plessey Telecommunications Research) described a simulation 
program which had been developed to assist in the design of 
space satellite communication links. It was shown that with 
such a simulation it was possible to evaluate optimum para-
meters for a p.s.k. link and that the techniques involved could 
be of use in other fields. 

Next R. J. Morrow and C. S. Warren (British Aircraft 
Corporation) described how a large hybrid analogue/digital 
computer had been used to analyse a complex communication 
system. The particular advantage claimed for the use of a 
hybrid computer was that a more realistic 'feel' of changes that 
have been made to system parameters can be given to the 
designer. 

L. S. Moye and C. D. Nabavi (STL) and J. S. Bridle (Joint 
Speech Research Unit) then dealt in a joint paper with a 
program that could be used in the simulation of block 
diagrams of systems. It was shown how it was possible on 
relatively small computers to use such a program interactively 
for circuit design. 

The fourth paper by C. C. Cock (STL) described a computer 
program for the study of how timing perturbations occurred in 
digital transmission systems. The paper showed by use of this 
program that this perturbation was caused by the mistuning 
of repeaters. This information could be used by the system 
designer to obtain a better understanding of the system con-
straints. 

Digital Filters 

Since the subject of digital filters could, and indeed has, 
provided sufficient material for a conference of its own, 
the papers in this session were mainly on aspects of digital 
filters which might relate to or have significance in the com-

The Conference was organized by the 
IERE with the association of the 
Electronics Division of the Institution of 
Electrical Engineers and the United 
Kingdom and Republic of Ireland 
Section of the Institute of Electrical and 
Electronics Engineers. 

This article is based on reports prepared 
by Professor J. W. R. Griffiths, chairman 
of the Organizing Committee and other 
members of the Committee, namely 
Mr. M. S. Birkin, Dr. D. E. Pearson, 
Mr. L. K. Wheeler and Dr. V. J. Phillips. 

The full list of papers read at the 
Conference was published in the March 
1972 issue of The Radio and Electronic 
Engineer (page 540); the papers are 
available as IERE Conference Proceedings 
No. 23, which may be purchased from 
the Institution, price £7.50 post free. 

munication field. To some extent this meant that the papers 
themselves, apart from having the common factor of digital 
filters, did not bear too much relationship one to another. 

The first paper by M. H. Acicroyd and F. Ghani (Lough-
borough University) discussed the use of filters in system 
identification, the system here could, of course, be a com-
munication link. The method depended on the use of a short 
test sequence and discussed the optimum output processing 
device. 

The evolution of a fully digital implementation of a correla-
tion receiver was the subject of the next paper by A. C. Davies 
and M. M. Chawki (City University) and they indicated the 
simplifications that could be achieved by serial processing. 

Delta modulation can be used instead of pulse code modu-
lation to provide a binary representation of a signal and the 
paper by G. B. Lockhart (Leeds University) considered the 
problems and advantages of both non-recursive and recursive 
filters using delta modulation. 

L. G. Cuthbert and P. R. Coward (Queen Mary College) 
then described the results of their work on the application of 
optimization techniques in the design of the tap coefficients 
in a finite duration impulse response digital filter. 

Reduction of quantization errors in recursive digital filters 
was the subject of a paper by J. K. Stevenson (Hirst Research 
Centre). He showed that the input and output multipliers 
for optimum signal scaling may be set to integer powers of 
two and realized very simply by reordering the bits of binary 
coded signals or by using simple adders. 

The paper by E. R. Broad and P. F. Adams (Post Office 
Research Department) showed how a template method of 
design (reminiscent of analogue template methods) could be 
used in the design of digital filters. Some practical examples 
were discussed. 

J. D. Martin and J. Metcalfe (Bath University) discussed the 
problems of the realization of bandpass digital filters, and 
finally G. D. Cain (Polytechnic of Central London) showed 
how 'staircase' digital filters could be built up by using Hilbert 
transform elements. 

Compression and Expansion 

The Wednesday morning session of the conference was con-
cerned with the compression and expansion of communication 
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signal bandwidth and coding techniques for accomplishing 
this. Of the eight papers in the session, six were concerned 
with picture coding and two with speech coding. 

Professor T. S. Huang (Massachusetts Institute of Tech-
nology) discussed the requirements for the digital trans-
mission of newspapers and magazines, and presented some 
calculations and experimental results relating to sampling 
density and the generation of moiré patterns. This was fol-
lowed by a paper by C. E. Goodison (Meteorological Office, 
Bracknell) describing the current practice in weather chart 
transmission and proposals for an all-digital system. B. 
Wendland (AEG—Telefunken) talked about an adaptive coder 
for television signals with 5 to 1 compression over straight 
p.c.m., while B. G. Haskell (Bell Telephone Laboratories) 
described a technique for frame-to-frame encoding of video-
telephone signals containing differential quantizing noise, 
which he illustrated with a short film. 

In the post-coffee session, Professor P. A. Wintz (Purdue 
University) summarized the results and compression ratios 
obtainable with transform coding (about 3 or 4 to 1 com-
pared with p.c.m.), with J. Poncin (CNET, Paris) adding some 
observations of his own on this type of coding. Two papers 
on speech processing concluded the session: J. S. Severwright 
(Loughborough University) presented results of studies of a 
speech-interruption technique with bit-rate reductions of 
2 to 3, and J. R. James (Royal Military College of Science) 
described a limiter-encoder operating at 10 kbit/s. 

Adaptive Systems 

Five of the papers were concerned with serial digital trans-
mission over audio bandwidth channels. R. J. Westcott (Post 
Office Research Station) provided a good resumé of the 
basic adaptive methods which can be employed and described 
the transmission characteristics to be encountered in the 
public switched telephone network. He then went on to 
describe an experimental adaptive modem, which largely 
made use of quantized feedback, designed to work at 4800 
bit/s in such an environment. The two papers by R. C. Weston 
and F. W. Abbot (SRDE) and by R. L. Brewster (Aston 
University) both dealt with the aspect of substituting digital 
processing to the virtual exclusion of analogue methods, both 
delta and pulse code modulation being discussed. Weston also 
considered application to randomly dispersive channels, e.g. 
h.f. radio links. E. B. Stuttard (Racal-Milgo) completed the 
current scene by describing a commercially-produced adaptive 
modem developed for operation over leased point-to-point 
lines at up to 9000 bit/s. The equalizer functions wholly 
digitally and used m.o.s. stores in the delay line. J. D. Brownlie, 
(Post Office Research Station) provided an approach to the 
difficult problem of assessing the effects of decision errors 
during the adaptation process and the influence of signal 
statistics. 

The other two papers continued into a broader field of 
adaptation. A. P. Clark and A. K. Mukherjee (Loughborough 
University) described a code-division multiplex system with 
adaptive detection and gave computed comparisons between 
serial and parallel systems. A. M. Rosie (Queen's University, 
Belfast) and collaborators from industry described an experi-
mental adaptive digital filter capable of learning and dis-
tinguishing between two initially unknown signals occurring 
randomly in the presence of noise. 

Due to the late withdrawal of a paper on the original 
programme, two short contributions were inserted: one by 
R. P. K. Galpin (Plessey Telecommunications Research) on 
adaptive equalization and the other by J. L. Shanks 
(Amoco Production, Oklahoma) on two-dimensional recursive 
filters. 

Generally the session provided an excellent 'teach-in' for 
those on the fringe of the subject and a very useful forum for 
interchange of views between those actively concerned. 

Signal Design 

This final session occupied a whole day, the first papers in 
the morning being concerned with codes and with error 
detection and correction. Professor D. A. Bell (Hull Univer-
sity) described how the Bose-Chauduri-Hocquenghem al-
gorithm can be applied to the design of non-binary error 
correcting codes in multi-level phase shift laying. A cellular 
array for digital scrambling, applicable to security systems 
such as are now being used in cash dispensers and for 
credit verification was put forward by K. J. Dean (Twickenham 
College of Technology). 

An American paper, by N. P. Murarka (LIT Research 
Institute), showed how a signal processing technique based on 
the linear f.m. dispersion method of spectral analysis used 
in radar systems could be very effectively applied to achieve 
near optimum non-coherent detection of multi-channel f.d.m. 
f.s.k. signals. 

Error correction in digital transmission systems employing 
scrambling clearly presents difficulties and G. G. Apple 
(Bell Telephone Laboratories) presented the theoretical bases 
for various conditions including the one-cell scramble case. 
Three authors from AEG-Telefunken, U. Haller, H. S. Matt 
and M. Progler, described a forward error-correction system 
developed for use in heavily disturbed data transmission, such 
as radio links, where a separate feedback channel is not 
readily available; two independent coding stages are used, 
one to deal with random errors due to a binomial distri-
bution and the other to correct the remaining bursts. Error 
correction techniques include this type of forward error 
correction concept and also the automatic request for a 
repeat method and J. E. Blackwall (Racal-Milgo) described a 
modem incorporating both these correction systems. 

The last paper of the morning session dealt with the 
design of a digital phase and frequency-sensitive detector 
having zero harmonic distortion at phase lock and infinitive 
captive range. It was contributed by L. F. Lind (Essex Uni-
versity) who also described its realization as three s.s.i. logic 
packages. 

The first papers of the second part of this session were 
concerned with two aspects of delta-modulation. R. Steele 
and M. Passot (Loughborough University) presented an 
analysis of the delta-modulator in the slope-overload condi-
tion using Gaussian input signals; M. J. Hawksford (Essex 
University) and Professor J. E. Flood (Aston University) in 
their paper examined the various groups of patterns of pulses 
which occur in the transmitted waveforms and proposed some 
methods of adaptive delta-modulation. 

The papers presented by authors from the Bell Laboratories, 
U.S.A. were both concerned with signal companding for 
pulse-code-modulation systems. A technique for the syn-
thesis of circuits to convert digital signals from one compression 
law to another (particularly from µ-law to A-law) was des-
cribed by P. W. Osborne and M. R. Aaron (BTL), with 
H. Kaneko (Nippon Electric, Japan). J. R. Sergo's (BTL) 
paper considered the generation of a companded signal by 
elimination of quantizing levels. 

The final contribution was entitled 'A differential p.c.m. 
encoder for viewphone signals' and J. E. Thompson and G. A. 
Gerrard (British Post Office Research Department) showed a 
very interesting series of slides illustrating the quality of the 
pictures transmitted and the effects of varying various para-
meters of the system. 
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SUMMARY: 

As part of a large research programme on the use of 
computer aids for logic circuit design, it was required 
to provide an algorithm for the reduction of sequen-
tial circuit state tables (completely or incompletely 
specified). This paper discusses the theoretical 
problems of state reduction and demonstrates how a 
rapid solution may be obtained based on the deter-
mination and use of a closure function associated 
with each maximal or prime compatible set. The use 
of several heuristics ensures that a near- minimal 
solution to the subsequent closed-cover problem is 
always obtained, rather than the absolute minimum 
that is theoretically possible but computationally 
impracticable. This is in keeping with the overall 
design philosophy of producing a viable engineering 
design rather than the theoretical optimum usually 
dictated by switching theory. The algorithm has been 
programmed and the paper further discusses the data 
structures used and problems encountered in its 
implementation. 

* Department of Electronics, University of Southampton. 

t Department of Electrical and Electronic Engineering, Brunel 
University, Uxbridge, Middlesex. 

1. Introduction 

The use of switching theory as a methodology of 
design for sequential logic circuits is now firmly estab-
lished. Briefly, the requirements of a sequential circuit 
can be represented by a state diagram. Such a diagram 
defines the internal state transitions and primary outputs 
when subjected to an input change and this represents 
a convenient starting point for designing the circuit. As 
a mathematical model, however, it is not so suitable 
and a tabular equivalent model can be constructed— 
this being referred to as the initial state table. In general, 
the number of state variables in this table may be 
reduced, and a systematic state reduction is implemented 
at this stage. 

Each state variable in the reduced state table is now 
assigned a unique binary code (state assignment) and 
the resulting fully-assigned state-table is analysed with 
the objective of defining the internal excitation equations 
and primary output equations. These equations describe 
the physical circuit realization and may be implemented 
using standard logic elements. 

Southampton University and Brunel University are 
currently collaborating in the development of a suite 
of programs known as CALD to assist in the design 
of combinational and sequential circuits, and these 
are based on the approaches suggested by switching 
theory.' This paper relates in particular to the reduction 
of the initial state table of a sequential circuit and 
proposes an algorithm that is considered suitable for 
implementation on a digital computer. 

A knowledge of the fundamental papers of Paull and 
Unger' and Grasselli and Luccio3 is assumed. In the 
interests of completeness however, some terms, that are 
used throughout the text, are defined in the next Section. 
It may be noted that some of the terms themselves 
represent a slight departure from the 'accepted' ter-
minology of state reduction. 

The departure is concerned with the usage of the 
words `class' and 'set' and the present authors feel 
that the following terms are more strictly applicable 
to the concepts they define. 

2. Definitions 

Compatible Pair 

Two states a and b are compatible if, starting from 
either, they cannot be distinguished by the subsequent 
output sequences when subjected to all finite input 
sequences. The compatibility relationship is written 
a — b. 

Incompatible Pair 

Two states are incompatible if they are not compatible. 

Compatible Set—C-Set 

A compatible set Ci is a set of states such that all 
possible pairs of states are themselves compatible, 

e.g. if a — b, a — c and b c, then the set Ci = {a, b, e} 
is a compatible set. 

If the compatible set contains only one member, e.g. (a), 
this is referred to as a singleton. 
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Incompatible Set—I-Set 

An incompatible set is any set of states that is not a 
compatible set. 

Maximal Compatible Set—MCS 

A compatible set is a maximal compatible set if it 
is not a proper subset of any other compatible set. 

Condition Class—CC 

In general, the validity of a compatible set CI is 
dependent upon the existence of a further set of com-
patible sets. Such a class Pi is referred to as the condition 
class for Ci and is written: 

Pi= {Pil, Pa> • • • 9 • • • Pk} 
Note that if Pi = (1), the null set, then this is a special 
case of compatibility, and the member states of Ci are 
said to be equivalent or identical. 

Prime Compatible Set—PCS 

A compatible set Ci is non-prime, if there exists 
another compatible set Ci such that 

(i) CI g Ci and 
(ii) Pi g Pi. 

Otherwise CI is a prime compatible set. 

Note that a maximal compatible set is also prime. 

Cover 

A set of m compatible sets C = {C1, C2, ..., Ci, 
C m ) is said to cover a set of n states S = {a, b, n) if 
and only if CI C2 = S. 

Closure 

Let C = {C1, C2, Ci, Cm) be a set of com-
patible sets and let the condition class for CI be given 
by: 

Pi = {Pil, P12, • • • Pip • • • e Pig) 

If for all 1 5 i ≤ m and all 1 ≤ j ≤ q, Pu contains as 
a subset at least one of the member sets of C, then the 
set of compatible sets C is said to be closed. 

3. The State Reduction Algorithm 

Inherent in the processes involved in deriving state 
diagrams/tables is the possibility that sets of states will 
be compatible. If these can be identified and each set 
replaced by just one of the member states, a reduction 
in the total number of states can be effected. This 
reduction not only has implications with regard to the 
hardware realization but also can have a profound 
effect on the complex process of generating suitable fault 
diagnostic sequences. 

The problem of state reduction resolves itself into 
two main areas: (i) the identification and derivation of 
the compatible sets (C-sets), and (ii) the selection of an 
optimal number that will provide a closed-covering on 
the initial set of states. 

A major consideration in developing the algorithm is 
that the truly minimal version, although theoretically 
possible to derive, is not the main objective. Rather, an 
optimum reduced state table is all that is required since 
this may be achieved with less stringent requirements 
on both core store and time. This fits in with the overall 
CALD philosophy of producing a viable engineering 

design rather than the theoretical minimum usually 
dictated by switching theory.' 

Throughout the paper the procedure will be illustrated 
using the state table originally described by Kelle and 
reproduced in Table 1. 

Table 1. Initial state table 

Present state 
input/output 
X2 Xs X4 

a 

d 

e 

h 

g/1 

bl-

-11 

—10 
el— bll 

dl— —/0 

cl— 

cl0 —/0 

—/0 

el— 

hl— el— 

all 

bio 

el— 

dll 

The algorithm is based on the maximal compatible 
sets (MCSs) rather than the prime compatible sets 
(PCSs) for the following reasons: 

(i) As the algorithm is not concerned with determining 
the minimum state table, the MCSs, representing 
a subset of the PCSs, reduces (in some cases 
drastically) the number of C-set candidates. 

(ii) This reduced list of candidates allows for simple 
closure functions (Cf) associated with each MCS 
and consequently eases the problem of generating 
the closure tree (q.v.)t. 

The major steps in the algorithm are as follows: 

Step 1. Generation of the MCSs together with their 
associated closure functions. 

Step 2. Identification of essential MCSs, if any. 

Step 3. Starting with the essential MCS (or otherwise), 
generation of the closure tree to first ter-
mination. 

Step 4. A check for complete cover with return to 
step 3, if necessary. 

In programming this algorithm, the data structures 
cannot be naturally represented using arrays. It is more 
convenient to use a system where pointers may be set 
up between items of data to indicate an association. 
This can be done using a list processor, ring processor, 
or a more specialized processor for a complex data 
structure. Leaving the details of housekeeping to the 
processor frees the programmer from the time-con-
suming problems of data organization. 

This approach, however, often incurs a heavy penalty, 
in that the organization absorbs large amounts of run 
time and, to a lesser extent, core store, in performing 

t In the program itself, provision has been made to calculate 
either the MCSs or PCSs. This allows two solutions to be obtained 
and enables a comparison between MCS- and PCS-based pro-
cedures Apart from the considerations above generation of 
PCSs can require considerably more core store than the MCS 
generation requirement. 
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activities which are more general than actually required 
for the particular application. 

The initial problem studied for the CALD suite was 
that of combinational minimization, and considerable 
effort was devoted to producing a fast list processor 
embedded in Fortran. It was therefore natural to con-
tinue the commitment to this list processor, not only 
because it was available and well-proven, but also to 
ease the problems of interfacing between programs. This 
has a slight disadvantage in that some of the features, 
such as a fixed cell size, result in a sometimes inefficient 
use of store when this list processor is used on other 
problems. 

The various steps through the algorithm will now be 
discussed and the individual flow charts are presented in 
Appendix 1. Flow chart A illustrates the overall 
procedure. 

Flowchart A. Overall procedure for state reduction. 

Input state table 
using a list structure 

Build up 
compatible pairs 

} Flowchart 

PCS MCS or MCS 

Derive PCSs-no 
deletions possible 

until all PCSs 
identified 

Construct Cover List 

lowchart 
E 

Derive MCSs and delete 

#n C- sets when#(n.1) 
C- sets orrned;unless 

n»2 

Select an essential or 
quasi- essential MCS 

Generate closed set of 
MCSs and place in M, 

Yes 

Flowchart 

Flowchart 
D 

3.1 Step 1: Generation of MCSs and the Closure 
Function Cf 

The generation of the MCSs is essentially the same 
as the technique, described by Bennetts,' for PCS 
derivation. In summary, it consists of: 

(i) generating all compatible pairs together with 
their condition classes (CCs), 

(ii) eliminating those having non-valid CCs, 

(iii) constructing all n cardinality C-sets together with 
their CCs where 2 < n < max being the 
natural limit, 

(iv) terminating the list with all singleton classes, 

(v) eliminating all non-maximal C-sets. 

The complete list of all C-sets is shown in Table 2 and 
all those that are non-maximal are marked with a 
cross ( x ). 

Table 2. Derivation of maximal C-sets and their 
condition classes 

C-sets 
Condition 

class C-set Condition class 

)< (ab) 
X (ac) 
X (ad) 
x(af) 
X (ah) 
X (ai) 
x(bc) 
X (bd) 
X (be) 
x(bf) 
X (bg) 
x(bh) 
x(bi) 
x(ce) 
x(cf) 
X (cg) 
X (ch) 
X (de) 
x(dh) 
X (di) 
X (eh) 

X(fg) 
x(hi) 

x(abc) 
X (abd) 

X (ab!) 
x(abh) 
X (abi) 
x(acf) 
X (ach)  
x(adh) 
X (adi) 
x(ahi) 

(0) 
(0) 
(0) 

(0) 
(0) 
(fg)Il 
(eh)I3 

(d') 
(4') 
(b012 
(bd)I2 
(bc)I2 
(bc)I2 
(bh)I3 
(be)I4 

(0) 
(de)I4 

(o) 
(ad)I4 

(0) 
(ce)I2 
(di)12,(be)14 

(0) 

(eh)I3 

(0) 
0012 
(bc)I2 
(fg)11,(bc)12 
(be)I4 
(de)I4 
[(ad)141 = (0) 
(fg)Il 
(fg)Il 

x(bce) 
x(bcf) 
X (bcg) 
X (bch) 
X (bde) 
X (bdh) 
X (bdi) 

X (beh) 
X (big) 

x (bhi) 
x(ceh) 
x (cfg) 
x(deh) 
x(dhi) 

(abc!) 
(abch) 
X (abdh) 
X (abdi) 
x (abhi)  
x(adhi)  
(bceh) 
(bcfg) 
(bdeh) 

x(bdhi) 

(eh)13,(bh)13 = (beh)I3 
(eh)13,(bi)I2,(be)14 
(eh)13,(bd)12 
(eh)13,(de)14,[(bc)12] 

(0) 
(bc)12,(ad)14 
(bc)I2 
(bc)I2,(ce)12 = (bec)I2 
(b012,(bd)12,(di)12, 

(be)I4 = (bdi)I2, (be)14 
(bc)I2 
(bh)I3, (de)14, L(ce)/21 
(be)I4, (di)12 
(ad)I 4, (ce)I2 
(ad)I4 

(eh)13, (bi)I2, (be)14 
(eh)13, [(be)12], (de)14 
(bc)12, L(ad)I4] 
(fg)11, (bc)12 
(bc)12, (fg)I 1 
(fg)11, [(ad)14] 
gbeh)13],(deh)14,[(bec)12) 
(eh)13, (be)14, (bdi)I2 
Rbc)12], (ad)14, (bce)I2 
(bc)12, (ad)14 

(abdhi) (bc)12, (fg)I1, Rad)/4] 

3.1.1. Comments about the derivation of the 
maximal compatible sets 

1. The starting point for constructing the list of all 
C-sets is the list of valid compatible pairs. This list is 
sub-partitioned into sets such that C-sets differ by one 
member only. In this way, two sets need only be tested 
for combination if they occur within the same sub-
partition. Thus (ab) is only checked with (ac) to (ai). 
Note, however, that as the combination is to be non-
transitive, if (ab) and (ac) exist, then (bc) must also 
exist in another sub-partition if (abc) is to be formed. 
Also, it is only necessary to check with those C-sets 
occurring lower than the 'master' C-set, i.e. (ad) would 
only be checked against (af), (ah) and (ai). 

As C-sets of a higher cardinality are created, so this 
technique is extended and the sub-partitions again are 
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defined by those terms differing in one member only. 
This allows a short cut to be used when determining 
the existence of a larger C-set—namely that if 
Ci = (a, b, c, d, ..., h, 0 and also Ci = (a, b, c, d, 
h,j) Ci and j C, and if C, and Ci are in the same 
sub-partition, then we can form a new set Ck where 
Ck = Ci A Ci = (i, j) in this case.t Note that the 
cardinality of Ck (denoted as # Ck) must be 2 since CI 
and Ci both occur in the same sub-partition. Now if 
Ck exists as a valid compatible pair, then it follows that 
Ci and Ci can be combined to form a larger C-set 
Ci (= CI u Ci). Connected with this, the corresponding 
condition class associated with Ci will consist of the 
union of those associated with Ci, Ci and Ck. These 
three C-sets will be sufficient to define the condition 
class regardless of the cardinality of CI. (See Appendix 2 
for a formal proof of these relationships.) 

2. Associated with every C-set C. is a condition class 
Pa = (Pal> P129 • • •). As the C-sets are derived, so the 
associated Po must also be constructed and modified. 
The following points should be borne in mind during 
this process: 

(a) If P. contains member sets P.1, P.1 both of which 
have the same input affiliation, then 13., and 134 
must be replaced by P., u Pai, e.g. for C. = (bce), 
P. = (eh)I3, (bh)I3. Thus P. —> (beh)I3. 

(b) If any member set of P., P., z C., then P., can be 
deleted from P., e.g. when C. = (ceh) is formed, 
one of the P. member sets is (ce)I2. Since 
(ce) c (ceh), this is deleted from P.. These 
deletions are shown thus: [(ce)12]. 

(c) The logical limit of such deletions is P. —> 
e.g. C. = (adh), P1 = (ad)I4 4). 

The final list of maximal C-sets is shown in Table 3. 

Table 3. Maximal compatible sets and closure 
functions 

MCS Pli Pa' 
Cg 

(disjunctive) 
form) 

C1 (abet) (eh)(bi)(be) (ehXabdhiXbe) CeC3 Can 

C2 (abch) (eh)(de) [(eh)J(bdeh) C5 

C5 (bceh) (deh) (bdeh) C5 

C4 (beg) (eh)(be)(bdi) (eh)(beXabdhi) CeC3 C5C5 

C5 (bdeh) (ad)(bce) (abdhiXbceh) CeC3 

Ce (abdhi) (bc)(fg) [(bc)](bcfg) C4 

In this list, the six MCSs are listed together with their 
P.s, denoted here by P. Note that input affiliation 
is not now required. 13: is an updated version of P, 
the modification occurring through the following rules: 

(i) If for any P. there exists P.,, where Pe is an 
element of P. and such that P., g. Cp, Cp e C., 
and P., is not contained as a subset with any 
other MCS, then P.1 can be replaced by C. 

t Ci AC, = (C,\CI) U (CAC,), where \ is known as the differ-
ence operator and P is known as the symmetric difference operator. 

The proof of this lies in realizing that if C. is selected 
as a member of a cover set, then Cp will also be required 
to satisfy C.'s closure requirement. 

e.g. for MCS (bceh), P.' = (deh). 

Now since (deh) (bdeh) alone, P: is updated to 
13: = (bdeh). 

(ii) If, as a result of (i) above, P., ç P1, or vice versa, 
then P.,(P.i) can be removed from P.. 

For example, for MCS (abch),e, = (eh)(de). 

Initially (eh) c (bceh) and (bdeh), therefore (eh) is not 
modified. However, (de) c (bdeh) alone and is therefore 
replaced by (bdeh). Now (eh) becomes c (bdeh) and 
can therefore be removed. 

In programming this part of the algorithm, there are 
problems involving the storage of the intermediate 
C-sets. For MCS generation, this can be alleviated by 
noting that C-sets of size n can be deleted after they have 
been used to produce C-sets of size (n + 1). Neverthe-
less, there is still a considerable problem when large 
MCSs exist—if for instance, an MCS exists having a 
cardinality of n, then of the order of n !/[(n/2) !J2 C-sets 
of cardinality n/2, will require simultaneous storage. In 
other words, the storage required roughly doubles for 
each increase in the size of the MCS. 

For this reason, this part of the program is the most 
constraining. Even conserving storage by using a bit-
oriented data structure does not significantly increase the 
program capability, since the required storage increases 
approximately at an exponential rate with n. 

For this reason also, it is not possible to give an 
estimated upper bound on the size of the initial state 
table that can be handled in a given amount of core 
store. Obviously, this is dependent not so much on the 
initial number of states as on the internal structure of 
the state table itself. 

The final stage in deriving the MCSs is to derive the 
associated closure function Cf. This is a convenient 
logical statement of the condition class P. and is 
generated directly from the n list. The procedure is 
summarized as follows: 

(i) Assign C,, 1 ≤ i ≤ n to each of the n MCSs. 

(ii) For each C,, determine the closure function by 
restating F.; in terms of its conditional Cis. 

For example, for C4 = (bcfg), P = (eh)(be)(abdhi). 

Now (eh) c (C3+ C5) 
(be) c (C3 + C5) 

(abdhi) = C6. and 

Therefore the closure function for C4 is given by 

Cf4 = (C3 -FC5)(C3 C5)C6 

= C3C6 A-05C6 in its disjunctive normal form. 

Note that each conjunct in Cu represents an alterna-
tive set of MCSs necessary to satisfy the closure con-
ditions imposed if C, is selected. Thus if Ci is selected, 
at least one of the conjuncts must also be selected. This 
is not only a necessary condition, but is also sufficient. 
Inclusion of more than one conjunct is of no consequence. 
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The full set of closure functions associated with each 
MCS is shown in Table 3. 

Implicit in the formation of a closure function is a 
conjunctive to disjunctive conversion (product-of-sum to 
sum-of-product). Such a process can require consider-
able core store and the approach adopted in the pro-
grammed version of the algorithm is to generate only 
the closure function when required, and then only to 
generate one of the terms in the disjunctive expression. 
The term that is generated may either be one of the 
smallest (although not necessarily the smallest) or may 
be modified to include existing chosen MCSs. This will 
be commented on further in the next section. 

3.2. Steps 2-4: Identification of Essential and Quasi-
essential MCSs and Generation of a Closed Cover 

Theoretically, all possible combinations of MCSs that 
provide a cover on the initial set of states may be found 
by expanding a conjunctive cover expression into its 
disjunctive form—this being analogous to the algebraic 
solution of prime implicant tables. The problem is 
further complicated here however by the requirement 
for each cover set to be closed, and although the solution 
is theoretically soluble, its implementation is difficult— 
see, for instance, Grasselli and Luccio.3 

The approach adopted here therefore is to generate 
a cover set that is closed by virtue of an integrated 
process whereby each additional cover set member is 
checked for closure and, if necessary, further members 
added. This results in the generation of a tree and the 
termination of any one branch indicates closure. Certain 
heuristics are applied that hopefully ensure that the 
number of branches is kept to a minimum, and also 
attempts an early termination. These are described later, 
but their application is assisted by reference to a cover 
list. 

3.3. The Cover List 

A cover list (CL) on the initial set of states can be 
constructed from the MCS list as shown in Table 4. 

Table 4. The cover list (CL) 

Initial state Covered by 

a 
b 

c 

d 

e 

f 
g 
h 

i 

Cg C2 C1 

Cg C2 Cg C5 C1 C4 

C2 Cg C1 C4 

Cg C5 

C3 C5 

C1 C4 

C4 

Ce C2 Cg C5 

Ca 

Some pertinent comments about forming the cover list 
are: 

(i) The ordering of the cover terms for each state is 
important and is decided by two criteria. 

Criterion 1: Cardinality of the MCS, i.e. if any 
state j is an element of Cm and C., and # Cm > 
# C„, then Cm precedes C„. 

Criterion 2: Cardinality of the closure function 
conjuncts (if known). If # C„, = # C„, then a 
priority may be assigned on the basis of the 
cardinality of the smallest conjunct of Cf,,, and 
Cfn , i.e. if the cardinality of the smallest con-
junct of Cm < Cf„, then Cm precedes C„. 

(This follows from the desire to keep the number of 
branches in the closure function tree to a minimum.) 

As examples of this, see initial state d (Criterion 1) 
and initial state e (Criterion 2). 

Note that the MCSs may be re-arranged initially using 
the two criteria above. Generation of the cover list is 
then a simple matter of, for each state, scanning down 
the list and selecting those MCSs that cover the state. 

(ii) If an initial state is covered by one MCS alone, 
then this MCS is identified as essential. 

(iii) If no essential MCS exists, then a quasi-essential 
MCS may be defined by identifying the initial 
state having the minimum number of covering 
MCSs and selecting the first one of these. Such 
a term is 'quasi-essential' for cover and by virtue 
of its being first will either provide maximum 
cover or will have the simplest conditional 
requirements, or both. 

3.4. Generation of a Closed Cover 

The procedure essentially consists of selecting one of 
the essential (or quasi-essential) MCS and attempting to 
satisfy its closure requirements. The result will be a 
closed set of MCS that may or may not provide full 
cover on the initial set of states.t If full cover is not 
achieved, the procedure is repeated, this time starting 
with an MCS that is essential or quasi-essential for at 
least one of the uncovered states. 

The core of the procedure is the generation of a closed 
set of MCSs, starting from the essential MCS. This 
process is assisted by noting that the size of the terms 
in the closure function can be reduced if some of the 
MCSs have already been chosen. Furthermore, if these 
terms are not calculated until required, the calculation 
can be modified to take account of previously included 
MCSs. 

This sort of strategy may result in a non-minimal 
solution but as absolute minimality is not a prime 
requisite, this is not considered to be disadvantageous— 
merely a limitation. 

The procedure will be illustrated by deriving a closed 
cover from the closure function and cover list informa-
tion in Tables 3 and 4. 

Consider the cover list: C4 and C6 are both identified 
as essential MCSs and by definition, both must appear 
in the final closed-cover expression M. We will only 
explore one path at a time, however, and will select C6 
(since # C. > # C4). Referring to the MCS/Cf table 
(Table 3), selection of C6 --> C4 anyway4 so the first 

t These closed subsets are analogous to the irredundant prime 
closed sets of de Sarkar et al.° 
$ Here the arrow (—>) is read as 'implies', i.e. Cg --> C4 means 

that Co's validity rests on C4's inclusion since C4 is the condition 
class for Cg. Hence selection of Ce implies also the selection of C4. 
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Table 5. Results of applying the program to a number of examples 

Example number 1 2 3 4 5 6 7 

Original states 9 14 15 9 22 29 8 

MCS or PCS-based? MP MP MP MP MP MP MP 

Maximal or Prime C-sets generated 6 33 6 6 8 60 10 70 30 — 24 30 5 12 

Number of C-sets selected 4 4 4 4 8 8 6 6 12 24 24 5 5 

Theoretical lower bound 3 4 8 4 7 24 3 

Program run time (s) 35 56 39 58 47 90 54 124 251 — 142 142 42 49 

Program run store (kbit) 2 4 3 3 2 6 3 12 14 4 4 3 3 

Program core store = 12 kbits. All examples are incompletely specified. 

level of generation of the tree is: 

C6 -> C4 

We must now check for closure on C4 and also enter a 
partial closed-cover expression in M, namely Mp = C6C4• 
This allows a check mark to be placed against all initial 
states in CL covered by both C6 and C4, i.e. (abcdfghi). 
The closure check shows that C4 -› (C6C3 -FC6C5) and 
we note that since C6 iS already in Mp, both conjuncts 
may be modified to (C3+ C5). Alternatively, when 
calculating the C4 closure function from the natural 
conjunctive form, all disjuncts containing C6 may be 
removed. The next level of generation is: 

-+ C3 
C6 -› C4 — 

—› C 

Of the two alternatives, the upper path is arbitrarily 
selected as the candidate and proceeding along the lines 
mentioned, the complete tree is: 

--> C3  4) (branch termination) 
C6 -+ C4 —1 

-1 C5 

and the path from C6 to iS Mp = C6C4C3C5• 

A scan down the cover list reveals that all states are 
covered and therefore M = Mp in this case and the 
original nine-state table can be reduced to four states. 
Had full cover not been achieved a check would be made 
to identify essential terms not yet included and these 
would form the basis of another closure tree. If no 
essential terms were identified, then a pseudo-essential 
term would be defined based on the subset of initial 
states not yet covered. Working in this manner subsets 
of closed MCSs would be identified and added into Mp 
eventually to form the full cover M. 

4. Concluding Remarks and Results 

An algorithm for state table reduction based on the 
techniques of Paull and Unger2 and Grasselli and 
Luccio2 has been described. It is considerably modified, 
however, by algebraic considerations of individual C-set 

closure requirements which then allow certain heuristic 
procedures to be applied to the main closed-cover 
problem. The emphasis on the theoretical development 
of the algorithm, has been to produce a programmable 
technique that is aimed at deriving a 'good' engineering 
solution rather than the theoretical minimum. 

The algorithm has been fully programmed for an 
ICL 1907 computer and may be used to either generate 
the maximal or prime C-sets. The subsequent problem 
of finding a closed cover is then common to both. In 
an attempt to examine the efficiency of the algorithm, 
the program has been used to reduce a number of initial 
state tables, each one being incompletely specified (the 
reduction of completely specified state tables may be 
regarded as trivial since all MCS/PCSs are required there-
by removing the closed-cover problem). The results 
obtained by the program are shown in Table 5 and for 
all but one of the examples, two solutions obtained—one 
based on generating and selecting from the MCSs and 
the other based similarly on the PCSs. 

With reference to these results, it is interesting to note 
that for all the examples for which dual solutions exist, 
the final number of states is the same for both the 
MCS- and PCS-based solution (the actual C-sets selected 
are different however). Also, the theoretical lower bound 
was obtained from the cardinality of the largest incom-
patible class set, although there is no guarantee that 
such a solution is possible. 

Although only a small sample, this would seem to 
validate the initial statement that the added complexity 
of both generating and selecting from the prime C-sets 
is not, in general, justified. Indeed, for example number 5, 
the program is unable to generate all the prime C-sets 
within 32k of computer core store.t A solution for this 
particular example does however exist' and the number 
of prime C-sets is stated as being 261, enabling a reduc-
tion down to 9 states, compared with the 12-state 
solution based on maximal C-sets. 

t This is an artificial constraint that has been placed on all 
programs that are part of the cALD suite.1 
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The computer run times, although comparable, are 
slightly longer for prime C-set based problems. This is 
mainly due to the extra time taken in identifying the 
prime C-sets, rather than in the subsequent selection 
of the closed cover. The main problem in fact, is in 
generating the prime C-sets within 32k of core store. As 
already noted, maximal C-set generation enables deletion 
of C-sets of size N after they have been used to produce 
C-sets of size (N+ 1). This cannot be implemented in 
prime C-set generation as the complete set of C-sets of 
size N, where 1 s N < N,„,,„ is required before the prime 
C-sets may be identified. 

On the basis of these comments, it would seem that 
the initial reasons for recommending maximal C-set 
rather than prime C-set based solutions are not so 
dominant as the fact that, irrespective of which base is 
chosen, the closed-cover process will tend to produce 
solutions containing a comparable number of states in 
a comparable time. The reason for recommending 
maximal C-set based solutions therefore, is primarily the 
fact that conceivably larger initial state tables can be 
accommodated and solved within a defined amount 
of computer core store. 

One final comment regarding state table reduction 
in general will be useful. Most of the published literature 
in this area equates reduction in states with subsequent 
reduction in hardware. This hardware reduction takes 
two forms—the first being that the number of bistables 
required is equal to the number of state variables y, and 
this in turn is given by log2 n (rounded up), where 
n = number of final states. As a consequence, bistable 
reduction is only achieved as n crosses a r threshold, 
and these obviously become further apart as n increases. 
Even if the reduction does not cross such a threshold 
however, a second hardware reduction is usually achieved 
since any reduction in the number of states means that 
`don't care' state assignments become available and 
these may be used to effect a more economical assign-
ment—either through direct use as a `don't care' in 
bistable input equation minimization or as supplementary 
assignments to eliminate critical races in asynchronous 
logic design. 

Another important aspect of state reduction is in the 
state table analysis techniques for deriving testing 
sequences for sequential circuits.8 These techniques are 
based on deriving an input sequence, the output response 
of which is capable of both verifying the existence of 
all states and also that all defined transitions between 
states can be made correctly. The complexity of gener-
ating such a sequence is directly related to the number 
of states and, as such, may potentially be the more 
important reason for the state reduction process. 
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6. Appendix 1 

Flowcharts of the Algorithm 

The following Flowcharts summarize the operation 
of the algorithm, both as an overall process (Flow-
chart A) and also describing the generation of com-
patible pairs, maximal or prime compatible sets and the 
optimal selection of a closed cover (Flowcharts B, C 
and D, respectively). The final Flowchart details the 
'heuristic' processes involved in generating a near-
minimal closed subset of MCSs or PCSs starting with 
an essential or quasi-essential MCS (PCS) and the 
partially specified solution so far obtained in Mp (which 
will equal 0 initially). 

7. Appendix 2 

C-Set Construction and Non-transitivity 

For an incompletely specified state table, the con-
struction of C-sets of cardinality n, n > 2 is governed 
by the following theorems: 

Theorem 1: A set of states is a compatible set if and 
only if every pair of states in that set is compatible. 
(This theorem is quoted from Paull and Unger.2) 

It follows from theorem 1 that for a C-set Ci of car-
dinality n to exist, there must exist n(n— 1)/2 valid 
pairwise C-sets and these must be contained in Ci. Thus, 
construction of C-sets is strictly on a non-transitive 
basis.t It is the purpose of this Appendix to prove the 
following theorem and its associated lemma: 

Theorem 2: If there exist two valid C-sets Ci and C.1 
having the same cardinality n, n ≥ 2, such that 
Ci AC = Ck, A = symmetric difference operator 
where # C,, = 2, 

then provided CI, is a valid pairwise C-set, Ci = Ci u Ci 
is also a valid C-set of cardinality (n + 1). 

Lemma: In association with Theorem 2, if Pi, P. and Pi, 
are the condition classes of CI, C.1 and CI, respectively, 
then Pi = Pi u P. u Pi, is the resulting condition class 
of 

Proof: Both Ci and Ci will contain n(n— 1)/2 valid 
pairwise C-sets (shortened to VPCS), but since 
Ci AC1 = Ck, and # = 2, they will only specify 
(n(n— 1)/2 + (n-1)) different VPCSs. Consequently, the 

1. For completely specified state tables, a C-set may be con-
structed on a transitive basis and for C, to exist ( # C, = n) there 
need only exist n/2 (rounded up if n is odd) valid pairwise C-sets. 
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Yes 

Flowchart B. Generation of compatible pairs. 

Form all possible compatible pair 
candidates C,,C.,... Ci C., together with 
their condition classes ... 

1= 1 

Yes No 

Were 
there any 

deletions in 
this scan , 

Flowchart 

Remainder are valid 
compatible pairs 

Ci is o non-valid 
compatible pair-
therefore delete 

from list 

Flowchart C. Generation of Maximal or Prime C-sets. 

List of valid compatible pairs 

n- 2 

Form all possible #( n+1) C- sets together 
with their condition classes using 
Theorem 2/Lemma ( Appendu, 2.P,e) 

PCS 

Delete all 
C- sets that 

are non- prime 

Add singletons 

Delete all # 1 and 
#2 C-sets that 
are subsets of 
any other C- sets 

Remainder 
are PCSs 

Remainder 
are MCSs 

Flowchart 
D 

Remove all#n 
C- sets that were 
used in deriving 

the #(n+1)C-sets 

Increment n 

union of Ci and C will contain all different VPCSs 
specified by Ci and ci plus one more (Ck), namely, 

C, = CI u Ck will specify n(n — 1) + (n — 1) + 1 
2 

(n + 1)n 
—  2 different VPCSs. 

and since # CI = (n + 1), this number of VPCSs corre-

Flowchart D. Generation of an optimal closed cover. 

Order MCSs and form 
Cover List CL 

Determine near- minimal 
closed set of MCSs 

Tick- off in CL cover 
afforded by MCS set 

Add MCS set into M, 

Is full 
cover achieved by 
MCSs so far included 

in M.? 

Determine a quasi-essential MCS 

Any 
further essential 

MCSs not yet included 

in M.? 

Determine a quasi-essential 
MCS based on non-covered 

states in CL 

Flowchart E. Generation of a closed set of MCSs (or PCSs). 

Essential or quasi-essential MCS, 
C.4Uso answer so far obtained in 

Place C.in M 

Yes No 

Yes 

Generate one of the smallest 
conjuncts in C, taking into 

account the MCSs in M. 

Yes 

members of the 

conjunct in a list PENDING 

For each remaining member 
MCS in PENDING, treat as 
a new t.‘ and repeat 

sponds to the number defined by Theorem 1. Conse-
quently CI satisfies the validity condition. 

The condition class of Ci is strictly defined as being 
the union of the condition classes of all VPCSs contained 
in Ci. However, since Ci, C), and Ck jointly specify all 
these VPCSs, Pi, Pi and Pk will jointly specify all con-
dition classes and it follows that Pi = P, u Pi u Pk is 
the correct condition class for CI. 
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