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A Maxwell Centenary

marks the hundredth anniversary of the First Edition of that most outstanding contribution to
l 9 7 3 electrical science, ‘A Treatise on Electricity and Magnetism’ by James Clerk Maxwell. This book,
issued in two volumes, Vol. I covering Electrostatics and Electrokinematics and Vol. II Magnetism and
Electromagnetism, brought together the established concepts of the day and presented them as a unified
treatment. It includes the author’s own remarkable work on ‘A dynamical theory of the electromagnetic
field’, first published in 1865 in the Philosophical Transactions of the Royal Society. In this enterprise Maxwell’s
genius is unmistakable and even when subjected to the searching light of the most advanced knowledge of the
present time, the precision of statement embodied in his general equations of the electromagnetic field remains
unassailable.

Throughout Maxwell’s work the influence of Michael Faraday is much in evidence, particularly in trans-
lating mathematically ideas of the constitution of the electromagnetic field, and he notably introduced into his
theory Faraday’s discovery of electromagnetic induction as a source of current in a circuit subjected to a finite
rate of change with time of magnetic flux linking the circuit. Maxwell’s unique achievement was perhaps in
defining a changing electric field as a current which in turn gives rise to a magnetic field and in this one
discerns the association of ideas with those for which Faraday was responsible.

Maxwell’s theory has proved itself to be of extraordinary value in simplifying relationships and in giving the
most precise information about electromagnetic field behaviour in almost any kind of environment. In fact,
applications are so impressive that they dominate practically every branch of electrical engineering and have
added untold enlightenment to some of its most abstruse problems.

Over the past century the facilities offered by Maxwell’s theory have been continuously pursued and the
advent of the computer has given fresh impetus to this work, enabling numerical calculations to be made that
were previously beyond reach, not because the theory was inadequate, but because the complexity in some cases
made exact treatment too laborious. Among radio and electronic engineers, Maxwell’s equations have become
an all-important tool for use in the design and development of their products. Computer-aided design, based on
electromagnetic theory analysis, is now almost the rule and it has led not only to optimization of performance
but also to a much deeper insight into detailed behaviour.

Fifty years ago, electrical engineering relied almost exclusively on empirical information; Maxwell’s theory
played no significant part in the work because its great value was not appreciated and only those in pure science
really understood the power behind it. Even today the so-called heavy electrical engineer has probably not
reaped the full benefit of Maxwell’s approach. He is content to use his lumped-circuit theory on all occasions
and, of course, the validity of this treatment at power frequencies cannot, as a rule, be questioned. After all, the
lumped-circuit approach is merely applying integrated field theory and in the presence of the very large wave-
lengths concerned, no difference of any consequence is normally likely to arise. There are, however, a few
important cases where the application of field theory can shed new light as, for example, in some of the problems
of electrical machines and in circumstances when materials are employed within which the wavelength is com-
parable with the physical dimensions. Thus, it is not always appreciated that at 50 Hz the wavelength in copper
is only about 5-8 cm.

In any electrical enterprise the kind of basic relationships for which Maxwell was responsible are of inestim-
able value. More recent knowledge of the quantization of energy and of relativity considerations has shown up
unsuspected complexity in the full understanding of some of the problems, particularly on a microscopic scale.
Macroscopically there are few real hazards in applying the original Maxwell theory and provided this is done
properly there seems no limit to the vista of achievement made possible by Maxwell’s brilliant work. As
always in science and technology there is no ultimate achievement. One invariably finds that the deeper the
probe into the unknown the more there is to find out. Therein lies the great chalienge set by our Creator.

H. M, BARLOW
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SUMMARY

A voting technique is used to diagnose fault
conditions down to component level in a feedback
control system using only the input—output
cross-correlation function measured at suitable time
delays. These time delays are chosen using a new
formula based on Bayes'’s theorem, which ranks the
time delays in order of usefulness in fault diagnosis ;
it can be readily applied at the design stage, thus
assisting the integration of system design and test
functions. The fault conditions necessary to set up
the scheme may be obtained by direct fault generation
in an actual system, or by simulation of the system
mathematical model. A learning approach to the
design of a fault diagnosis scheme is described
which makes full use of any available failure data,
together with the ranking formula for time delay
selection, in the creation of an optimum scheme.

Results obtained on a complex electro-hydraulic
servo are presented which show that the scheme
works satisfactorily in the presence of measurement
noise and parameter drift, two factors which often
cause a breakdown in conventional pattern
recognition techniques. The computational
requirements are extremely modest, and are well
within the capacity of present day mini-computers
proposed for use in automatic test equipment.

In many instances, the scheme is suitable for
manual and partially automated test sets, and can
be used for fault diagnosis of a wide range of
circuits and systems.

* Formerly with Dynamic Analysis Group, UWIST, now at the
University of Sri Lanka.

t Dynamic Analysis Group, University of Wales [Institute of
Science and Technology, Cardiff CF1 3NU.
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List of Symbols

h() system impulse response at time delay ¢

dxy(rt)  cross-correlation function

¢xx(rt)  auto-correlation function

Vi change in cross-correlation function at the ith
time delay for the system under test

Xy change in ¢, (r7) at ith time delay due to fault
condition J

F, cross product between x;, and y;,

M number of time delays

N number of fault conditions

Vs ‘faulty’ votes for fault condition J

Vas ‘nominal’ votes for fault condition J

v, ‘composite’ votes for fault condition J

P, a priori failure probability for fault condition J

I a posteriori failure probability for fault
condition J

Viw ‘weighted composite” votes for fault condition
J

g; diagnosis index

G cumulative diagnosis index

+E, sensitivity level used to generate the recog-
nition matrix

+E, tolerance on performance used to detect a fault
condition

D.R. detection ratio

‘FIRST detection probability = probability of detection
at resolution level 1

‘TOTAL’ detection probability = probability of detection
at final resolution level

‘INADVERTENT" _detection probability = probability of
‘detecting’ non-existing faults

‘WEIGHTED'  detection probability = detection prob-
ability—half inadvertent detection probability

1 Introduction

Modern  systems, including avionic  systems,
communication systems, and control systems, are
becoming necessarily so complex that it has become
almost impossible to maintain such equipment using
manual test methods alone. As a consequence, many
new test methods have been developed which utilize
varying degrees of automation. There is an increasing
tendency to exchange test technician skills for schemes
requiring a high level of automation, frequently con-
trolled using a mini-computer, or the part-time use of a
large computer provided for systems purposes, such as in
a complex weapon system.' An American philosophy
recently propounded by Garzia,”> argues that system
availability and reliability may be increased by reducing
the number of test access points. To obtain the same
amount of useful information about the system under
test, it is suggested that dynamic tests requiring only
output-input access points be designed, and data pro-
cessing facilities be used to infer the state of the system
and hence the location of a faulty component. This is a
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dynamic test requirement over and above that necessary
for a meaningful dynamic check-out test for such equip-
ment as aircraft autopilots.’

One method of dynamic testing is to excite the system
with a periodic pseudo-noise signal, and to form the
system cross-correlation function. Under certain well
defined conditions, the cross-correlation function approx-
imates to the impulse response of the system under test,
although even if these conditions are not met, the cross-
correlation function can still be used as a signature
describing the condition of the system.* The instru-
mentation necessary for performing the test is extremely
simple. and a number of commercial instruments are
available. As a test method, it has the advantage, com-
pared with random signal testing, of removing the
uncertainty due to the test signal, leaving only the
uncertainties of the system and any corrupting noise
present.® This paper is concerned with designing a test
scheme using estimates of the cross-correlation function
at various time delays to diagnose faults within a feedback
control system using only input-output access points.

The voting technique used in the paper has previously
appeared in reference 6. This paper extends the tech-
nique to the fault diagnosis of actual components within
a closed loop system using only the input-output
cross-correlation function. A novel and previously
unpublished expression is derived for the usefulness of a
measurement made at any particular time delay, which is
then used to indicate the measurements which are essential
for successful fault diagnosis, and those measurements
whose contribution to successful diagnosis is only
marginal.

2 Basic Methods of Fault Diagnosis

Many different fault diagnosis techniques exist for
inferring a faulty component from a set of input--output
measurements only. For example, Garzia lists 67
references, and Sriyamanda7 lists an additional 20
references, whilst a rough classification, showing the
considerable overlap between the various proposals has
also appeared.® For the purpose of this paper, a simplified
classification will suffice as follows.

(a) Parameter Estimation Methods

A mathematical model of the system is available,
and the measurements are used to estimate the
system parameters. For example, Payne uses the
measurements to curve fit a transfer function
model, the coefficients of which contain the para-
meters.® Alternatively, and in a generally different
context. Kalman® updates parameter estimates
recursively as each set of data becomes available.

(b) Pattern Recognition Methods

A set of measurements is used as a signature of the
system under test. The signature is then compared
with a dictionary of such signatures corresponding
to various faulty conditions. If the signature agrees
with one in the fault dictionary, then it is inferred
that the system under test has the fault associated
with that particular dictionary statement.'®

(¢) Probability Methods

A performance index is formed, using the differences
between performance deviations from nominal and
expected values predicted from a knowledge of
system sensitivities. The unknown deviations in
parameters may be eliminated, and the per-
formance index calculated for each component in
turn. The component found to minimize the index
for the measurement set is thought to be the most
likely fault.!

The present authors’ cxperience suggests that para-
meter estimation techniques require an accurate structural
model of the system, and a relatively large amount of
data. Post-test computing requirements can be large,
especially with the curve fit method, since the equations
relating parameters to model coefficients are often highly
non-linear.

For a realistic system, fault dictionaries become large
and, due to parameter drift and noise, there is also the
chance that a given set of measurements does not con-
stitute a stored fault, in which case there is no information
available for fault diagnosis. Probability methods break
down in the presence of parameter drift, and considerable
post-test computational effort is necessary unless small
perturbation theory is used, with consequent inability to
cope with large changes in parameters. To overcome
these difficulties, a new fault diagnosis technique has
been developed which uses pattern recognition type
properties of the system under test, but uses this informa-
tion to assign ‘votes’ on likely failure causes, thus com-
bining the better aspects of these two basic techniques.
When computer implemented, the test print-out will be
the parameters (or components, as appropriate) ranked
in the order of likely failure.

3 Time Domain Testing by Correlation

The input—output cross-correlation function is well
known as a signature describing the state of a system.'?
Considerable advantages result from estimating the cross-
correlation function when the system is stimulated by a
pseudo-noise signal of precisely defined properties. If
certain rules relating the stimulus to the system under
test are observed,'® then for a linear system the input-
output cross-correlation function approximates to the
system impulse response, i.e.

(1) > ¢Pyy(ro) = ; Z[ X(t—ro)Y(1) dt (1

which is mechanized in Fig. [(a), with rt being a multiple
of the pseudo-noise clock frequency. Two cross-correla-
tion functions are sketched in Fig. I(b) for the nominal
system and a faulty system when both are excited by a
binary pseudo-noise sequence generated from a ten-stage
shift register, which repeats sequences after a time equal
to 1023 1. T, the test time, depends on the signal/noise
ratio required to reduce measurement errors (o an accept-
able level. For the fault diagnosis scheme described in
this paper, it is not necessary for /i(r) ~ ¢ y(rt) provided
the faults are to be detected under similar circumstances
to those prevailing when the test schedule is set up.

The two cross-correlation functions shown are
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(f) Grading the changes due to a known
fault.

Fig. 1. Time domain testing for fault diagnosis.

‘signatures’ for the nominal and faulty systems, the dif-
ference between the two at the jth time delay used in the
test being defined as

V= byy {FAULTY} by {NOMINAL}. 2

SYSTEM SYSTEM

Pattern recognition methods then require j; to be
graded at each time delay, the results coded, and the
corresponding signature sought in the fault dictionary.

Suppose the deviation specifically due to the Jth fault
condition is known in advance of the test on a faulty
system then we define, at the ith time delay,

(JTH

NOMINAL

Xis = Pxy {FAULT} ~Pxy {SYSTEM } ()
Then if the faults are independent and there is no para-
meter drift or measurement noise, the fault for which
x;; =y, for all / will be the fault condition present in the
system under test. As a first step away from this ideal
situation, progress may be made by combining equations
(2) and (3) to form the cross-products

i=M

k= Z Xig Vi 4

and, arguing that since the greatest correlation may exist
between the measured deviation and the deviation due
to the actual fault,” the fault condition which maximizes
F, will be the most likely condition. Furthermore, a
ranked list of faults will be produced. The basic data
required for pattern recognition have therefore been used
to develop a probability approach.

For a realistic size of system, the computer require-
ments for the cross-products method become consider-
able. The voting method to be described therefore grades
both x;; and y; as +1, 0, or —1, as shown in Fig. I,
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which enormously reduces the computational problem.
Specifically, a recognition matrix composed only of
elements +1, 0, and — | representing x;, is necessary.

4 The System under Test

The method discussed in this paper is best introduced
through an illustration. The scheme logic, the setting-up
and optimization of the recognition matrix, etc., will be
presented in relation to a test carried out on an analogue
simulation of a complex electro-hydraulic servo system.
Figure 2 shows the simulation, together with the ‘faults’
studied. The faults consist of five electrical components
and four parameters (gains and time-constants), together
called ‘parameters’ for convenience. Although there are
some minor differences, the simulation is basically
similar to the system studied in detail in reference 13,
at least over a reasonable frequency band.

The system simulation was very noisy, probably due
to the very high gains within the feedback loop (the
signal strength at some points was only a thousandth of
the input signal); and was also subject to drift (especially
of the electrical components). The simulation could have
been re-arranged to avoid the high gains, but the present
configuration was retained since the real system is known
to operate in a noisy environment, and component
tolerances are not small, thus resulting in a more realistic
test case for the method.

For experimental work, the pseudo-noise signal was
generated using a ten-stage shift register, giving a 1023
sequence length, at a clock frequency of 300 Hz. Figure
3 shows the results, averaged over ten cycles, and at 31
time delays, for the nominal system. Even with this
amount of averaging, the variation due to noise and
parameter drift is still significant, so that the results are
plotted as histograms.
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Fig. 2. Electro-hydraulic servomechanism simulation.
40 5 Setting-up the Recognition Matrix
To set up a recognition matrix, it is necessary to obtain
30| the system cross-correlation function as shown in Fig. 1
+4 for a series of fault conditions, x,, for i=1 to M time
ok + delays and J =1 to N fault conditions. This can be done
+ in three different ways:
+ . . .. .
0 + (1) By forming the classical sensitivity function from
4 the system mathematical model, and subsequent
ol *1 S ;+++i; evaluation by analogue or digital simulation.!*
[IME ms tiiaaa? 00 (2) By perturbing a parameter in the system mathe-

t 0
-10

Fig. 3. Nominal system response of electro-hydraulic servo

simulation.
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Fig. 4. Formation of recognition matrix from system sensitivity
properties (based on one set of observations from system with G,
increased above nominal).
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matical model, evaluating the perturbed cross-
correlation function, and by subtracting the
nominal response, forming the large parameter
change sensitivity.®

By physically changing a component or module
to introduce a specific fault, and comparing the
measured cross-correlation function with the
nominal value at the relevant time delays.”

)

Introducing a specific fault is a time-consuming
method, but has the considerable advantage that a
mathematical model is not required. A sensitivity limit
* E, is then set, as shown for a specific fault (gyro gain
increased by +10%) in Fig. 4.

This sensitivity limit is a variable in the test procedure,
and considerably affects the efficiency of fault diagnosis,
and will be discussed further in later sections. A typical
nine-fault recognition matrix with five components and
four parameters (gains and time-constants) is shown in
Table 1. The cross-correlation function is to be measured
at 31 time delays, that is, about three times as many time
delays as there are possible faults. This ratio of 3 : |
is an empirical rule based on a number of studies on
different systems, and indicates the maximum number of
measurements likely to be useful in the voting technique.
The optimum number to be used in a particular test
scheme will be determined later.

The Radio and Electronic Engineer, Vol. 43, No. 9
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Table 1. Typical recognition matrix for electro-hydraulic
Servo
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Table 2. Voting scheme logic
(For the ith time delay and the Jth parameter)

Measurement ),

Parameter Above Within Below
sensitivity tolerance tolerance tolerance
Xis band band band
high vote for vote for vote for
positive J high J near J low
nominal
relatively no votes no votes no votes
insensitive cast cast cast
high vote for vote for vote for
negative J low J near J high
nominal

6 The Voting Technique

When the system response at a particular time delay is
available as the results of a measurement, it is compared
with the nominal response to ascertain whether it is
within tolerance limits + E,. If so, the deviation at that
time delay is taken to be 0, and if not, +1 depending on
the direction of the deviation. This is compared with the
elements of the corresponding row of the recognition
matrix and votes are cast as to the likely condition of each
of the parameters in turn. The logic of the voting scheme
is illustrated in Table 2. If the response deviation and the
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element of the recognition matrix are of the same sign,
it indicates that that particular parameter is likely to have
too high a value on the basis of that particular test. On
the other hand, if they were of opposite signs, it is likely
to be too low. The results of a number of tests at different
time delays may be accumulated simply by incrementing
(decrementing) the ‘faulty’ vote by one on the results of
each test. If the response deviation was zero (i.e. within
tolerance limits), no ‘faulty’ votes would be cast. How-
ever, if the deviation was zero at a time delay that had
a non-zero entry in the recognition matrix (for a par-
ticular parameter), it is likely that that parameter is not
faulty. Hence, a separate total of ‘healthy’ votes is kept
for each of the parameters. This sequence of voting is
illustrated in Fig. 5 for the case of a simulation with a
‘fault’ of high gyro gain G,. At any stage of the test, the
current estimate of the most likely fault is the parameter
for which the excess of ‘faulty’ votes V; over ‘nominal’
votes V), is the highest, i.e.

Vy* = {| VFJI - VNJ}max' &)
The sign of the ‘faulty’ votes gives the direction of the
fault, i.e. whether the parameter is above or below
nominal value. The diagnosis scheme is illustrated in the
flow diagram of Fig. 6.

[ SET UP TEST SEQUENCE
(TIME DELAYS}
b,y FOR NOMINAL SYSTEM |
AND RECOGNITIDN MATRIX
&X,'J(I'=1,M;J=1.N) B

[seT1=1
R 2
| OBSERVE m

&b 4y ATith
TIME DELAY

A

VALUE OF
[y (FAULTY)-
> by INOMINAL)] <
FAULT FAULT
LEVEL LEVEL
3 £y
SET | seT | [seT ]
y,=1J ¥;=0 yp=-

YES

INCREMENT INCREMENT
A v ey vy ()
Yi Xiy BY 1

END OF TEsT |

Fig. 6. Flow diagram of voting scheme.
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FAULT DIAGNOSIS USING TIME DOMAIN MEASUREMENTS

In the above description of the test sequence, the a
priori failure probabilities of the various parameters were
assumed to be equal, for simplicity. It is easy to extend
the method to cover the case where they are unequal, as
all that is required is to weight the ‘composite’ votes
(obtained as described, from the ‘faulty’ and ‘nominal’
votes) according to the a priori probabilities, P;, so that
the weighted vote is,

Vyw = P,. V,* (6)

The method is also capable of ranking the faults in
order of likelihood of failure, i.e. of evaluating the a
posteriori failure probabilities, P;*7 The computer
requirements for this diagnostic process, for N fault
conditions, and M = 3N, are approximately (200+ 14N +
3N2) words,” and is thus well within modern mini-
computer capacity for application to a realistic size
system.

7 Ranking of Time Delays

The goodness of any particular time delay depends on
its power of discrimination. Intuitively, one can say that
a time delay with all recognition matrix elements zero is
useless as it will not detect any fault. On the other hand, a
time delay with all elements + | will also be of very little
use as it would not help in discriminating between the
different faults. Between these two extremes, there are a
number of possible feature configurations, the best of
which would be those with only one non-zero component.

On this basis, it is quite easy to derive a scheme for the
ranking of time delays depending on the number of non-
zero components. However, a more sophisticated pro-
cedure would be required to allow for unequal a priori
failure probabilities. Other desirable qualities of an
index for the goodness of a time delay are that it should
lie between 0 and |, and that it should be additive. It is
shown in the Appendix that a suitable diagnosis index g;
would be:

max (P;, J = 1, N) for all non-zero x;;

3 I +]0 & v
gi En Y P,, for all non-zero x;,
J=1

(7)

where x;; are the elements of the recognition matrix, P,
are the a priori failure probabilities, and N is the number
of parameters. (logy 0/0 is taken to be —1.)

Once the number of time delays and the sensitivity
level + E, are selected, a recognition matrix may be set
up as described, and the diagnosis index of the time delays
evaluated. Table 3 shows the indices for the time delays
given by the recognition matrix in Table 1 assuming
equal a priori failure probabilities.

It is now possible to decide whether a sufficient number
of time delays have been selected for consideration. As it
is necessary to isolate faults in any of the parameters with
a reasonable degree of reliability, it is imperative that the
time delays selected are capable of this. A good test is to
ensure that for each parameter, at least two time delays
with fairly good discriminatory powers (say an index of
more than 0-1) contain non-zero entries under it. As an
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Fig. 7. Pareto curve showing relationship between cumulative fault
index and time delays used in test.

example, assume that in the case shown in Table 1 only
16 features (time delays of 0, 20, 40, 60, etc.), were con-
sidered. Then, from Table 3 it is seen that the ‘good’
time delays are 160, 280, 260, 140, 180, 240, 120, 200, 40,
80, 100, and 220 ms. From an inspection of Table 1 it is
seen that this does not contain a single non-zero entry
under the parameter T,. This leads to the conclusion that
more time delays have to be studied to obtain a satisfac-
tory feature space. The set of 31 time delays is seento be a
satisfactory solution.

Figure 7 shows a Pareto curve'® relating the cumulative
diagnosis index G =X g; to the time delays used in the
test ranked in order of the diagnosis index tabulated
in Table 3. It can be seen that less than one-third of the
time delays account for two-thirds of the final value of
the cumulative diagnosis index, thus showing that in-
discriminately chosen extra measurements can contribute
little extra information for fault diagnosis. The diagnosis
index has been used extensively in reference 7 in setting
up fault diagnosis schemes. To illustrate the power of the
index as a method of ranking time delays, an example
is shown in Fig. 8 of the correlation between fault detec-
tion probability and the cumulative diagnosis index. Both
weighted and total detection probability correlate well,
the weighted detection probability lagging because all
inadvertent diagnoses are fully offset against successful
diagnoses. The point to be made is that the diagnosis
index is a practical guide to time delay selection which has
been verified experimentally to an extent which will permit
the test engineer to schedule tests with confidence even if
little data is available with respect to specific systems.

Table 3. Goodness criteria of the time delays
given in Table 2

Index Time delay

10 160, 270, 290

0-685 150, 280

05 10, 260

0-369 140, 170, 180

0-268 240, 250

0-185 110, 120, 130, 190, 200, 210, 230
0-114 40, 50, 80, 90, 100, 220

0-054 60, 70

00 0, 20, 30, 300
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Fig. 8. One example of the correlation between fault detection
probability and cumulative diagnosis index.

8 Setting-up the Recognition Matrix from
Noisy Measurements

If the setting-up of the recognition matrix is to be
accomplished through physical measurements, practical
difficulties arise which can be overcome by using a voting
procedure similar to that used in actual diagnosis, thus
allowing for parameter drift and noise. Table 4 shows the
logic required.

As before, the cumulative vote is formed from a series
of tests (in this case, a number of measurements at the
same time delay are required), and x;, assigned a value
l,0,0or —1.

"MODEL SYSTEM
UNDER TEST

RELIABILITY
DATA

A PRIORI
FAULT
PROBABILITIES

[TalLOR PN s ]
TEST SIGNAL

cbyy FOR NOMINAL |
AND N FAULTS

[ DETERMINE INITIAL |
NUMBER OF TIME

|_DELAYS AND *Ey

SETUP |

TOLERANCE * £,

FROM CHECKOUT

OR DRIFT CASES

Table 4. Voting scheme logic for generating recognition
matrix

(For the ith time delay and the Jth fault condition)

Measurement

Value for Above Within Below

Jth fault tolerance tolerance tolerance

condition band band band
high vote x;; +ve vote x;; 0 vote x;;—ve
low vole x;;—ve vote x;; 0 vote x;; +ve

9 Learning and the Optimization of the
Test Procedure

For many systems, the recognition matrix plus a priori
knowledge leading to time delay ranking is sufficient for
setting up the test schedule since the time delays and
sensitivity level chosen will lead to an acceptable degree
of fault diagnosis. In other cases learning during experi-
mentation with a breadboard model or interactive simula-
tion may be put to good use in the optimization of test
schedules for complex systems as shown in Fig. 9. Asa
first approximation, a reasonable number of features
(usually about three times the number of parameters)
is selected, and also a suitable sensitivity level + E,. The
fault level + E, may be chosen from checkout tolerances
and subsequently varied if observations suggest that the
degree of fault diagnosis is thereby increased. As a
starting point the sensitivity level +E, can be made
equal to the fault level + £, or may be chosen on the
|

|
’» ADDITIONAL EXPERIMENTATION FOR OPTIMUM
! SCHEDULE

l AMEND TIME DELAYS AND * £,

RECOGNITION
MATRIX

[ cHECK FOR
| COVERAGE OF
(NDIVIDUAL FAULTS

— 1

" FORM DIAGNOSIS
AND CUMULATIVE
D!AGNOSIS INDEX

NEW TIME DELAYS

ALTER OR ADD
ALTER LEVEL * £¢

Q\

NO

».| FAULT DIAGNOSIS
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Fig. 9. Setting up the time domain fault diagnosis test schedule.

The Radio and Electronic Engineer, Vol. 43, No. 9



FAULT DIAGNOSIS USING TIME DOMAIN MEASUREMENTS

A PROBABILITY DENSITY FUNCTION

DISTRIBUTION FOR ‘HEALTHY’
SYSTEMS

DISTRIBUTION FOR
e FAULTY' SYSTEMS

>
DEVIATION FROM
NOMINAL RESPONSE

DR = A/B

Fig. 10. Detinition of the ‘detection ratio’.

basis of initial observations so that the detection ratio is
unity.

Detection ratio is defined as:

9, of observations of nominal systems outside Ey

DR = ; . — bl
o, of observations of faulty systems within Eo,

®)
which is illustrated in Fig. 10. The distributions need not
be symmetrical in practice.

The next stage is to study the eftect of the fault level on
the goodness of the time delays by repeating the whole
procedure until an optimum has been reached. It is
necessary to test whether a sufficient number of time
delays are considered for each of the fault levels, as
changes in fault level alter their relative usefulness. In the

Ra,ClyR],GE,' R3yC1,R|,Ge,Gg'
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Fig. 11. Analysis of results of fault diagnosis of electro-hydraulic
servo simulation by voting technique, using 31 features and Eo. E;
levels of 0-550, assuming equal « priori failure probabilities.
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example considered in this paper, measurements were
made at 31 time delays (0—300 ms, in steps of 10 ms).
A fault level of 0-577 was chosen on the basis of 110 sets
of observations (20 sets on “healthy’ systems and 90 sets
on ‘faulty’ systems). This fault level corresponds Lo a
detection ratio of approximately unity. (189 out of
31 x 20 *healthy’ system observations lie outside the limits
as opposed to 906 out of 31 x 90 ‘faulty’ system observa-
tions that lie inside the limits. Thus, the detection ratio
is (189/(31 x 20))/(906/(31 x 90)) ~ 0-94.)

10 Some Results

Some results obtained by the application of this tech-
nique (i.e. ‘learning’ and optimization of test sequence
followed by the application of the recognition matrix so
generated to the diagnosis of faults) are presented in
Fig. 11 for a fault level E5 ~ E; ~ 0-55 and using measure-
ments at 31 time delays. The detection probability refers
to average results from a large number of simulations,
and the resolution level is the predicted relative position
of the ‘true’ fault. For example, if out of ten cases with a
true fault in parameter J, it has been estimated to be the
most likely fault in seven cases, the second most likely
fault in two cases, and the third most likely fault in one
case, then the detection probability would be 709, at
resolution 1, 909, at resolution 2 and 1009, at resolution
3 and above. Figure 12 shows how the fault level affects
the diagnostic capability and is a summary of a range of
three-dimensional plots from reference 7 averaged over all
parameters and components. These results compare
favourably with results obtained by other, more complex,
fault diagnosis techniques as shown in the same reference.

WEIGHTED PROBABILITY

1001 = DETECTION PROBABILITY -
Y, INADVERTENT DETECTION PROBABILITY
90 ‘TOTAL' DETECTION
PROBABILITY
¥
80}
WEIGHTED 'TOTAL’
201 DETECTION PROBABILITY
ke . *
= FIRST' DETECTION
& 60 PROBABILITY
2 ¥
a S0fF
8 A
S a0b WEIGHTED 'FIRST
et DETECTION PROBABILITY
5]
30
201 A
INADVERTENT
DETECTION PROBABILITY
10}
0 i i 1 ). i
0 02 04 06 08 10 12 -4

FAULT LEVEL

Fig. 12. Detection probability for all parameters taken together
as a function of the fault level. (31 features, equal a priori
probability.)
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11 Implications of the Fault Diagnosis
Technique at the Design and Quality
Assurance Stages

Itisclearly advantageous to design (at least in principle)
system lest procedures at the same time as the system
itself is designed. There is often a tendency, particularly
with large, complex systems. 1o dissociate the system
design and test phases, a tendency not helped by the long
development time associated with such projects. By the
time the test procedure is set up, the system designer may
have long since moved on 1o other projects, or even other
employment. Such discontinuities mean that the test
designer is often in a position of having inherited in-
adequate data for his purpose since his requirements are
not necessarily the same as for the system designer.
There is also the danger that the system test designer may
have to learn about the system ab initio and in isolation
necessitating further expensive experimentation. This
further experimentation may well suggest the need for
additional access points the provision of which may be
extremely costly, particularly as by this time the system
may well be at a ‘pre-production’ stage with several
prototypes actually working and many manufacturing
drawings already sealed. It is astonishing in some in-
stances to find that even relatively obvious vital access
points are overlooked, leading as a consequence 1o
avoidable maintenance problems.'®

Using the method proposed in this paper, it is now
feasible to integrate the system design and test design
phases of dynamic systems by studying the test procedure
in parallel with basic design calculations. It is then
straightforward to specify a meaningful dynamic test in
terms of clock speed and sequence length. Furthermore,
if the recognition matrix based on output -input measure-
ments and subsequent analysis does not indicate a
satisfactory level of diagnosability the system designer
has two alternatives. He can either provide more access
points judiciously chosen to increase the diagnosability
level as observed by analysing the updated recognition
matrix (o account for the new measurements, or, knowing
the components for which reliable diagnosis is difficult
based only on input-output measurements, he can
specify high grade components manufactured to tight
tolerances. A further advantage of the proposed method
of fault diagnosis is that the system designer is forced to
think in terms of likely fault conditions and the prob-
ability of their occurrence, rather than a blanket
consideration of fault diagnosability based on a set of
arbitrary changes.

12 Conclusions

The voting technique has been established as a useful
fault diagnosis method in the isolation of component
fault conditions within feedback control systems using
only input-output cross-correlation functions as data in
the decision process. A new formula permits the time
delays at which measurements are made to be selected at
the system design stage to maximize the information
yielded on fault conditions. Good correlation is observed
between the theoretical fault diagnosis index and the
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diagnosability of simulated systems with measurement
noise and parameter drift present.
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15 Appendix

Derivation of the Fault Index

The goodness of a feature may be measured by its
power of discrimination. Thus, intuitively, it can be seen
that

g, = max P(u,|.\',-,), J=1.N )
is a measure of the goodness of a feature, where v, are
the elements of the recognition matrix and P(a,|x,) is
the conditional probability that fault condition J exists,
given that x;; is non-zero. (N is the number of fault
conditions.)

In order to generate the necessary additive and other
properties, the expression given at (9) may be modified by
taking its logarithm (to the base N) and adding one to
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yield:
g; = 1 +log y[max {P(a,|x;), J = 1, N}] (10)
In the worst possible case, the probabilities of failure of
all of the parameters are equal, and so their maximum
would be 1/N. This leads to an index of 0. This will be
the case if the a priori failure probabilities were equal and
also all the components x;; were non-zero for J=1, N.
On the other hand, whatever the a priori failure prob-
abilities were, if only one component of x;; was non-zero,
then the conditional probabilities will be zero for all
parameters except one, for which it would be unity. This
leads to an index of 1 for such a feature. If all the x;,
were zero the expression P(a,|x;;) would be meaningless
as the condition x,, cannot arise. In this case, g; may be
set equal to zero by definition. In the case of unequal
a priori failure probabilities, the maximum value would
always be equal to, or higher than that for the corres-
ponding case with equal probabilities.

Using Bayes’s Theorem, equation (10) may be re-
written as
P(x; . P¥
gi = 1 +logy [max {(""|“’) @)y _ l,N}] (11)
P(x;y)
where P(x,,]a,) is the conditional probability of x;; being

non-zero given that the Jth parameter is faulty, P*(ay) is
the true probability that the Jth parameter is faulty,
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and P(x;;) is the probability that x;; is non-zero.
However, since P*(a,;) is not known, an approximate
expression may be obtained by substituting the a priori
probability P(ay) to give

g:~ 1 +logy [max {w), e I,N}]. (12)
P(x;y)

In view of the fact that in this scheme of diagnosis,
x;; take only the values +1 and 0, the above expression
may be simplified as:

[ (x Pan]
g; = | +logy [max< X ., J=1,N
" Y |xul- P(a,)
J=1
[ (P,, J =1, N)forall non-zero x;;
=1+lo ma N
B ' Y. P,, for ali non-zero x;,
J=1

(13)
where the notation has been simplified by writing P, for
the a priori failure probabilities.
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Signal/noise ratio
of travelling-wave
dipole
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SUMMARY

A travelling-wave dipole consisting of conventional
arms with a resistance R placed at //4 from each end
is analysed to enable a comparison of its signal/noise
ratio with that of a standing-wave dipole of equal
length to be made. Numerical results as a function of
sky temperature are given when the dipole length

is 34/2.

* Department of Electronic and Electrical Engineering,
University of Birmingham, P.O. Box 363, Birmingham B15 2TT.
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1 Introduction

The resistively loaded travelling-wave dipole antenna
was investigated by Altshuler' as a transmitting antenna.
It consists of a dipole (Fig. 1) with lumped resistances R
placed at a distance of 1/4 from each end, where the
current has a maximum value, and was shown to have the
characteristics of broad bandwidth and wide beamwidth,
with approximately 509, efficiency. Because the antenna
is passive its impedance, radiation pattern and power
gain will be the same when receiving as transmitting, but
the presence of the resistive elements will introduce
additional noise, and the purpose of this note is to analyse
the signal/noise ratio of this antenna when it is operated
in the receiving mode.

Fig. 1. Travelling-wave dipole of length 2/.

Unlike the case of conventional networks the location
of the thermal noise generated in one of the resistances R
may be a substantial fraction of a wavelength distant
from the terminals of the antenna. Consequently the
thermal noise voltage at the terminals of the antenna due
to this R is not \/(4kT,,,, BR) but rather /(4kT,, BR;,),
where R;, is the resistive component of the input im-
pedance. This may readily be proved analytically. In
addition there is a noise voltage produced by the environ-
ment which has value /(4kT,BR,) where T, is the sky
temperature and R, the radiation resistance of the
antenna. Hence it may be seen from Fig. 2 that the
combined noise power delivered to a load resistance R,
is given by

_ 4kT,BR,R_
T (R,+ R, +R)?

4k7;mbBRinRL
(Rr+ Rin+RL)2'

JakTBR.

J/4kTamo Rin

Fig. 2. Noise equivalent circuit for travelling-wave aerial.
R, = radiation resistance of aerial; T, =sky temperature

R, = input resistance of aerial; Tamb» = ambient temperature
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Likewise the signal power delivered to the load is given
by

_ o VaR,

- (Rr+ Ril|+RL)2

where V,. is the open-circuited signal voltage at the
terminals of the antenna due to an incident plane wave
arriving at the angle which gives maximum signal. Hence
the required signal/noise ratio is

SEN -
N 4kB(R,T,+ Ry Tomy)

From equation (1) it can be scen that it is necessary (0
evaluate V,., R, and R;, before a numerical result can be
derived for the signal/noise ratio in a given environment.
It is convenient to adopt the transmitting approach when

finding R, and R;,.

S

Q)]

2 Input Resistance R,

Referring to Fig. 3 the currents in the two sections can
be written

1,(2) = A sin k(h—=z)
1,(z) = Bsin kz+D cos kz

with corresponding expressions for the potentials. The
boundary conditions are that at = equal (o al

I(ah) = 1y(ah)
and
Vi(ah)—Vy(ah) = RIy(ah).

Solving these equations gives the input impedance as

R .
cos? kah ['Z +tan kah—cot k(1 —a)h
Mg

Zin _7.’2 ‘R
| —sin kah cos kah ['Z +tan hah—

—cot A(! —a)h]

where Z_ is the characteristic impedance of the monopole.
For the particular case when the resistor is placed 7/4
from the end the input impedance simplifies to

R
cos? kah \

— iz Ve -
I —sin kah cos kah [

+tan kah}
)]

+tan hah

<

The corresponding currents in the two sections are
V sin k(h—z)

Iy(2) = z P )

cos kah [R+]jZ.1an kal]

and

v cos kz I
1,(2)=: sin k= — |
1(2) iz + cos? kall | R l
+tan kah ’
Z
Since further algebraic operations are required on these
expressions for current to find the distant field and hence

the radiation resistance, it is desirable to particularize to
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the case where the bottom section a/i is one half-wave-
length. For this case with Z_ equated to R,

[”
1,(2) R cos kz
} .
1,(z) = 5 exp (—jhz) - 3)
and
Z:.. =ilR=R

in in
Thus a travelling wave cxists in the bottom section and
a standing wave in the top quarter wavelength.

IZ

R¥
h L

" ah
a (W 1

Fig. 3. Currents on travelling-wave monopole of length /.

3 Radiation Resistance A,

The far ficld of this aerial is the sum of the ficlds due to
the standing and travelling waves of current given by
equation (3). Thus for the standing wave current

3
cos < zncos ()>+ ]

+cos 0 sin (n cos 0)
sin 0

10y exp (—jkr)
—j =
T r

He, =

and for the travelling wave of current

1(0) exp (—]jhr)

sin ¢
Hoa=1 2n r

(1 —cos 0)

sin (1 —cos 0)7\,

The radiation resistance of the antenna is thus made up of
three terms, one each for the travelling-wave and standing
wave sections, and a mutual radiation term.

The radiation resistance of the travelling-wave section
in isolation can be expressed as

R, 1w, = 60[Cin (4m) — 1]=1269 Q.
Likewise the standing wave component can be written
R, sw) = 30 [Cin (6m) + Cin (41) -2 Cin (5m) +
+2 Cin (n)—2] = 381 Q.
The mutual term, however, involves the integrands
I - ’f sin 0
o (1 —cos 0)
and

sin 7 (1 —cos ) cos <321r cos 0) do

T sin 6 cos 0
=]
o (1 —cos 0)

and these have been evaluated numerically to give
Ri(murany = 33-8 Q. Hence the total radiation resistance
of this 3//2 resistively loaded dipole with Z_ equal 10 R
is 198-8 Q. With R equal to zero the corresponding
value is 105-2 Q.

sin w (1 —cos 0) sin (z cos 0) dO
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4 Open Circuit Voltage vV,

For a linear receiving aerial excited by a tangential
electric field £'(z') which is a function of position along
the wire, the general form of the current distribution at a
point z is?

I(z) = A’ cos kz+ B'sin kz —

- ch(j) E'(z") sin k (z—2') dZ'

where A’, B' are constants. Hence referring to Fig. 3 the
currents in the two sections when the generator is re-
moved, and the excitation consists of a uniform plane
wave incident at an angle 0 to the dipole axis, are

1,(z) =Fcos kz+G sin kz+

JEcotO . . exp (jkzcos 0) cos kz
* kZ, [J Sz = cos 0 cos 0]
I,(2) = H cos kz+ K sin kz +
JEcotO ], . exp (jkz cos ) cos kz
" kZ, [J i k2™ cos 0 cos ]

with corresponding expressions for the potentials. The
boundary conditions are:

1,(0)=0

I,(h=0

I(alhy = I,(ul)
Viah)—Vy(ah) = RI(ah)

Solving these equations for the case when the bottom
section ah is one half-wave length and the total height
of the monopole is 34/4, gives for the maximum output
voltage
JE

Voo =JZ.K + P [ +cos (m cos 0)+ sin (n cos 0)]

= — i(2’516—j 1:375). 4)
This occurs when the incident wave arrives at an angle of
46" to the dipole axis. For the case with R equal to zero
it can readily be shown that the corresponding maximum
open circuit voltage, which now obtains with an angle of
incidence of 42-5° is given by

E
Vee = — (13995 0:608).

5 Signal/Noise Ratios for 3./2 Travelling-Wave
and Standing-Wave Dipoles

Using the results developed above enables a com-
parison to be made between the signal/noise ratios of
3//2 travelling-wave and standing-wave dipoles for a
given environment. Thus

"

3 . .
S/N for ;wavellmg-wave dipole

S/N for gzlslanding-wave dipole

_VA(R) RAO)T,
a Vgc(o) [Rr(R)T;'*-Rm(RTT:m\b]
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dB8

2:0 3-0
log Tg

—2F
_3[

—a

S/N of travelling-wave 32/2 dipole
S/N of standing-wave 31/2 dipole
300 K, and R=300Q

Fig. 4.

as a function of sky temperature for Ty,

where V,, R;, and R, are all functions of R, including the
case of R equal to zero. This expression is shown in
Fig. 4 for an ambient temperature of 300 K and a
resistance R of 300 Q, where it is seen to vary from
—3-33dB to +2:55dB as T, increases from 300 K
to 30000 K. Thus an improvement in signal/noise
ratio may be obtained by using a resistively loaded
travelling-wave dipole when the sky temperature is
greater than approximately 1040 K. The presence of the
resistance R in this case effectively reduces the sky noise
power alt the terminals by causing it to be shared between
the radiation and loss resistances and the open-circuit
voltage V. is increased.
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SUMMARY

The matrix characterization of general four-
terminal non-uniform transmission lines is derived
by current and voltage gradient considerations and
appropriate application of boundary conditions.
The parameters allow ready simplification to any
particular component cascade for any class of
non-uniformities with solutions expressible in
separable variables. By invoking the Principle

of Duality, the corresponding immittance and
transmission matrices of the dual structures can
be simply written by inspection. Previous
solutions are treated as special cases and, in
particular, a useful property of three-terminal
autonomic lines is deduced.
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List of Principal Symbols

Qg - transmission matrix parameters

D a constant

D, D, constants of integration

H, H, constants

I1,, I, I3, I, port and terminal currents

i current along line length

Iy modified Bessel function of first kind

K, modified Bessel function of second kind

K, K, constants

IL line length

N immittance ratio in double-layered trans-
mission line

P(x) first-order differential coefficient in vol-
tage 2nd-order linear differential equation

s complex frequency variable

x distance variable along line length

Vy, Vs, V3, V. {terminal and port voltages

V voltage across line length

v voltage drop along one impedance line

Y(x) line shunt admittance per unit length

Z(x) line series impedance per unit length

o irrational operator for tapered trans-
mission line

A matrix determinant

¢ line integral of admittance

0(x) solution function for general transmission
line

y propagation factor (=4/ZY)

p characteristic impedance (=+/Z/Y)

v line integral of impedance

d(x) solution function for general transmission
line

Vi, 2...6 determinants of @ and ¢ functions

1 Introduction

Non-uniform transmission line concepts have, in the
past, been of widespread use in dealing with acoustic
horns! and aerial matching sections.? More latterly, the
distributed resistance-capacitance line>> 4 has been found
to be of direct relevance to the integrated circuit realiza-
tion of RC active networks. Various special applications
have been suggested® ©* 7 in connexion with amplifiers
and the advantages of tapering indicated.® Minimization
of the number of auxiliary lumped components together
with greater design flexibility can be obtained by resorting
to more general four-terminal structures.” '° A selec-
tion of simple configurations is presented in Fig. 1.

The matrix parameters of three-terminal transmission
lines with non-uniformities for which the Telegraphers’
Equations may be solved have been derived in general
terms!! and solutions for lines with dual distributions
derived.'? The principle of duality'® will now be
extended to general four-terminal non-uniform trans-
mission lines. In integrated circuit form, these occur as
R-C-NR and C-R-NC structures. The admittance para-
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o4

(a) Notch filter (after Kerwin).

>

o— AWK l/l

['4

(¢) Low-pass filter (after Wyndrum).

P
1

o

o0— ©

(b) Band-pass filter (after Kaufman).

—[ [

T

o

(d) Low-pass filter (after Hruby and Novak).

Fig. 1. Configurations of simple active distributed filter networks.

meters of both were first presented by Happ® and his
method extended to circularly'* and exponentially!®
tapered R-C-NR lines and later to C-R-NC lines.'*> The
nature of the asymmetrical duality between the two
stratigraphies has been explained for the special cases of
circular ' and exponential'® geometry and is established
here for any four-terminal line with a closed-form
solution,

2 Derivation of Parameters
2.1  Y-Z-NY Line Parameters

While the terminal characteristics of particular types
of distributed network have been determined
directly,®: '° '3 analysis of the general transmission line
can be used to characterize any type of four-terminal
structure. Assume that the parameters of the line are
time-invariant and distributed in one dimension only.
Although, from the point of view of integrated circuit

2

o

- 1 e

A%i, i+81

1
PP AL 7= : I
v y 810
¢ Vot Vo | Ve8]
a4
(a) Y-Z-NY elemental sections.
i|x =0 1, io+8i, fo|x =t
Pt G- Y - Sty S > oa
v Y(x)8x V+8v
In|x=0 tn in+8i, lnlx =L

(b) Z-Y-NZ elemental sections.

Fig. 2. Four-terminal cascades
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fabrication, the latter is only valid for uniform and
circular geometry, the principle of equivalence!® '7 may
be applied to re-formulate other non-uniformities.

Consider the general ‘T-cascade’ form of distributed
network model (Fig. 2(a)) in which the upper admit-
tances differ by a factor of N from the lower admittances.
Each infinitesimal section of such a system is treated as a
single network element with elemental series impedance
Z(x).dx and shunt admittances Y(x).dx and NY(x).dx.
The voltage difference equation is

Vo—(Vot+6Vo) = V,—(V,+4V))

= iZ(x)éx (1a)
where V, and ¥, are the lower and upper voltages re-
spectively and i the current along the line. Z(x) is the
series impedance per unit length. Kirchhoff’s current
law at the node gives
i—(i+0i) = di,+ iy

= N.Y(x).0x.(V,+V,)+

+ Yo(x).0x.(Vo+6V,) (1b)
where Y,(x) and Yy(x) are the upper and lower admit-
tances per unit length.

In the differential limit, these become modified forms
of the Telegraphers’ Equations

vy AV,
e iZ(x) (2a)
4 NVt Ve, (2b)

dx

Differentiating (2b) and substituting (2a) together with
the constituent differential equations of (1b) gives the
second-order linear current differential equation

d%  Y'(x)di )
o Yoy ax IV HDZRY)i=0

©))

where
Y,(x) = Yo(x) = Y(x)
and the prime denotes differentiation with respect to x.

The Radio and Electronic Engineer, Vol. 43, No. 9
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Assume that equation (3) can be solved!? in the form
i(x) = H, .0()+ H, . $(x) )
where H, and H, are constants, then a dual procedure'?
to that of Woo and Bartlemay'® may be generalized and
applied. However, while this is practicable for the
exponentially-tapered case, in general it leads to the
introduction of multiple integrals and the unnecessary
complication of several subsidiary variables.

It is more convenient first to establish a relation be-
tween 1 and V, and then work in terms of diflerentials.
Integrating equations (2a) with

Yo(x) = Y,(x) = Y(x)
gives

Vo= —[iZ(x)dx+D,
and

V,= —[iZ(x)dx+D, )
where D, and D, are constants of integration.

Subtracting

V.—Vo=D,-D,

= D, a constant (©)
Substituting for V, from (5) in (2b) with
Yo(x) = Y,(x) = Y(x)
gives
& YN+ 1)V,—D]
— = X — .
dX n
Re-arranging
1 1 di D
V,=— . 7
"T NI oY) dx T N+l )
From (4)
V,=— : [H,0'"+H,¢p" ]+ b ¥
" N+ Y( Y(x) 2 N+1
and by (6)
1 | ND
== ——— [H,0'+Hyp']— —. 9

Applying boundary conditions from Fig. 3(a) in equa-
tion (4) gives

i1=1|—12=H100+H2¢0 (1011)

iy=13—1,=H,0,+H,¢, (10b)

and integrating (8) and (9) after substituting the con-
stituents of (1b) gives

iy = L=y = gy [0 00)+ Ho(,— $0)— DX]
(10¢)
iy=1,~1, = N+l [H,(0,—00)+H (¢, — o)+ ND(]
(10d)
where
{ = i Y(x) dux. ()

September 1973

Equations (10) can be solved for constants H,, #, and
D before substituting in the port voltage expressions

1 ND

Vi= V.- 1,04 =
1 le—O TNT Y(O)[ ot Hydo] Nt
V, = — _ 1,06+ H
2 n|x-0 NiT Y(O)[I o+ Haydo]— N
Vs = Vo] =L = ! [I 1,0 +”2¢ ]+ <
LT UN+ Y(L) TN+
1 ND
Vi= =Vl .- H,00+H
4 O{x-—L NTl Y,(L)[ + 2¢L]+ N+l
(12)
Y = 0.do— P10
Wy = ()(I)(/)L_¢(I)()L
V3 = Ogpo— hollo (13)
|ﬁ4 = 0},¢L—¢L()L
Ys = O — 0L
e = Oppo— 0o

In order to determine the admittance parameters,
consider terminals rather than ports as in the re-labelled
arrangement of Fig. 3(b). Voltage equations (8) and (9)
become:

1
Vi—V.=-V[1 _ 0
v—Va n'x—O N+1Y(0)[ o+ H,$5]— N+1
1
V.-V, = Vo|x=o TN T Y(O) [H,0o+H,$]—
ND
N+1
1
V.—V,= Vi _
"y nx=L= TN Y(L)[ H0,+Hyp ]+
LD
N+1
(14)

and the admittance parameters in the second row of
Table 1 emerge after substituting the constants derived
from (14) in the corresponding current equations (10).

2.2 Duality

Immittance parameters for the Z-Y-NZ distributed
network may be derived in a similar manner by adopting
a cascade of infinitesimal ‘z-sections’ as in Fig. 2(b)
yielding the modified Telegraphers’ Equations:

dv

T =~ ZoWio+ NZ(x)i, (15a)
and

dlo di!l s -

=L Y(x).V. (15b)

By considering'® !° the voltage gradient along the
upper impedance line followed by application of appro-
priate boundary conditions from Figs. 3(c) and 2(d), the
corresponding admittance and impedance parameters
may be determined as given in Table 1.

Alternatively, recognition of the analogous nature of
equations (2) and (15) with the roles of V and i (as well
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as Z and Y) interchanged together with the dual geo-
metries of Figs 2(a) and 1(b) suggests immediate invoca-
tion of the Principle of Duality.'* This enables the
Z-Y-NZ impedance/admittance matrices to be written
directly from the Y-Z-NY admittance/impedance
matrices merely by:

(i) interchange of Z, and Y,, and Z; and Y,

(a) Y-Z-NY port notation.

Iy
, I NY
Go>—F 7 F——<
Y c
Iy Vv,

(b) Y-Z-NY terminal notation.

(d) Z-Y-NZ port notation.

Port and terminal notation for Z-Y-NZ and Y-Z-NY
structures.

Fig. 3.

September 1973

(ii) interchange of v and (,

(16)

The choice of labelling notation for terminals and ports
in Fig. 3 obviates the need for reversing the sign of the
off-diagonal elements'? or any adjustment of terminal
numbering.'?

L L
ie. [Z{x)dx=]Y(x)dx.
(] [

2.3 Transmission Parameters
Transmission matrices defined?® by

v [011 ay; ay3 dia [ Vs
I, _ 1a21 a2 a33 424 =lig (17)
V2 a3y 4d3x; 4dzy 43 l Va
I g1 Q42 43 Gas =1,

can be determined by appropriate manipulation of the
relevant current and voltage equations constituting the
admittance and impedance matrices. The results for both
structures are given in the third row of Table 1. As
previously demonstrated,'? the two sets of transmission
parameters are dual if, as well as interchanging Z, and
Yo, Z, and Y,, the diagonal and off-diagonal elements
are interchanged throughout. There is also an overall
change in sign not previously'? noted.

3 Special Cases
3.1 Transformed Normal Class

The simplest class of non-uniform distributions has
been solved* '! by transforming the second-order
differential equation into the normal form and then
imposing various conditions on the resulting invariant.
After a change of variable, the constituents of the general
solution (4) can be written

0(x) = \/Z(x).exp (—6%)

(e (18)
$(x) = \JZ(x).exp (+0x)
where
—o? = the invariant
P*(x
= - [vz—vp'(x)+ : )]
and
1 p’
Px)= -—,
2y p
y = propagation factor = \/ZY,
p = characteristic impedance = \/ f/ .
Therefore
, P(x)
0'(x) =y Z(x).exp (=0ox) [ 5 =9
and
, P(x)
#() = \/Z(x) . exp (+a%) [-52—+a]. (19

Substitution of (18) and (19) in (13) for the constant
propagation factor case followed by application to
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Table 1 gives matrices of the type in Table 2. This
embraces several simple types of line taper, two of which
will now be discussed.

3.1.1  Autonomic lines

The term ‘autonomic’ in the context of transmission
line theory was introduced by Kazansky?! in treating the
reflexion characteristics of non-uniform transmission
lines and is now re-defined.

Definition:

‘An autonomic transmission line is one whose taper
is such that the derivative of the logarithm of the charac-
teristic impedance is invariant with distance along the
line length.’

Mathematically, making the transformation*: !6
w=[ydx+d 20)
where d is a constant of integration, gives a new dif-
ferential equation
dz_V 1 d /Z(x) dv Z(x)Y(x} —Q
dw?  Z(x) dx| dw ) dw " [dw\?
dx dx
From (20), the first order coefficient,
1 d

i
Z(x) dx Y(x)

@1

(22)

which is constant for a reciprocal (constant propagation
factor) line, if the line is autonomic.

This is the case for the uniform* 22 and exponen-
tial'® 22 distributions but not for other members of the
normal transform* '! or other classes.!” The two
simplest types of line distribution are thus distinguished
from others. They are also the most useful distributions,
the uniform line forming the basis for synthesis pro-
cedures?? in the transformed frequency plane and the
exponential being the most readily analysed mode of
inhomogeneity. Furthermore, other distributions can
be made equivalent'® !7: 24 to the exponential, and
from a response point of view, the specific taper function
employed has been found*: #2 to be less important than
the taper factor.

The four-terminal parameters for autonomic R-C-NR
and C-R-NC lines which have been derived directly in
the past® % '* may be deduced by inspection from
Table | via Table 2.

3.1.2 Non-autonomic lines

These include the parabolic,!!* 22 trigonometric* !7
and hyperbolic?® distributions for which four-terminal
indefinite parameters may be derived in the same manner
as for the exponential but do not appear* to offer sig-
nificant performance or fabrication advantages.

542

3.2 Other Transform Classes

Other transformations of the linear second-order
differential equation may be employed'” leading to
classes of distribution with parameters in terms of func-
tions such as the hypergeometric, Whittaker and Bessel.

From the point of view of accurate one-dimensional
formulation, a linear taper is the only convenient type of
inhomogeneity available. Fabrication in the form of
annular sections ensures circular equipotentials with
straight and radial current flow lines.*> !4 22 Qther than
polar geometries present formidable boundary effects.

The linear taper was also the first to be examined with
respect to acoustic horns' and is represented* by distribu-
tions

Zo

(+3)

Y(x) = Y, <1+ i‘)
X

0
with —x, as’the position of the centre of the polar co-
ordinates. The solutions' * are as in equation (4) with

0(x) = Iy[yo(x0+x)]

Z(x) =

(23)

and
é(x) = Ko[yo(xo+x)] 24
where
7(2) =Z,Y,

and I, K, are modified Bessel functions of the first and
second kind.

The full four-terminal indefinite matrices for this case
have already been tabulated by Castro'* in terms of
n = X4/Xo} X4is the outer polar coordinate, and may also
be derived by application of equations (24) and (13) to
Table 1.

4 Three-terminal Reduction

Referring to Fig. 3(c) and making terminals 2 and 3
common reduces the Z-Y-NZ indefinite admittance
matrix of Table 1 to the definite matrix representation of
an unbalanced two-port distributed network

] M2+I_V _l}_ _]!]

_ Z, Y v Zoy v

| Ve N | @9
_ZL'//G_ v ZL'//6+ v

This, together with similar results for the other matrices,
agrees with the results of Bhattacharyya and Swamy!'2
when N =0. The determinant of (25), even with finite N,
is

_ ¥y
ZOZL ‘/’6.

For the transformed normal class, Table 2 gives

Ay (26)

Py P
Ay -2 rg ;(PL—PO) coth JL] (27)

1
= [0’2
ZyZ, 4
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Table 2.

Admittance matrix for transformed normal class.

Y _Z N z. / !
Zo.coﬂ«)’L 2ty —cot)'f_+ +)) —ZZ'QS“J’X =Pl = Z{ZJCOSC{J\X _N
—Z—~coﬂ1XL+£;+-‘— a/ oU\XL ¥ O%CJ'IXL—-I—
Z, 22"y 22‘ )) /zz Ny Z.Z1 J)

J
N+i

———l—~ C ~—— _..__I__. —_ ’ _l - zl{ |
FE e WL~ MZZ_LWJ\ e XL+ = L)+ S
cas&.}xﬁ.—'-& 'Cosecj'l}/l_ _—— coﬂ\n_ —Y—(,oﬂ'\n_.i__z_i..’.ﬂ.
/‘f_— )) 'VL,ZL Z-Za )) Z 2z Y

and for autonomic lines in particular,

Py P,
5 =3 = k (28)
giving the interesting result that
1 zY
T Az ZoZy (29)
For a constant propagation factor line, this becomes
Y,
Ay = Z—L (30)

and for a particular RC exponential taper
r=rq,exp (2kx)
¢ = ¢g exp (—2kx)
gives the interesting result?®

Ay = (co exp (—2kL)> s
Fo

where k is the ‘flare’ of the taper,

ro is the resistance per unit length,
¢, is the capacitance per unit length,
s is the operator.

Hence Ay may be replaced by a ‘capacitance’ of value
(co/ro) exp (—2kL). This property is unique to auto-
nomic lines and does not hold for other members of the
normal class nor members of other classes. However,
autonomic lines are the most common and this simpli-
fication is of value in analysing the performance of
various interconnexions of amenable distributed elements
with active and passive components.?® 7. 28

€2))

(32)

and

5 Conclusions

Table 1 gives the most general characterization yet
presented of four-terminal non-uniform transmission
lines. The matrix elements have been obtained by con-
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sidering the current and voltage gradients along the line
lengths before applying the appropriate boundary con-
ditions. The duality between Z-Y-NZ and Y-Z-NY lines,
which is apparent from the voltage and current equations,
has been simply expressed so that one set of matrix
parameters may be directly deduced from another by
suitable interchanges after correct labelling of the ports
and terminals involved. The parameters may be reduced
to represent any particular component cascade with any
non-uniformity for which solutions may be expressed in
separable-variable form.

Of the various special cases considered, the sub-class
of autonomic lines in three-terminal form have been
shown to have the analytically convenient property of a
rational determinant. The value of this is enhanced when
it is remembered'® !” that other tapers may be
represented by an exponential section of appropriate
length.
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COLLOQUIUM REPORT

Electrical
Connectors

G. W. A. DUMMER,
M.B.E., C.Eng., F.1E.E, F.LER.E.

A coLLoQuiuM was held at the IERE Headquarters in London
on 15th May 1973 surveying the field of electrical connectors
including their applications and reliability. It was attended by
approximately 80 delegates and this followed a similar
Colloquium held on fixed resistors some years ago and a
further one on fixed capacitors. Five papers were presented
and there was a lively discussion after each paper.

The Chairman, Mr. H. G. Manfield of R.R.E., in his
introductory address said that connectors were a neglected
area, all the glamour being now on integrated circuits and
recently developed devices. The reliability of connectors and
connecting systems was very important, particularly as
m.t.b.f’s were now being specified in Ministry contracts. He
also commented on the change which had taken place in
materials used in connectors and which would be dealt with
in one of the papers (by D. Taylor).

The first paper was by Mr. R. T. Lovelock,* for many years
with Belling and Lee and now a consultant. Mr. Lovelock
said that because systems had to have a guaranteed m.t.b.f.
even a low failure rate of connectors was of importance
because of the large numbers of connectors involved. Refer-
ring to the standard ‘bath tub’ curve he said that the early
failure rate part could be obviated by 1009 sorting, whilst the
wear-out part could be determined by estimating the expected
life. This left the centre part (using Binomial or Poisson distri-
butions) which could be replaced with an approximate straight
line. The probability of failure of the connector p, could then
be represented by a mathematical equation. To determine this
value of p the working life could be specified in terms of number
of matings, duty cycle (time at maximum stress) and the
environment (temperature, humidity etc.). He suggested the
best test to use to determine p was temperature, humidity
SO,/H,S and salt mist, with half the connectors mated and half
unmated. The average of these tests should give a reasonable
value of p. This of course gives a probability of failure
for the mating parts of the connector and to this must be
added the very low failure rate of crimped, soldered etc., cable
connexions. Questions on this paper were mainly confined to
the effects of SO, and H.S on corrosion of the connector and
also the effect of aircraft fuels, silicones etc., in contamination.

The next paper was by Mr. D. Taylor of Amphenol on
plastic materials for connectors in which he dealt with the
many materials which are in current use in connector systems.
(He restricted his paper specifically to circular environmental

* ‘The assessment of connector reliability’, The Radio and Electronic
Engineer, 43, No. 8, pp. 486-9, August 1973.
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style connectors.) He showed by means of slides that thermo-
plastics had many properties which could be used as replace-
ment for metals; for instance, metal contact retention clips
could be replaced by a plastic retention system for high density
connectors. Polysulphone mouldings could be used up to
200°C and shell mouldings were being made of this material.
Mr. Taylor made the point that specifications will become
more severe and the plastic coupling mechanisms can be used
to replace metal ones, in fact the use of plastics in place of
metals for contact retention systems coupling mechanisms
and shell hardware would become more general in the future.

The discussion, centred on the materials themselves, e.g. the
value of polyesters versus polysulphones, were polysulphones
resistant to many solvents, were they more costly and what was
the low temperature performance of some of these plastics?
In reply, Mr. Taylor said that polysulphones were more costly
but could in some cases be approximately twice the price of
nylon. The low temperature performance was adequate to
—50°C but then became brittle, and this raised a problem of
latching in arctic conditions.

Mr. J. Hodson Smith of Hawker-Siddeley Dynamics then
presented a user’s view of connectors; his paper covered
principally low-frequency connectors up to | MHz used for
missiles. He made the point that the choice for the user is very
difficult. In looking at the specifications for nationally
approved components, they were of medium density and no
high density ones were listed. There were only two BS 9000
type specifications published and no detail specifications were
issued. They had therefore to choose specifications based on
MIL and NASA for what they want. He listed the many
specifications that were available none of which were co-
ordinated and for their requirements they often had to draw
up their own specifications taking the best parts of others.
This meant that specifications were being proliferated. He also
mentioned that most of the British specifications covered
soldered joints and not crimped terminations, which were
likely to be increasingly used. He gave some interesting side
lines on use, misuse and abuse which occurs in connectors.
Apart from the specification problems in use, in misuse he
cited most of the faults which arise in testing before actual use
and also such items as the weight of cable dragging the pins.
In abuse he mentioned the use of a pair of pliers to reduce
contact resistance, also the collection of debris inside the plug
and potting the back of the connector causing mis-alignment.
There were, as expected, many questions covering this paper,
mainly on the specifications being too controversial. Gold
plating was specifically mentioned in this instance. The actual
wording in the specification is so important and a great deal of
common sense is needed.

Thenext paperwas by Mr. G. M. Matthewsand Mr. R. Britton
of Plessey on ‘Printed circuit board edge connector testing and
evaluation for reliability’. The paper examined some of the
steps the user of edge connectors can take to minimize
reliability with this basically simple device. In devising a test
programme for comparative evaluation of various edge con-
nectors, the requirement had been divided into two parts.
The first was the ability to withstand the relevant number of
insertions and withdrawals of printed circuit boards under
typical conditions of use. The second was the variation of
electrical properties under environmental stress, with the con-
tact resistance being the major parameter of interest.

Two aspects were discussed in detail, one being the relative
merits of using a printed circuit board or a special gauge as the
other mated half of the edge connector. This was of particular
importance since the edge connector can only ever form one
half of the object under evaluation, i.e., ‘it is only half a
component’. The second topic was that of the dynamic
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characteristics of the mated connector under the conditions of
shock, vibration and bump, where in order to assess connector
performance, intermittent changes in contact resistance must
be detected. He mentioned that for testing, 500 insertions and
withdrawals was usual, and discussed at some length the board
edge chamfered profile which varied from 0° through 15°, 30",
45" and back to 0°. A standard of chamfered edge would be
useful in view of the variability of board suppliers. The board
connexion interface was vital and intermittency was a problem.
This had often been found to be due to mechanical mounting.

A greal many questions were raised on this paper; does any
manufacturer actually profile? and the answer was ‘not often’.
The difficulty in obtaining printed circuit boards in small
quantities was raised by many users. Some details of the
actual testing , e.g. whether hard polished steel plates or actual
boards should be used, and other questions covering the
compatibility between the two types of gold on the board and
connector were raised.

The last paper was by Mr. A. W. Eva of Consultancy PR
Services on ‘Standardization of connectors and BS 9000,
Mr. Eva first dealt with the historical aspect of the plug and
socket in which he said that these were probably the
subject of some of the earliest component standardization,
going back to early domestic standards. The outbreak of the
193945 war showed the need for wide scale component
standardization. The RAE ‘W' range of connectors could
be said to form the basis of early connector standardization :
they were not environmental. The ‘WW’ range were an
attempt to produce a range of environmental connectors:
they were not an unqualified success. The Mk. 4 range were
the first successful range of truly environmental connectors
and were of small size. Formation of Interservices Com-
ponents Standardization Committee took place to rationalize
components; this later became the Joint Services Radio
Components Standardization Committee.

The aftermath of the war saw a great proliferation of
American connectors in this field and they dominated the
markets. The Burghard Committee was formed to consider
the Common Standards, and the Second Burghard report
was issued and accepted; a Burghard management committee
was formed and BSI was made responsible. The BSI sub-
committee TLE 21/2 had the task of producing connector
specifications. BS 9000 was published in 1967 and this
allowed the component committees to proceed. Both L.f, and
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r.f. generic specifications were published and a rules document
for circular 1.f. connectors quickly followed. Insurmountable
difficulties arose as soon as detail specifications were attempted.
A complete revision of the generics was necessary together with
amendment to the rules before a satisfactory detail could be
written. Work on all three proceeded side by side.

A policy decision based the early connector specifications
on American designs, in the case of I.f. connectors, MIL-C-
26482 and 38999, and for r.f. BNC, SMB and SMC. As a
result of the setbacks referred to above, publication of BS
9000 connector specifications had been badly delayed but the
position was now well in hand. Generic revision, rules
amendments, and the first detail specifications were expected
to be generally available by June 1973.

Work on rectangular connectors was proceeding well, rules
for metal shell rectangular connectors were being printed, and
detail specifications for two ranges were nearly at the com-
ment stage. These two ranges would line up with two similar
IEC ranges but should be availuble well in advance of 1EC.
Other work to follow would cover rectangular connectors
without metal shells and also p.c. board connectors, but these
were not likely to be available before next year.

As to whether block 3 specifications were really inter-
changeable betwcen different manufacturers, Mr. Eva stated
that this was carefully checked by both BSI and EQD. Many
questions were raised on the delay in producing specifications.
Mr. Eva pointed out that most Committee members had a
main job and that BSI work was part-time and there was
bound to be delay. He felt that the best that could be done in
producing specifications from scratch was of the order of
12/18 months.

There is no doubt that this was a most useful colloquium on
connectors and there was no lack of discussion, in fact the
discussion at times became extremely lively and the Chairman
had to intervene. The value of the colloquium was evident in
that it became a forum for not only dissemination of present
knowledge but also allowed a great many questions to be
raised and answered which obviously had worried many of the
delegates present. On the whole, therefore, a most successful
colloquium,

G. W. A. DUMMER.

This Report was originally published in Electronic Components for
29th June 1973.
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SUMMARY

An expression for the sensitivity of a general
second-order RC-active filter section to the finite
gain-bandwidth product of the active elements
(assumed to be first-order operational

amplifiers) is derived and used to classify a
number of well known active filter configurations
according to the values of certain parameters of
the general section. The circuits with a good
high-frequency performance are found to have a
high sensitivity to the values of passive
components.
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1 Introduction

In recent years it has been increasingly recognized that
amplifier gain-bandwidth product is likely to be a major
limiting factor in the performance of active filters,'" 2
and that some filter configurations are better than others
from this point of view. In this paper we shall aim to
set up criteria for assessment of the gain-bandwidth
sensitivity of any second-order RC-active filter con-
figuration.

Many authors have assumed®® * * that the high-
frequency performance of active filters can be derived by
using a value for the amplifier gain that is reduced as the
frequency increases without taking account of the phase-
shift that is introduced by the amplifier. In fact, as will
be shown, this phase-shift (which is approximately
—7/2 in the frequency range where the gain is inversely
proportional to frequency) is a major factor in determin-
ing the sensitivity of active filter configurations to the
finite gain-bandwidth of their amplifiers. Neglect of the
phase-shift leads, for example, to the misconception that
filter Q-factors are always reduced as the resonance
frequency is increased whereas in many cases the reverse
1s true.

2 The General Active Filter

Although it is traditional to distinguish between circuits
showing ‘positive feedback’ and circuits showing ‘negative
feedback’ and also between circuits incorporating finite-
gain ‘voltage amplifiers’ and circuits incorporating in-
finite-gain ‘operational amplifiers’, it is an inevitable fact
that the active element must be embedded in a circuit
which gives a high degree of overall negative feed-
back, and furthermore that the poles of the required
system function are the zeros of the feedback network.
The network includes any resistor pairs which may be
considered to establish a ‘voltage amplifier’ function in
any part of the circuit, and any connexion between out-
put and inverting input which defines a ‘voltage follower’
function.

. D G

"

Fig. 1. A general active filter section.

Figure 1 shows the circuit diagram of a general active
filter section with input voltage generator V; and output
voltage V,. The linear network F is a three-port whose
action is specified by the relation:

Va(s) = Vi($)F (s) + Va(s)F o(s) (N
where F, and F, have real poles and are characteristic of
the network F provided that the input admittance of the

amplifier is negligibly small. This condition will be
satisfied in any normal design but otherwise the input
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admittance can conveniently be assumed to be incor-
porated in the network F.

Assuming the amplifier to be compensated for a first-
order response we can write for the voltage gain:

1/As) = 1/Ao+5T; 2
where Ty is the reciprocal of the (radian) voltage gain-
bandwidth product of the amplifier and Ay is the d.c.

gain. For the purpose of studying the effect of finite
amplifier gain-bandwidth product we now write:

Va(s) = Vy(s) sT;. 3)
Combining equations (1) and (3) we obtain:
V. F
S ! @)
Vi sT,—F,

and it is now clear that the ‘ideal’ system function, that is
the function obtained in the limiting case of infinite
amplifier gain, is —F,/F,. The true sensitivity of the
conjugate pole locations to variations of both passive
and active components can be calculated from the form
of F,.

We shall confine our attention to second-order sections
for which F, will have the form:

. s2/wf+s/w,_Q,_;+-A1

= 5
z as?{w} + Bs/w, +7 (3

where w; and Q are the ‘ideal’ resonance frequency and
Q-factor and the parameters o, f, y define the poles of F,.
The sensitivity characteristics of any second-order system
to finite gain-bandwidth are determined by these para-
meters. From equations (4) and (5) we find:

Vs
v
_ - Fy(as® [wf + Bsjw +7) N ]
25* T|of +s%(1 + Por Ty)fwf +5(1/Q +ywy Ty, +1°
(6)
The numerator of this function is simply a polynomial

due to cancellation of any real poles of F; with the poles
of F,.

The system function defined by equation (6) is of third
order and this reflects the fact that the finite gain-band-
width product will inevitably introduce an extra pole into
the response. However, this pole is far above the con-
Jjugate poles, and our primary interest in the cubic term
is in relation to the effect which it has in perturbing the
location of the conjugate poles. It can be shown (see
Appendix) that to a first approximation this effect is
equivalent to replacement of s° by —wis. Equation (6)
can therefore be written in the form:

Vi Fesob+fsjogty) @
Vi s +ﬂwLT3)/wlz.+s(l/QL+(y_a)wLT3)/mL+ 1
from which we deduce the following expressions giving
the changes in resonance frequency and frequency-Q
product to first order in w, T:

wo = w (1 — Bw T;/2) (8)
weQ = wLQL{l —QL()’—“)wLTs} 9
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Fig. 2. The Wien bridge filter. (w, 1/RC, Qu =n/(2n—1).)

Fig. 3. The gain-of-three Sallen—Key filter.
(wL=1/RC, Qu=n/2n—1).)

R/2

2C
=4C

R(1+Y/n)/4

i—

Fig. 4. A filter based on the symmetrical twin-T network.
(0L =1/ RC, Qu=(1+n)/2.)

R(1+n}/a
R/2 R/2

I — +

2C 2C

R(1+1/n)/4 ]:46

—e

Fig. 5. A filter based on the symmetrical twin-T network.
(oL=1/RC, Qu=(1+n)/2.)

R

Fig. 6. A filter circuit due to Tarmy and Ghausi.
(oL =1/RC, Qu=n+1/2))
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Fig. 7. A filter circuit due to Moschytz.

1/RC, Qu=(1+m/12—2nm.)
We can now write the gain-bandwidth sensitivity co-

efficients of w, and Q (defined by C; E}-l— . Z—J;) as:

(L=

Coo = —p)2

C = B2—Qu(y~2).
where g = w T;.

(10)
(an

We may employ this treatment to cover multiple-
amplifier systems by allowing the network F to contain
ideal operational amplifiers, that is amplifiers with in-
finite gain-bandwidth product. The calculation repre-
sented by Fig. 1 and equations (1)-(11) is repeated for
each amplifier in turn (the others being assumed ideal)
and the resulting gain-bandwidth coefficients are added
together. This approach is particularly valuable to the
designer because it enables him to locate any source of
undue sensitivity to amplifier phase shift.

3 Active Filter Classification

We shall now classify some of the standard second-
order sections according to their a, f§, y parameters. The
circuits are given in Figs 2-13, no input or output
terminals being shown on the diagrams because it is only
the poles of the system function which are under con-
sideration here.

Class 1. This class includes the Wien bridge filter (Fig. 2)
which may be regarded as an optimized n.i.c. section
where the n.i.c. is realized by an operational amplifier
and two resistors, the gain-of-three Sallen—Key (lead-lag)
filter (Fig. 3) and two configurations based on the well
known symmetrical twin-T network (Figs 4 and 5). We
have also included two filters which have been shown to
have a low sensitivity to amplifier gain-bandwidth and
which consist essentially of a second-order quasi-passive
all-pass section connected in a feedback loop. The first of
these is due to Tarmy and Ghausi® (Fig. 6) and the
second, which was published by Moschytz® (Fig. 7), is
claimed to be an improved version of the circuit due to
Tarmy and Ghausi.

It can be seen from Table 1 that all of the filters in this
class have the following properties:

o=7, B independent of Q.

The formulation of equation (9), which expresses the
product of the Q-factor and the resonance frequency
rather than the Q-factor alone, is of particular importance
for this class of filter (and class 2) because it shows that
while the Q-factor may increase as a result of amplifier
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Table 1.

The «, B, y parameters, gain-bandwidth sensitivity
coefficients (Cs) and passive component sensitivities
(S9) of the filter configurations of Figs. 2—13.

Filter type a B y C: S2 max
Wien bridge 3 9 3 9/2 20.
Gain-of-three

Sallen—Key 3 9 3 9/2 20.
Twin-T 1 4 1 2 QL2
Tarmy-Ghausi:

amp. 1 1/2 1 1/2 1/2 QL2

amp. 2 1/2 1 1/2 1/2 Q.2

amp.3 1/2 1 1/2 1/2 OL2
Moschytz: amp.1 1 2 1 1 oL

amp. 2 1 2 1 1 oL

amp. 3 1 2 1 1 ()%
Unity-gain Sallen—

Key 1 20. 1 (0% 1/2
Rauch 1 2Q. 1 Ou 1/2
Ring-of-three:

amp. 1 2 2/0u 0 20L 1
amp.2 1 1 0 oL 1
amp.3 1 1 1/Qu  O. 1
Gyrator or p.i.c.:
amp. 1 =2 —2/Qu 2 —4Q, 1
amp. 2 1 2 1 1 1
Two-amplifier two-
lag: amp.1 3Q. 3 2/3Q. 3Q% 1/2
amp.2 3Q. 2 130, 30F 1/2
One-amplifier two-
lag: 1602 120, 1 1602 1/2

phase shifts, the product w,Q remains constant so that
systems in this class containing one amplifier never
become unstable.

The gain-bandwidth sensitivity coefficients of this class
of filter are given by:

C2=—-C&=p2~1.

If we temporarily restrict the discussion to configurations
containing a single amplifier the function F, must have a
d.c. gain of less than unity and a Q-factor of less than 1/2.
Thus:

o=y

BNy

so that the theoretical minimum gain-bandwidth co-
efficient for a one-amplifier configuration is:

[Cz?]minimum = 1'
It can be seen from Table 1 that none of the one-amplifier
circuits attains this optimum although designs which

approach the theoretical minimum sensitivity are
practicable.

It is a property of all filters of this class in Table 1 that
they are highly sensitive to the values of passive com-
ponents because the term in 1/Q is the small difference
between two quantities determined by separate circuit

Vv WV

1
2
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o_ X 00
Sy = 0
were originally claimed to be of low sensitivity
(SQ ~ 1) and the essentially high sensmvnty of the circuits
is concealed in references 5 and 6 in different ways. In
the paper by Tarmy and Ghausi use is made of operational
amplifiers (Motorola type 1520) which have two output
terminals at which voltages V,, V, are nominally in anti-

elements (i.e. ~ Q). Two of these filters

phase. The operation of the whole circuit depends
critically on the assumption that:

V.

0= -1

Vo

The ratio of these voltages is in practice equal to the ratio
of two resistors internal tothe amplifier. In the analysis the
voltages are simply expressed as V;, —V, so that the true
sensitivity to these resistors does not appear.

In the circuit published by Moschytz the amplifiers are
single-ended and the generation of the all-pass function
depends on the equality of certain resistor values. How-
ever in the analysis of the circuit the relevant resistor
values are all represented by the symbol R, so that the
question of inequality does not arise. In a correct
formulation the values of these resistors would be
separately represented and the sensitivity to these values
evaluated.

Class 2. In this class are the umty-gam Sallen-Key
filter” (Fig. 8) and the Rauch filter® (Fig. 9) A particular
feature of the treatment we present here is that it shows
that these two configurations have identical feedback
functions F, and are therefore indistinguishable® as
regards sensitivity both to amplifier gain-bandwidth and
to the values of passive components. This treatment is in
contrast to the distinction often made between these
circuits in the literature on the basis of the signofthe feed-
back. These filters, unlike those of class 1, have low
sensitivity to passive component values and as can be seen

Fig. 8. The unity-gain Sallen—Key filter. (o, =1/RC, Qp=n/2.)

R
C/n
_l I.—
R
— VNV ——4
nC

Fig. 9. The Rauch filter. (wL=1/RC, Q.= nf2.)

550

Fig. 10. The ring-of-three filter. (w.=1/RC, Qr=n.)

— "'ﬂ\‘
|

| \INJ/
NPT
I

»—4&

4L

Fig. 11. A filter configuration obtained by using gyrator or
positive immittance converters to achieve a second-order section.
(0oL=1/RC, QL=n.)

from Table 1 have the following parameter values:

a=7, B~ O
In common with class 1 this class of filter has a product
o @ which is independent of amplifier gain-bandwidth.
The coefficients are given by:

C¢=-Cr=p2~0
and the filters are therefore less well suited to high Q-

factor applications at high frequencies than those of
class 1.

Class 3. In this class we include the well known ring-of
three or two-integrator-loop first published by Good!°-!1
(Fig. 10) and the circuit of Fig. 11 which is representative
of the type of filter circuit one obtains if gyrators'? or
positive immittance converters'® (realized with opera-
tional amplifiers) are used to produce a second-order
section. It can be seen from Table 1 that one amplifier
in the gyrator type circuit belongs to class 1, but since the
gain-bandwidth coefficients of the amplifiers must be
added together the relevant class for the filter is that
corresponding to the amplifier with the largest coefficient.
It is recognized, of course, that operational-amplifier-
based gyrator and positive immittance converter
approaches to filter synthesis are not appropriate to
second-order filters.

The filters in this class have the following parameter
values:

le=y|~1, B~1

from which the gain-bandwidth coefficients can be
derived:

Coo= —B2~ —1)2
|C8| = |—B2+Qux—7)| ~ Qv
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and it is seen that, contrary to what has been stated in the
active filter literature,c#- '* these filters have a high
sensitivity to the effects of finite amplifier gain-band-
width. However, in common with the filters of class 2
these filters can be designed to have a low sensitivity to
the values of passive components.

4 Non-classified Filters

Although, as we have shown, these three classes are
sufficient to characterize the majority of the well-known
filter configurations, it is nevertheless possible to devise
filters which do not fit into any of these categories and a
number of such circuits have been published. It is found,
however, that these circuits have an inferior high fre-
quency performance to those of classes 1-3. As examples
of filters which are unsuitable for high Q-factor applica-
tions at high frequencies we shall now consider the pro-
perties of the two-lag filter, both in its single-amplifier>: ’
and two-amplifier® configurations.

The circuit of a two-amplifier two-lag filter is shown in
Fig. 12 and it has the following properties:
amp | C7 =30}
amp 2 C; =30%
giving a total gain-bandwidth sensitivity coefficient for
the filter of

C2 =60;}.
Comparing this with the coefficients of class 1 filters it is

seen that the maximum usable frequency of the filter is a
factor of 30?2 lower than the best attainable.

An even more extreme example of a filter which is
sensitive to amplifier gain-bandwidth is the one-amplifier
two-lag filter. A filter of this type is shown in Fig. 13 and
has a gain-bandwidth coefficient of Q of

C2 = 16Q°.
This is a factor of about 8Q* worse than the best filters of
class 1 and a filter of this type with a Q-factor of 10 using

a 741 type amplifier would be limited to frequencies
below about 10 Hz.

6 Appendix

Consider a second-order active filter section with an
ideal system function:

N(s)
H(S) =573 . - .
s?lof +sjo QL+ 1
nR
——M——t
Fig. 12. A two-amplifier two-lag filter. (o= n/RC, Qu="n/3.)
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Fig. 13. A one-amplifier two-lag filter. (wy.=n/RC, Qo

l|}—<

n/4.)

The finite gain-bandwidth products of the amplifiers will
raise the system from second to third order and we shall
write the denominator as:

D(s) = as®/w} + (1 + b)s* /ol +(1/QL +c)s/w + 1
where a, b, and ¢ are assumed to be small (ie. <€1)
perturbations. We now write this denominator as the

product of a real pole at w, and a pair of conjugate poles
at wi:

D(s) = (1 +s/@p){(1 +b")s*[of +(1/Qu+ ¢')s/wy + 1}

By comparing coefficients with the previous expression
we obtain the following relations:

a=(+b)o /o
b=b"+(1/QL+ ")/
c=c+owfw.
Neglecting terms which are second-order perturbations
and assuming that Q;>1 we can write to a good
approximation:
b=>
¢ =c—a.
Because we are primarily interested in the effect that the
finite amplifier gain-bandwidth has in perturbing the
conjugate poles we can omit the far-off pole at w; from the
denominator. The original third-order denominator can
therefore be replaced by the following expression:

D'(s) = (1+b)s*/wi +(1/Qu+c—a)sjw + 1.
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STANDARD FREQUENCY TRANSMISSIONS— July 1973

(Communication from the National Physical Laboratory)

Deviation from nominal frequency Rela?;v;izr‘;see‘:;:::ilngs
in parts in 0% NPL—Station
{24-hour mean centred on 0300 UT) (Readings at 1500 UT)
July
1973 |

GBR MSF Droitwich *GBR tMSF

16 kHz 1 60 kHz 200 kHz 16 kHz 60 kHz

| +0-1 | 0 0 728 6367
2 0 | +40-1 +0-1 728 6359
3 +0-1 l +0-1 +0-1 727 635-0
4 +0-1 0 0 726 635-0
5 +0-1 0 0 725 6346
6 0 +0-1 —0-1 725 6338
7 0 0 +0-1 725 6337
8 0 0 0 725 633-8
9 0 0 0 725 6339
10 + 0-1 +0-1 0 724 632-9
i 0 [ +041 0 724 6324
12 +0-1 , +0-i 0 723 6317
13 0 +0-1 0 723 631-2
14 +0-1 +0-1 0 722 6305
15 0 0 0 722 630-3
16 o1 | o 0 723 630-6

|

3P . Relative phase readings
Deviation 2:°$rtns°i:“|%an= [ieye; inNnr\,ifm;i:gnds #

(24-hour mean centred on 0300 UT) (Readings_at IS(%‘LJT)
July
1973

GBR MSF Droitwich *GBR $MSF

16 kHz 60 kHz 200 kHz 16 kHz 60 kHz
17 0 0 0 723 630-3
18 0 0 0 723 630-3
19 0 0 0 723 6307
20 0 0 —0-1 723 630-5
21 0 —0.1 —0-1 723 6311
22 0 0 0 723 6312
23 0 0 0 723 631-3
24 0 —0:-1 0 723 6317
25 0 0 0 723 631-5
26 0 0 0 723 6315
27 0 0 0 723 631-1
28 0 0 0 723 630-9
29 0 0 +0-1 723 631-3
30 +0-1 0 +0-1 722 630-9
31 +0-1 +0-1 0 721 629-1

All measurements in terms of H-P .Caesium Standard No. 334, which agrees with the NPL Caesium Standard to | part in 101,
* Relative to UTC Scale; (UTCyp;, — Station) = -+ 500 at 1500 UT 3Ist December 1968.
t Relative to AT Scale; (ATyp, — Station) = -+ 468:6 at 1500 UT 3Ist December 1968.
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SUMMARY

A large hybrid computer has been used to simulate
modern communication systems, particularly those
using digital radio techniques. This paper
describes the basic thinking behind these
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takes, as an example, a digital f.s.k. radio system.
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1 Introduction

Hybrid computer models can offer significant
advantages over other types of computer model when the
problem is one of specifying subsystem parameters during
the design stage of a communications system.

From conception to realization, the specification of a
communications system will progress from a definition of
the overall system performance to a list of tolerances on a
circuit diagram. At each step it is important that the
implication of parameter variations are understood and
that accurate specifications are issued. If a specification
is too ‘tight’ costs may be too high: if the specification is
too ‘slack’ performance will suffer.

Under the heading of Computer Aided Design (c.a.d.),
many programs have been written that relate the per-
formance of circuit components to the performance of
the circuit or subsystem to which they belong. These help
the designer to ensure that each circuit meets the sub-
system specification.

To complement this capability, the system designer
needs to be able to assess the impact of variations in
subsystem performance on the system. This will then
enable meaningful subsystem parameters to be defined.

It is in this area that the hybrid computer models
described in this paper have the most impact. They
enable the equipment designer to assess the effects of sub-
system variations on the overall system performance.

An example of such a problem might be the definition
of upper and lower bounds on the group delay character-
istic of an i.f. filter in a digital radio receiver where the
system performance is defined in terms of a certain path
loss at a fixed error rate.

2 The Philosophy of Modelling

Before considering the structure of a computer model
suitable for the assessment of parametric changes in
system performance it is useful to consider the desirable
outputs.

Firstly, as the criterion of acceptability of most, if not
all, digital communications systems is the operational bit
error rate, an essential output is a curve of bit error rate
against signal/noise ratio.

Secondly, the system specification may state that the
equipment must be operated within a certain band-
width, particularly if radio transmission is involved.
Even if this is not a definite requirement it is a desirable
feature as it can tell the system designer much about the
system performance.

Thirdly, if other channels are to be closely spaced in
the frequency domain allowing adjacent channel inter-
ference to occur, or if some form of crosstalk exists in the
system, then the model should be able to include the
effects of at least one interfering transmitter.

These points lead us to the basic model shown in
Fig. 1. In this model a data message stream passes
through a transmitter and receiver and is reconstituted
after the receiver. This output data message stream is
then compared with the original input allowing the bit
error rate to be measured. Interference and Gaussian
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N L J L

Power
measurement

Fig. 1. Basic model.

noise can be added to the signal at any point. The power
measurement block is included to monitor the ratios of
signal, noise and interferences and the spectrum analyser
is used to provide measured spectrum.

To realize this basic model it is necessary to charac-
terize the operation of each of the primary elements that
make up the full system. The elements that effect the
characteristics of interest here will only be those that
either spread or limit the spectrum or act as signal pro-
cessing elements. The former applies particularly to non-
linear modulation processes and filters while the latter
applies to demodulators, logic elements and filters. The
consideration of a block diagram of a typical digital radio
link (Fig. 2), helps to indicate which parts require
modelling. The encoder, the premodulation filter, the
modulation process, the r.f. amplification process (par-
ticularly if a.m. to p.m. conversion takes place), path
variations (fast fading etc.), the receiver thermal noise,
the i.f. filter, the demodulation process, the post-detection
filtering, the bit conditioner and the performance of the
digit locked loop all affect either the bit error rate (b.e.r.)
characteristic, or the spectrum, or both. On the other
hand, any up-conversions associated with modulation,
corresponding receiver down-conversions, broadband r.f,
filtering and antenna characteristics may be considered
broadband and linear as far as error rate performance and
detailed transmitter output spectra are concerned.

Bearing in mind the characteristics of the elements to
be modelled, a hybrid computer offers some very real
advantages over, say, a digital computer. Operations,
both analogue and logic, which take place in parallel in

Pre-modulation

real time can be simulated in parallel using the analogue
portion of a hybrid computer.

Inherent difficulties in mathematically characterizing
certain complex communication system elements are
avoided and parameter changes are relatively simple to
perform and can be carried out while a simulation is
running. Also, any process that is best carried out using
digital computer techniques (such as the Fast Fourier
Transform described later) can be included using the
digital portion of the machine.

The computer used in the work described here is an
EAI 8945 which consists of approximately 250 patchable
operational amplifiers and 150 patchable logic elements
connected by a 32 channel A to D and D to A conaersion
equipment to a 32 k word digital computer. A disk of
330 k words is used as back-up store and the usual peri-
pherals are available (both analogue and digital).

3 The Use of the Analogue Section

The previous section has outlined the parts of a system
requiring simulation. Many of these can be simulated
using the analogue portion of the hybrid computer and
in this section we briefly discuss the methods used.
Basically, the analogue portion can be used to simulate
elements of a communication link definable by linear
differential equations, linear equations, non-linear equa-
tions and logic processes. Each of these will now be
examined in turn.

3.1 Simulation of Elements Defined by
Linear Differential Equations

A number of basic elements in communication systems
fall into the category of linear time-invariant two-port net-
works whose input and output voltages are related by
linear integral/differential equations which can be easily
simulated using an analogue computer. These elements
may be conveniently characterized by a general transfer
function of the form:

ﬁ (s—2,)

F(s) =K '_: L
IT (s—P,)
r=1

where s is the complex Laplace transform variable and
the complex terms P, and Z, are the poles and zeros of
the transfer function.

filter
Intormation ~ R.F.
Input —» it stream Encoder > Modulator amplifier
Path
TRANSMITTER Variations
Post detection
filter LF. filter RF filter
Bit ~ ~ Down ~
Output *—getector 2% |Pemodulatore— ~ conversion P~
T é Noise
Digit
lock
loop RECEIVER

Fig. 2. Typical radio link.
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=7

-

Fig. 3. Seven-element low-pass filter using nested form of equations.

In order to simulate these functions they must first be
expanded and frequency scaled into a suitable form.
Integrators (analogue building blocks having a transfer
function 1/s) are connected in cascade and the required
transfer function is produced by the incorporation of
various feed forward and feed back loops and scaling with
the aid of potentiometers. Figure 3 shows one form of
connexion for a seven-element low-pass filter.

Filters, delay equalizers and oscillators can be described
by the above equation and can be simulated using this
method. It is, of course, necessary to represent the
transfer function of these devices in terms of the Laplace
variable, but this does not present a problem.

The theoretical transfer functions of many classes of
filter are available in literature.! These are usually in a
low-pass normalized form but it is a simple operation to
perform the transformations necessary before a simula-
tion can take place.

In contrast, delay equalizers are often produced for
one specific application but we know that they will have
equal number of poles and zeros and that these will form
a mirror image set about the jw axis in the s plane. This is
different from most practical filters where zeroes are on
the jw axis, but it does not introduce any simulation
problems.

Oscillators are represented by a transfer function of
the form:

1 .
5——5 and thus have poles at s = +jw.
s"tw
They are therefore quasi-stable and it is usual to in-
corporate amplitude correction circuits of the form:

cos? wt+sin? wT = 1.

3.2 Simulation of Elements Defined by Linear
Equations
This section is concerned with those elements of a
communication system whose performance may be des-
cribed in terms of a linear expression (e.g. Voyr o fin)-
Both modulators and demodulators fall into this category.
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Modulators may be classified into two groups, linear
and exponential. Linear modulation is essentially a low-
pass to band-pass transformation of the message
spectrum and is usually achieved by a multiplication of
the information waveform and a carrier waveform.
Modification to the transformed spectrum yield varia-
tions such as s.s.b. and v.s.b. As a basic component of an
analogue computer is the multiplier, a.m. may easily be
simulated by applying the message waveform to one input
and the carrier frequency to the other. The output of the
multiplier is then added to the original carrier; the ratio of
the two determines the depth of modulation.

With exponential modulation either the phase or the
frequency of a carrier is varied in proportion to the mag-
nitude of a message waveform. Direct frequency modula-
tion requires the use of a voltage-controlled oscillator.
This may be simulated with the aid of multipliers sub-
stituted for the frequency potentiometers used with a
standard sinewave oscillator simulation. Other methods
of simulating exponential modulation may be derived
using standard analogue techniques.

Turning now to the large number of different de-
modulators in use, it is impossible to describe each
method of simulation, but two important classes are
noted.

In the case of linear demodulation, the detection
process usually involves a downward frequency trans-
lation and envelope detection. The downward frequency
translation is simulated using a multiplier and the en-
velope detection process is simulated by a diode charac-
teristic followed by a low-pass filter.

The most common form of f.m. demodulator is that
class of device known as the limiter-discriminator, the
best known of these being the Foster—Seeley discriminator.
It is simulated in two parts. Firstly, a diode function
generator is used to model the limiter. Secondly, the
circuit of the discriminator is analysed using standard
circuit analysis techniques and reduced to the form of
interconnecting transfer functions feeding the discrim-
inator diodes. This form is then readily amenable to
simulation.
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3.3 Simulation of Elements Defined by
Non-Linear Equations
A network with non-linear elements cannot be defined
by a transfer function since its integral/differential equa-
tion is not linear. Instead, the instantaneous values of
input and output are related by a curve or function
commonly called a transfer characteristic.

In many cases of system design it is imperative that
the most important system non-linearities are included.
These might include mixer characteristics, r.f. amplifier
non-linearities including both non-linear gain and phase
characteristics, limiters etc. Many analogue techniques
are available to simulate non-linear transfer character-
istics, the most common being the diode function genera-
tor. A knowledge of the exact shape of the transfer
characteristic allows a piecewise linear representation of
the function. This linear segment approximation is
obtained by a number of diode switches which are biased
so that they present various lincar segments in response
to the input voltage. These diode function generators can
be combined with operational amplifiers and multi-
plexers to obtain complicated non-linear characteristics,
including non-linear phase characteristics.

3.4 Simulation of Elements Defined by Logic
Processes

The EAI 8945 hybrid computer has a large section of
parallel patchable logic including gates, registers, mono-
stables, bislables, differentiators, comparators and digital
analogue switches. These elements are used to simulate
digital encoders and decoders, digital codes, pseudo-
random sequences, digit locked loops and pulse
modulated systems.

In the case of modulation systems designed to transmit
information in the form of binary digits, the simulated
baseband information must be a frequency scaled
representative train of pulses. A method of stmulating
this information is 1o employ shift registers with appro-
priate feedback loops 10 obtain a maximal length
pseudo-random bit stream. [t is, of course, important
that the repetition time of the p.r. sequence is much
longer than any inherent system memory. Practical code
lengths are 2'?— 1 bits.

Complex forms of digital communication systems
employ various types of digital encoders and decoders to
obtain certain system advantages (e.g. multi-level
modulation systems). To obtain the encoded message
format, logic circuitry is required and this may be
identical to that envisaged for the practical system. If the
quantity of logic needed is larger than the machine’s
capability then extra external practical circuits may be
palched in, provided that this logic is clocked at the
scaled simulation rate.

4 The Use of the Digital Computer

The digital portion of the hybrid computer is used to
provide the following necessary operations.
4.1 Simulation Control/

A disadvantage inherent with analogue computation is
the time taken to set up a simulation. This is largely due
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to the slow process of hand setting each potentiometer.
As the hybrid computer has the ability to servo-set the
potentiometers, a digital program is used 1o automatically
set up the simulation. This program is incorporated into
a much larger control program which is able to take over
the manual procedures involved in running a simulation.
Basically this program is built up of the following parts:

A main program which allows control to be directed to
any number of subroutines or subprograms.

Individual subprograms designed to automatically set
up individual system parameters such as signal levels,
carrier frequencies and digital delays.

Individual subprograms designed to measure system
operating parameters such as signal levels and carrier
frequencies.

Individual subroutines designed to monitor for fault
conditions such as incorrectly set signal (o noise ratios.

Individual subprograms capable of making diverse

types of measurements.

An expansion of the last point highlights the digital
computer’s versatility in analysing random signals.

The hybrid computer can sample any simulated time
domain waveform and transmit the value of these
samples to the digital core store.

By performing various operations on these samples, the
following measurements can be made:

(@) Probability Density Functions
With the aid of a program which divides the
known voltage range into N increments and counts
the number of times each incremental level is
obtained, a histogram showing the distribution of
signal amplitude may be recorded as a lineprinter
output.

(b) Power Spectra
Using a version of the Fast Fourier Transform,?
the time domain samples can be processed to pro-
duce an accurate record of the spectrum existing
at the measurement point. Various options exist
with regard to averaging in both the time and
frequency domain and output may have either
logarithmic or arithmetic power scales.

(c) Correlation
The correlation may be obtained by a frequency
domain multiplication of any two power spectra
followed by an inverse transform. Thus, using the
Fast Fourier Transform program either the auto-
correlation or the cross-correlation function may
be obtained as an output.

(d) Error Rate Estimators
In the analysis of digital communication systems,
the performance of the system is measured in
terms of the bit error rate. Bit error rates may be
accurately measured by passing the correct input
information stream and the reconstructed informa-
tion to the digital computer. The two streams are
compared and the ratio of the total number of
errors to the total number of bits is calculated.
Where low error rates (10-*) are to be measured,
statistical estimation techniques are used to reduce
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the measurement time and give a measure of con-
fidence in the results.

5 An Example of the Simulation Technique

Applied to the Design of a Radio System
To demonstrate the concepts described previously, the
simulation of a hypothetical digital f.m. radio system will
be discussed. The specification of this radio system is
given in Table 1: the basic model is arranged as shown in
Fig. 1. An information bit stream modulates the wanted
transmitter; interference in the form of Gaussian noise
and like modulated interference is added and the com-
bined signal is fed into the receiver. The reconstructed
receiver output is then compared with the original infor-
mation bit stream and the bit error rate (b.e.r.) measured.

As the system to be analysed employs low deviation
ratio binary f.m. modulation, the blocks required in the
simulation are shown in Fig. 4. It can be seen that the
receiver r.f. filtering and down conversion stages are not
simulated and the if. filtering, even if split between
stages, is simulated as one filter. The r.f. filtering is not
simulated as it has a bandwidth much larger than the
information bandwidth and as such should not affect the
error rate performance. The down conversion stages are
assumed to be linear frequency translations and are also
excluded.

The premodulation and post detection filters are
simulated using nested groups of integrators. The
accuracy of the simulated filter is of the order of 0-1 dB
of theoretical over a dynamic range of 50 dB. The i.f.
filter is simulated as a cascaded set of two-pole sections
derived from the theoretical transfer function. The
accuracy of the simulated filter suffers from the inherent
distortion caused by the low ratio of maximum simulated

Pre-modulation

Table 1: Characteristics of digital f.m. system

Parameter Practical value Simulation value

Carrier frequency 30-70 MHz 1 kHz
Baseband information rate f, 20 kbit/s 200 Hz
Premodulation filter

Gaussian to 12 dB transi-

tional 3 dB bandwidth 075 f 150 Hz
1.f. filter

Gaussian to 12 dB transi-

tional 3 dB bandwidth 1-24 f» 248 Hz
Post detection filter

Gaussian to 12 dB transi-

tional 3 dB bandwidth 075 £, 150 Hz
Receiver digit timing instantaneous instantaneous
Demodulation method limiter +- limiter +

Foster -Seeley
discriminator

discriminator

i.f. carrier frequency to i.f. filter bandwidth, a figure of 10
being used. This produces a skew-symmetric amplitude
response. However, a recent paper* indicates that this
has very little effect and our comparison of simulated and
practical results confirms this.

The most important aspect of any simulation is the
accuracy obtainable and, to this end, a high degree of
system control is introduced into each model.

This control is provided during the model proving and
initial running phases and takes the form of static,
modular and functional tests. These tests are performed
in the following order:

(a) Static tests—these ensure that the patching and

variable parameters of the analogue and digital
patching boards have been set up correctly.

filter
o~ ! voltage Wanted channel
Zﬁ:“de?‘r:r"th%r: Encoder s (———1 controlled
9 ~J oscillator
Delay Timing
control
Pre-modulation o
* filter
Interferer
Ve Voitage channel
P;f";i:‘:_z‘:g:‘ Encoder ' controlied
~ oscillator
Transmitters
Sampling
pulses Post
detection .
* filter LF filter
A L . Lo
Sampler P Discriminator Limiter —~ ¥ Gaussian
—~ s noise
generator
Receiver
Detector '—_1_——
— Comparator j———@» Errors
Fig. 4. Basic f.m. simulation.
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(b) Modular functional tests—these are designed to
ensure the correct operation and validity of in-
dividual simulated communication processes, €.g.
filters, oscillators, modulators, etc.

(c) System functional tests—these are employed to
optimize the full communication simulation and
test the validity of the total representation.

Normal test equipment such as frequency counter,
oscilloscope, transfer function analyser and the digital
spectrum analyser routine are used to perform these tests
which in most cases are identical to measurements made
on practical systems.

With the simulation set up and validated the system
may then be analysed using the available measurement
techniques. To assess the probable channel bandwidth
required by the radio system and perhaps the wider
implication of how many similar transmitters may be
allocated in a restricted frequency band it is necessary to
analyse the r.f. emission of the system. With the aid of
the digital spectrum analysis program the transmitter
output spectrum produced by the simulated transmitter
may be recorded. A typical record taken from the system
example is given in Fig. 5. The occupied bandwidth may
be evaluated from these data. Also, using this information
plus a knowledge of the receiver’s total r.f. and if.
filtering, the power rejection to like interference with
various channel separations may be calculated. This
information then allows an initial assessment of how
many such transmitters may be allocated in a restricted
frequency allocation without causing unacceptable
degradation.

To obtain a qualitative assessment of the effect of
the filtering and deviation ratio employed, the technique
of recording ‘eye patterns’ at the system output is used.
Eye patterns are obtained from the simulation in the form
of an oscilloscope trace by sweeping the simulated base-
band system output waveform against a linear time-base
synchronized with the bit rate. The pattern is then built
up from the storage of many bits. A typical oscilloscope
trace obtained from the output of the simulated post
detection filter in the design example is shown in Fig. 6.
This indicates that a certain degree of intersymbol is
inherent with this system specification. Minor alterations
in the simulated system may be made and a qualitative

) Q
A
Fig. 6. Oscilloscope trace obtained from output of simulated post
detection filter.
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Fig. 7. Error rate with Gaussian noise interference.

assessment of any resulting improvement may be seen
from subsequent eye patterns.

In the design example, instantaneous sampling has been
used to reconstruct the binary data. The sampling pulse
is usually derived from a digit lock loop. To assess the
sensitivity of the bit timing parameter, error rate measure-
ments are recorded for various bit timing positions
keeping a constant signal to Gaussian noise power ratio.
Using the optimum sampling instant derived from the
sensitivity to bit timing characteristic a final quantitative
error rate characteristic may be measured. The character-
istic recorded from the design example is given in Fig. 7.
The signal-to-Gaussian-noise power ratios were measured
after the i.f. filter. Parametric optimization may be
performed by making alterations to the system filtering
or deviation ratio and recording the error rate
characteristics.

In the case of many similar equipments operating in a
limited frequency allocation, the effect of co-channel and
adjacent channel interference has important design
implications. As shown in Fig. 4, an extra transmitter
similar to the wanted link may be simulated. This then
allows measurements of the error rate performance with
either co-channel or adjacent channel interference. A
quantitative assessment of the effect of like interference
may be made by taking error rate measurements for
various signal-to-interference and signal-to-interference-
plus-Gaussian-noise-power ratios. The effect of varying
the adjacent channel spacing may be examined by altering
the tuned frequency of the interfering transmitter.

With this example, the effect of a like co-channel
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Fig. 9. Sample levels before bit reconstruction.

interferer was found to be less degrading than an
equivalent power Gaussian noise interference. The signal
to co-channel interference curve obtained from the simu-
lation is shown in Fig. 8. To obtain a better appreciation
of the effect of this type of interferer the statistical
measurement program is used. A record of the sample
levels before bit reconstruction obtained with co-channel
interference is shown in Fig. 9. This gives an insight into
the complicated interference mechanism that takes place
with this type of interference.
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6 Conclusion

We have described some basic points of simulation,
outlined a few techniques used in hybrid computation and
given a brief example of the use of these techniques. The
reader will be aware, however, that simulations cannot
give opinions on designs; that still requires the judgement
of a professional engineer. Simulations exist to give the
engineer a qualitative and quantitative basis for his
assessments and they are particularly necessary when the
interaction between parameters of a system is varied and
complex. The ability of the simulation described here to
give the engineer a basic ‘feel’ for the system cannot be
overstated. This aspect must be considered one of the
main achievements of the work described.
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of modulation
schemes for binary
data transmission
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SUMMARY

The relationships between bit error probability and
transmitter power are presented on a common basis
for various binary and M-ary modulation schemes
operating with the same system data rate. It is
assumed that the channel is disturbed by additive
white Gaussian noise of fixed power spectral density
and that optimal matched filter reception is used.
The results presented allow a comparison of the
efficiencies of the systems in the use of transmitter
power to provide a specified bit error probability.
The theoretical bandwidth requirements of each
system have been considered. Sometimes the system
designer is constrained to the use of an existing
channel of fixed bandwidth and signai/noise ratio.
The choice of modulation system under these
conditions has also been indicated.

* Electrical and Electronic Engineering Department, Royal
Military College of Science, Shrivenham, Swindon.
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List of Symbols

C Shannon capacity (bits/s)
Ey energy per data bit (J)
E, energy per word (J)

k number of data bits per block or symbol

M =2* number of discrete symbols in a multi-level
system

Ny noise power per hertz (W/Hz)

125 system bit error probability

P, system word (symbol, block) error probability

R system data rate (bits/s)
S signal power (W)

T symbol duration(s)

w bandwidth (Hz)

2 o
erfc (x) =—= | e du
T x

<n> - C _nn=1)...(n—r+1)

r " r!

1 Introduction

When designing a system for the transmission of digital
information the designer may be faced with the use of
an existing communication channel with prescribed
signal power, bandwidth and noise parameters. In this
case he will have to make a choice of modulation and
coding schemes to make the best use of the channel
provided. Alternatively, he may be designing a system
from scratch and have a fairly free choice of system
components. In both cases the primary system par-
ameters are likely to be the data rate of the information
to be transmitted and the probability of the signal being
corrupted in the channel. To achieve these design
objectives he wishes to optimize the cost of the system by
finding the best balance between the costs of transmitter
power and of transmitter and receiver complexity. This
paper concentrates upon comparing the merits of the
various modulation schemes available. Further papers
will deal with the choice of coding scheme for one-way
transmission channels and also for systems having two-
way communication available.

Before analysing the performances of the various
systems it is necessary first of all to select a model to
represent the noise present on the communication
channel. The simplest model is that of white Gaussian
noise, and this is the model that will be used throughout
this paper. Although it does not fully represent the noise
conditions present on many communication channels it
is still useful as a benchmark for comparing different
systems. The noise is assumed to have a constant
spectral density of N, W/Hz. Error probabilities are
evaluated as a function of S/RN,, where S is the trans-
mitter power (watts) and R the data rate (bits/s). Both
R and N, are assumed to be constants for a given system.
S/R is equal to Eg, the energy per data bit (J/bit).

The functions relating error probability to signal-to-
noise ratio are well documented for various optimal (i.e.
matched filter) binary and multi-level modulation

The Radio and Electronic Engineer, Vol. 43, No. 9, September 1973
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Table 1
Error probabilities for binary modulation systems

Modulation Detectign ) Bit error probability, Py
Baseband —
bipolar L erfe \/%’ I
peric /& M
unipolar (on-off) } erfe \/ Ey 2)
2N,
Am_plitude (a.m.) 1. —E;
bipolar = phase-reversal coherent 3 erfe N (3)
keying (p.r.k.) 0
. E
unipolar coherent | erfc \/ 2
N, C))
: , U} 2E,\ 2 (2UpJE
unipolar incoherent ex (— ~"> [l +ex (— -1'> 1 ( DN
Yexp — 5N, PL7 N, ,.Z. AN, ) (5)
Up, is the receiver optimum decision-level given by:
2E 2U,E
=] lOgI 0(* D\/—B
No No
1, is the modified Bessel function
Phase (p.r.k.) . E,
p.rk. coherent L s (6
No
. : Eq
p.rk. differentially coherent texp <* N > ™
0
Frequency (f.s.k.) yerf / E,
eifc
f.s.k. coherent NET 8
t.s.k incoherent texp (" <4 ®
.S.K. 1 5 2N0

systems. Nevertheless, the results are frequently pub-
lished in different ways so that the performances of the
systems cannot be readily compared. In this paper the
error probabilities have been tabulated as functions of
E,/N,, and graphs plotted of these functions for the
various binary modulation systems and for M-ary
modulation.

2 Binary Modulation Systems

In order to optimize the performance of a communi-
cations receiver to the received waveforms in the presence
of white Gaussian noise it is well known that a set of
matched filters should be employed.! Using a transversal
filter? to compensate for the transmission system varia-
tions it is possible to approach closely to this ideal of
matched filter reception. The relationships between
bit error probability and signal/noise ratio under these
conditions are given by Reiger,® summarized in Table 1.
Note that Eyz/No = S/RN,; for a given system design

September 1973

one might assume R and N, constant, so that S is the
variable.

2.1 Baseband Signalling

The performance of unmodulated signals is included
for comparison with those of modulated ones. Bipolar
transmission uses pulses of equal amplitude but opposite
polarity to represent the two signal conditions ‘0" and “I’.
Unipolar signalling uses the presence and absence of
voltage for the two conditions, and, on average, twice as
much signal power is needed to produce the same
voltage swing.

2.2 Amplitude Modulation

Using linear, multiplicative modulation, the negative
elements of a bipolar baseband signal cause the phase of
the carrier to be reversed, i.e. phase modulation results.
In order for the receiver to demodulate this signal it is
necessary for the receiver to have knowledge of the
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Fig. 1. Bit error probabilities of binary modulation systems as a
function of Eg/N,.
(a) bipolar baseband, a.m. or p.r.k. with coherent detection
(b) p.r.k. with differentially coherent detection
(c) unipolar baseband or a.m. or f.s.k. with coherent detection
(d) unipolar a.m. with incoherent detection
(e) f.s.k. with incoherent detection

phase of the transmitted signal,* so that coherent
detection can be employed, and the energy requirements
are identical to those for bipolar baseband signals.

Unipolar amplitude modulation is most commonly
used when an unsophisticated, incoherent receiver is
required. As well as the 3 dB penalty due to the use of
unipolar signalling, a further loss of about 1 dB (see
Fig. 1) occurs due to the non-optimum method of
detection. Furthermore, to achieve this performance it
is necessary to set the decision level as a function of
signal and of signal/noise ratio. With increasing signal
power the incoherent performance is asymptotic to that
of the coherent keyed carrier system.

2.3 Phase Modulation

Binary phase modulation is also known as phase-
reversal keying (p.rk.), and is identical to bipolar
amplitude modulation.

Differentially coherent detection may be implemented
without an absolute standard of phase by comparing
the current signal with that of the previous one. Viterbi®
has shown that this is equivalent to incoherent detection
of one of two orthogonal signals of 2 bit duration. Since
each of these signals will contain twice the energy of a
single bit the resulting performance is 3 dB better than
the equivalent orthogonal system with noncoherent
detection (e.g. f.s.k.).

2.4  Frequency Modulation

Digital frequency modulation is also known as fre-
quency-shift keying (f.s.k.). Provided that the two
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carrier frequencies chosen for binary f.m. are properly
spaced® the two possible signals are orthogonal to one-
another, i.e. each signal produces no output from the
receiver filter which is matched to the other signal. The
system may be regarded as two independent ‘on-off’
keyed channels, the demodulated outputs of these being
subtracted from one-another to produce an antipodal
output to the decision element. The system thus transmits
the same average power as an antipodal a.m. (p.r.k.)
system with equal signal levels, and produces the same
signal to the decision element. However, there are two
channels in the f.m. system, each requiring a bandwidth
equal to that of the p.r.k. system. The noise power
reaching the decision element is therefore twice as great,
and consequently a 3 dB degradation is experienced
compared with p.r.k.

Frequency modulation is most commonly used in
conjunction with incoherent detection. The optimum
detector computes the r.m.s. power content of the signal
at each modulation frequency. Again the outputs of the
demodulators are subtracted from one-another and the
optimum decision level is zero volts. This has positive
advantages over incoherent detection of a.m. which
requires a knowledge of the signal and noise levels to
achieve optimum detection. The post-detection noise is
now Rician and the probability of error may be shown to
be® 4 exp (—Ep/2N,). The performance of detectors
using narrow-band filters and envelope detectors will be
close to this for practicable signal/noise ratios. As might
be expected the error probability using an incoherent
detector is higher than with a coherent detector, but the
curves are asymptotic to one another with increasing
signal power.

2.5 Comparison of Binary Modulation Systems

The choice of modulation system is primarily a con-
sideration of the trade-off between transmitter power
requirements and transmitter/receiver complexity. If
low transmitting power is a prime requirement then
phase-reversal keying with coherent or differentially
coherent reception will be the first choice. If the receiver
complexity of coherent reception is not warranted then
unipolar a.m. with incoherent detection gives the simplest
receiver and a slightly better performance than incoherent
f.m. Over dispersive media such as h.f. radio, variations
in carrier phase due to multipath effects occur, and these
tend to make the use of coherent detection impracticable.
The effects of signal fading introduce problems in
maintaining an optimum decision level for unipolar
a.m., and incoherent f.m. is the preferred choice.

A further consideration is the bandwidth required by
the signals actually transmitted. To achieve the minimum
baseband bandwidth equal to half of the bit rate it is
necessary to transmit Nyquist (sin x/x) pulses. These
pulses are impractical to produce, and so a practical
system will use pulses approximating to the ideal and
rather more bandwidth will be needed. Such pulses
may be linearly modulated to generate amplitude modu-
lated or phase-reverse keyed signals occupying twice the
baseband bandwidth. Since frequency modulation is a
non-linear modulation process the analysis of the signal

The Radio and Electronic Engineer, Vol. 43, No. 9
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Table 2
Error probabilities for multi-level modulation systems

Modulation Detection Symbol error probability, P, Bit error probability, Pg
Baseband and
suppressed carrier 1
a-"gi-) 1= Verte 3 R} (10) (‘ _M> 3 k.Eg]?
M equi-spaced coherent M (M?2=1) N, ~ —= erfc [ 5 ' 'B] ()
voltage levels k (M*=1) N,
(+ve and —ve)
_ _ E.° Eq
Phase (p.m.) M=4 P.,=1 [' ferfe \/ ZNO] (12) 2GS J N, (13)
M equi-spaced coherent E, . ,m\* 1 k.Egsin®(n/M)}}
phases around 2n M >4, P, ~erfc (No sin’ M> (14) ~ kerfc [ No ] (15)
1 0 E \}\?
Orthogonal coherent \7_ | exp—(w—( w> >
M- N
frequency (f.s.k.) - M
pulse position | x[1 (1= }erfc(@)*~']dw (16) b=ty P a7

(p.p-m.)
M-ary coding

. »exp<— ‘") (—1)'( .)exp(.‘"~>(l8)
meoherent M No ,»Z’z j JNo

spectra of f.m. waveforms is rather complicated. The
shape of the spectrum® depends upon the value of
A = 2f,.T, where f; is the frequency deviation and T
the signal period. If A is less than 0-7, most of the energy
is contained within a bandwidth equal to the bit rate, 1/7.
If A is less than 1-5, most of the energy is contained
within a bandwidth of 2/7. To meet the requirement of
orthogonality assumed in calculating the error prob-
ability A must be an integer. Practical f.s.k. systems used
over dispersive media often use a frequency spacing
much larger than the minimum in an attempt to combat
frequency-selective fading.

2.6 Comparison with the Shannon Capacity

Shannon’s theorem tells us that it should be possible
to signal in a bandwidth of W Hz at a bit rate C =
W log, (1+S/WN,) without error. Assuming the signal
occupies twice the Nyquist bandwidth it can easily be
shown that this is equivalent to signalling with an
energy per bit given by Eg/N, = 0 dB. Even the best
binary transmission scheme needs 4-5 dB more than this
to obtain the rather high error probability of 1072, and
considerably more power is required to obtain lower
error rates.

3 Multi-level Modulation Systems

In the search for a more efficient method of obtaining
low error rates one might consider multi-level rather than
binary systems. The error probabilities for multi-level
digital signalling systems are given in Table 2. The
expressions for bit error probability have again been
expressed as functions of Eg, the energy per data bit
transmitted.
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31

The expression for symbol error probability is easily
derived® and is given in eqn. (10). It can be seen that
if M =2 (k = 1) the equation reduces to the binary
form (1). Provided the signal/noise power ratio is high
enough to provide a low error probability, then the
majority of errors will be single level errors, which will
cause only a single bit error provided that the normal
practice of Gray re-coding is employed at the transmitter.
Thus the bit error probability may be obtained for low
error probabilities (say 10 ") by dividing the symbol
error probability by k = log, M, the number of bits in
the word which is encoded into a symbol. Writing
E, = k.Eg produces eqn. (11). This equation is equiva-
lent to the binary case, but with a modification factor of
3k/(M*=1) to Eg/N,. The factor (1—1/M)/k has a
relatively small effect at low error probabilities.

Figure 2 shows the curves for k = 1 to 4. To achieve
the same error probability as binary signalling at the
same data rate an increase in Eg/No of approximately
4 dB is needed for 4-level (k = 2) signalling and of
8-5 dB for 8-level (k = 3) signalling.

It is apparent that multi-level a.m. is not of interest
if one is attempting to design a system which is efficient
in its use of transmitted power. If, on the other hand, a
channel of fixed bandwidth is available, multi-level a.m.
can be employed to increase the system bit rate by a
factor k, provided that ample power is available at the
transmitter. In many practical systems it is not possible
to maintain the transmission system gain constant, and
consequently it is difficult to maintain the receiver
decision thresholds correctly set. For this reason multi-

Amplitude Modulation
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level phase modulation is more likely to be chosen as a
means of increasing bit rate per bandwidth.

3.2 Phase Modulation

Four-phase modulation may be employed without any
loss of efficiency (eqn. (13)); i.e. using the same energy
per bit (but twice as much per symbol) will result in the
same error probability as for binary p.r.k. signalling
This is because the four-phase modulation may be’
considered as being the superposition of two binary
p.r.k. systems each acting upon the orthogonal sine and
cosine components of the carrier signal. Because of the
orthogonality there is no interaction between channels at
the receiver.

For M greater than 4 the word error probability is
given approximately by egn. (14). Making similar
assumptions as for a.m. gives the bit error probability
as in eqn. (15). In this case the E,/N, modifying factor
is Ksin? /M, and it is necessary to increase Eg/N, by
36 dB relative to the binary case for 8 phase signalling.
This is 5 dB better than for 8-level a.m. signalling.

Figure 3 shows the curves for k = 1 to 4.

3.3 Orthogonal Modulation

An orthogonal modulation system is one employing
M different signals all of which have a zero cross-
correlation with any of the other (M — 1) signals over the
signal period. Examples of these signal groups are multi-
frequency f.s.k. such as is employed in the Piccolo
system,””® pulse-position modulation (p.p.m.) and
M-ary coded binary signals.® The code words in this
last case are the rows of a Hadamard matrix. When the
digits of a row are used successively to modulate the
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Fig. 2. Bit error probability against Es/N, for multi-level a.m.

* Optimal binary system.
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Fig. 3. Bit error probability against Es/N, for multi-level p.m.

* Optimal binary system.

output of a binary modulation system (e.g. p.rk.) a
signal is produced which is orthogonal to the signals
generated from the other rows. In order to achieve
optimal detection, cross-correlation over the whole signal
is necessary. The symbol (word) error probabilities with
coherent and with non-coherent detection are given® in
Table 2 by eqgns. (16) and (18). Since the system is orthog-
onal, an error will produce any of the (M — 1) incorrect
outputs with equal probability; thus the output code
word is virtually random and approximately half the bits
of the received word will be incorrect. Since one of the
M possible words is the correct one and this will not be
produced in the case of an error the actual bit error
probability will be 3.(M/(M —1))P,, as given by eqn. (17).
Curves of bit error probability are given in Fig. 4 for the
coherent case. The curves for the incoherent system are
asymptotic to those for the coherent system with increas-
ing bit energy and so these have not been included. The
theoretical performance as k tends to infinity is also
shown.® This is equal to the performance of a power-
limited system with infinite bandwidth as given by
Shannon’s formula. Here, then, we have a method of
theoretically achieving the Shannon ideal. Unfortu-
nately even with & = 10 the system performance is still
a long way from the ideal, and this system would need
2'% = 1024 matched filters, which would be prohibitive
in cost. Practical f.s.k. orthogonal coding is limited®
to about kK = 5. Some simplification in receiver com-
plexity is possible using pulse-position modulation.
Since all pulses are identical in shape and differ only
in their time location, a common matched filter can be
used and its output sampled at the end of each element
period. Optimal detection then consists of deciding
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MODULATION SCHEMES FOR BINARY DATA TRANSMISSION
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Fig. 4. Bit error probabilities for orthogonal modulation using
M = 2" signals and coherent detection.
* Optimal binary system.

which sample is greatest. A serious disadvantage of the
p.p.m. system is that the transmitter has to deal with
very high peak powers, since all the transmitted
power is compressed into 1/Mth of the signal duration.
One way of overcoming this problem is to use
orthogonal sequences® generated from a Hadamard
matrix to modulate the transmitter in a binary
fashion. The effect of this technique is to spread the
signal energy over the whole symbol duration. In
order to reassemble the energy at the receiver a bank
of M cross-correlators is again required.

For a constant element signalling rate all orthogonal
modulation systems expand in bandwidth with increasing
M. However, as M increases, the number of bits per
symbol, k, also increases, so that if a constant data rate
is required the symbol signalling rate may be reduced
by a factor k. The nett result is that the bandwidth
required is M/k x (modulated binary bandwidth). In
applications such as satellite communications ample
bandwidth is available, and this bandwidth expansion
is acceptable.

Other codes closely related to the M-ary orthogonal
binary codes are the transorthogonal and bi-orthogonal
families. The transorthogonal signal set omits one
column of the Hadamard matrix. For large M the
bandwidth required and the performance achieved are
practically identical to those of the orthogonal system.
The bi-orthogonal code uses all the codes of the orthog-
onal system plus the inverse of each. The bandwidth
expansion factor is consequently reduced by a factor of 2
for a given k. In exchange a slight degradation of
performance has to be tolerated.
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4 Binary Coding and Decoding

The use of orthogonal binary codes simplifies the
structure of the transmitter, but to get the optimum
performance from the system M analogue correlators
are still required at the receiver. A further simplification
can be achieved by making a hard decision on each
element of the code. This allows modulo-2 correlation
to be performed at the receiver using logic circuits.
Although information is lost in the hard decision process,
the use of digital rather than analogue circuitry in the
receiver allows longer, more complex codes to be
employed. As a consequence a nett gain in performance
is often achieved with the digital system when it is
assessed on a cost/performance basis.® The character-
istics of binary-coded systems will be considered more
fully in a further paper.'’

5 Summary

In order to compare the merits of various digital
communication systems this paper assumes that the
communication channel is subject to additive white
Gaussian noise. Although this simple model is not
strictly applicable to many practical channels, it does
provide a basis for the comparison of various modula-
tion options. The performances of all the modulation
systems have been compared on the basis of bit error
probability and energy per data bit, thus allowing the
power requirements of the systems to be compared.

5.1 Binary Modulation Systems

Section 2 shows that of the binary modulation methods
available to the system designer, phase-reversal keying
with coherent detection requires the smallest energy
per bit in order to achieve a given bit error probability.
However, other systems may be of interest if a simple
receiver is desirable. All the modulation methods have
performance curves which are similar in shape but
displaced in signal/noise ratio. None of the binary
systems have a very rapid decrease in bit error probability
with increasing signal power and are therefore very
inefficient compared with the Shannon performance
bound if a low bit error probability is required. They
are also inefficient for existing channels which inherently
have a very high signal/noise ratio, since only one bit of
information can be transmitted per channel symbol.

5.2 Multi-level Modulation Schemes

To make more efficient use of existing channels having
unnecessarily high signal/noise ratio for binary signals,
multi-amplitude or multi-phase signalling may be
employed. This allows more bits to be sent per channel
symbol without increasing the system bandwidth in
exchange for a higher bit error probability. Generally,
phase modulation is more efficient than amplitude
modulation, but use of more than four phases introduces
an increasing loss of efficiency relative to the binary case
in terms of energy required per bit in order to achieve a
given bit error probability. These methods of modula-
tion are therefore only of value in systems which already
exist and have unnecessarily high signal/noise ratios for
binary signalling or in new systems where considerations
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of conservation of bandwidth outweigh those of efficient
use of transmitter power.

5.3 Orthogonal Modulation Systems

This class encompasses multi-frequency f.s.k., pulse-
position modulation and M-ary coded binary signals.
All these systems give a bandwidth expansion of M k
relative to binary modulation and can be shown theor-
etically to provide error-free signalling at the Shannon
capacity as kK — oo. Practical implementation problems
tend to limit the number of frequencies employed in
multi-frequency f.s.k. systems to about 32 (k = 5). An
orthogonal system with k¢ = 5 does offer an improvement
over binary signalling for error rates less than 10,
but does not approach anywhere near the Shannon limit.
Pulse-position modulation systems are simpler to imple-
ment at the receiver but are again limited in the usable
value of & by the increase in peak transmitter power
with increasing k. This problem may be overcome by
transmitting orthogonal binary codes, but this again
mtroduces more receiver complexity, since M cross-
correlators are required. No decision is made until
the whole code word has been received and cross-
correlated.

5.4 Binary Coding and Decoding

The information loss due to quantization of the
received signal may be more than offset by the economic
implementation of long, complex codes. This topic is
the subject of a further paper.

6 Conclusions

The merits of digital modulation schemes may be
compared in terms of equipment simplicity, the efficient
use of transmitter power, and of bandwidth occupancy.

When a minimum amount of equipment is desirable,
one of the binary modulation methods is likely to be
chosen. None of the binary systems is very eflicient in
producing low bit error probabilities. All can occupy
a bandwidth approximately equal to the bit rate, although
when transmitting over dispersive media, frequency-
shift keying using a much wider shift than the minimum
is often used.

Theoretically M-ary orthogonal modulation tech-
niques offer transmission at the Shannon capacily as
M — . However practical considerations severely
restrict the value of M, so that only a limited improve-
ment over the best binary system is obtainable. To
obtain this improved performance the bandwidth of the
system is increased compared with narrow-band binary
modulation.

If the bandwidth available for the transmission of data
is severely constrained, M-ary orthogonal modulation is
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obviously not a good choice. The use of M-ary a.m. or
p-m. will allow higher data rates than binary modulation.
Four-phase p.m. can be employed with no loss of effi-
ciency compared with binary modulation, but if M
increases beyond 4 the energy required per data bit
increases. Consequently a.m. and p.m. systems with
large M are feasible only if the supply of transmitter
power is not severely restricted.

None of the digital modulation methods considered
seem o provide a practicable method of transmitting at
a rate close to the Shannon capacity. Even if the com-
plexity of M-ary orthogonal modulation systems with a
value of M greater than 1000 were acceptable, a band-
width expansion of 50 times relative to binary trans-
mission would be required. An alternative method of
spreading the transmitted information over a long period
is to use binary error-correcting codes. The merit of
such an approach when only a limited bandwidth
expansion is available is considered in a further paper.'®
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The Annual Report of the Council of the Institution
for the year ended 31st March, 1973

The Council has much pleasure in presenting the Twelfth Annual Report of the Institution
since Incorporation by Royal Charter. The Annual General Meeting will be held on
Thursday, 25th October, 1973 at the London School of Hygiene and Tropical Medicine,
Keppel Street, Gower Street, London, W.C.1, commencing at 6 p.m.

Notice of the meeting and Agenda were published in the August issue of The Radio
and Electronic Engineer.

INTRODUCTION

l l OW best to meet change largely summarizes the work of the Institution during the past year.

In such a fast-changing technology as electronics, the activities of the Institution must be under constant
review in order that it can provide information on the various and ever-increasing applications of electronic
technology. Today, the professional engineer must be aware of any scientific and technological develop-
ment which may affect his work—hence his need of membership of a professional body and learned society.
The Annual Report records how, by meetings and publications, the IERE meets these needs.

Currently, however, the very definition of a professional engineer and his concomitant qualifications are
more subject to change than ever before. Governments are urged to provide better education and training
facilities because of the economic, social and defence dependence on engineering products. There are
also the wider political and social implications of correlating international, and especially European,
qualifications. An example is the interpretation of Articles 52 to 58 of the Treaty of Rome concerning the
registration of all European engineers. The decisions taken may affect the present structure of the engineer-
ing profession as well as the means of securing adequate recognition of individual achievement.

All these matters affect the decisions of Membership, Education and Academic Standards Committees
of the IERE, but the overall political consideration is for the entire engineering profession. For this and
other good reasons, all chartered engineers have accepted alliance within the Council of Engineering
Institutions (CEI). Federal membership of CEI not only preserves for corporate members recognition as
‘Chartered Engineers’ but also enables the unified view of the entire engineering profession to be expressed
on wider issues of public interest. This federation does nor however, abrogate the right of every CEI member
Institution to remain independent as to its internal affairs so far as those ‘internal affairs’ do not run contrary
to any majority decisions taken by the Board of CEl—which includes representatives from each of the
fifteen Chartered Engineering Institutions.

Radio and electronic engineering has provided the most influential media for securing public awareness
of the importance of science and technology; perversely, the potential growth of radio and electronics does
not command the support required to improve education and training opportunities or increase private
investment in research and development programmes. This ‘shortfall’ may be because the industry is too
often judged on the basis of consumer products; much more could be done to increase the use of electronics
as a tool for improving industrial efficiency, and utilizing more effective aids to transport and national and
international communications systems. It is the task of the Institution to record and promote discussion
of these and other developments.

Because it represents the youngest branch of engineering, it is inevitable that the Institution’s financial
limitations sometimes restrict full exercise of the contributions that it can make toward promoting radio
and electronic science and engineering. Membership of all Engineering Institutions is, however, still
voluntary and this regulates the ability of such societies to fulfil entirely their avowed objects. It is one
argument in favour of basing compulsory registration of engineers on membership of a Chartered Institu-
tion. For the present and especially in the past year, inflation has subjected all voluntary bodies to the acid
test of being able to maintain existing services, let alone improve on their achievements. How well the
IERE has met this challenge must be judged by this 47th Annual Report to its subscribing members.

The Radio and Elzctronic Engineer. Vol. 43, No. 9, September 1973 569



The 47th Annual Report

This report embraces the work of the Standing and Group Committees and through them the Committees of

Local Sections. These activities provide the background to the decisions by the Council during the year.
Leaving out the overseas Councils and their Committees and the Local Section Committees in Great Britain,

the Standing Committees of the Institution held a total of 72 meetings during the year. In the same period

there were four meetings of the Council.

EXECUTIVE COMMITTEE

Every activity of the Institution requires the framing of
immediate and future policy. In these tasks the Executive
Committee acknowledges the considerable help it has received
from its own ‘Working Parties’ and other Standing Commit-
tees in preparing final recommendations to Council.

Drafting revisions to the Institution’s Bye-Laws, Regula-
tions for the future admission of members, contributions to
CEI discussions, participation in ‘joint’ activities in exhibi-
tions and learned society activities, overseas activities, staff
arrangements and the financing and planning of future
membership services are a few examples of the items reported
on by the Executive Committee.

Some of the major issues considered by the Committee have
already been recorded in The Radio and Electronic Engineer;
other decisions are reflected in the news of the Standing
Committees which are incorporated in this Annual Report.

Anticipating change is the reason for framing future policy.
A myriad of altered conditions, outside and within the
engineering profession, have affected the Institution since its
foundation 47 years ago. The decisions taken by Council
will determine the Institution’s ability to meet the challenge
of the future,

Alterations to Bye-Laws. In the Annual Report for Jast year
it was announced that a Working Party drawn from members
of the Executive Committee had been set up to consider
revision of the Institution’s Charter and Bye-Laws. Since
the grant of the Royal Charter, revision became necessary
because of the establishment of the Council of Engineering
Institutions,* which itself received a Royal Charter in 1965,
The IERE was a founder member of CEI because it has
always believed that it is essential to establish commonality of
standards and public recognition of professional engineers,
irrespective of discipline.

Alterations to the IERE Bye-Laws concerned mainly
(a) the introduction of a Code of Conduct for Professional
Engineers, embodying the principles to which all the con-
stituent members of CEI are to conform; (b) provision for
the admission of Technician Engineers as Associate Members
of the Institution, enabling them to be admitted to the
appropriate register maintained by CEI; and (c) making
common regulations for membership in respect of age and
qualifications for all Chartered Engineering Institutions.

As members know, the Special General Meeting of Cor-
porate Members convened by the Council and held on 7th
September, 1972, gave unanimous approval to seeking the
approval of the Privy Council to changes in the Royal
Charter and in the Bye-Laws of the Institution.

"Subsequent correspondence from the Office of the Privy
Council only concerned the new (proposed) Bye-Law 37
regarding the Code of Conduct which it considered should be
binding on al/l Chartered Engineers. The fifteen Institutions
comprising CEI have not yet agreed a common Code of
Conduct, so at the time of compiling this Annual Report it

* Throughout the remainder of this Annual Report the Council
of Engineering Institutions is referred to as CEI.
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is not possible to confirm that the Institution’s draft of
Bye-Law 37 will be approved. There is no reason to suppose
otherwise, but discussions within CEl are, of course, still being
carefully considered by the Executive Committee of IERE.

Admission of Mature Candidates to Membership. In com-
menting on the proposed alterations to the Institution’s
Charter and Bye-Laws, the Privy Council Office suggested
that the admission to membership of mature candidates, who
were unable to satisfy current academic requirements, should
be phased out after an arbitrary period of ten years. The IERE
Council still believes that it is undesirable to close this
avenue to membership. The main argument is that if this
routehad notexistedinthe past,manycapable and, indeed, now
famous engineers would have been ineligible for membership.
This especially applies to new disciplines, and radio and
electronics is only just emerging as a publicly recognized
technology.

Other founder Institutions of CEI received the same
suggestion from the Privy Council and all were of the view
that whilst mature candidates not possessing the established
qualifications would, in course of time, become increasingly
rare, they should not at any time be denied membership
if they are, without doubt, worthy engineers whose recogni-
tion as members by their appropriate professional body
would be of mutual benefit to the applicant and the Institu-
tions concerned.

It is on such issues that the Council especially welcomed
the views of the senior members consulted by the Executive
Committee.

Industrial Relations Act. Council also depended largely on the
very detailed consideration given by the Committee on the
implications of first the Bill and then the Act covering
industrial relations in Great Britain.

The Executive Committee had meetings with delegations of
those members who were in favour of, as well as members
who were against trade union registration of professional
engineers. In the event the IERE Council made clear that
membership of a trade union must remain a personal
decision of the individual member and that the Council
had no right to commit or recommend the whole member-
ship to join any trade union Association.

Nevertheless, and democratically within the Bye-Laws, a
number of corporate members urged the Council to seek a
closer relationship with, and to foster the aims of, trade unions
generally and the United Kingdom Association of Pro-
fessional Engineers (UKAPE) in particular. A requisition
supported by the required number of members, was made to
consider five Resolutions relating to the Institution’s support
of UKAPE. The Council therefore convened a Special
General Meeting which was held on 14th June, 1972. Many
divergent views were considered sympathetically by members
attending the meeting. However, all the Resolutions were
defeated by a substantial majority.

Members present at the Special General Meeting agreed
that there might be excellent reasons for the Institution to
seek registration on the special register to be set up to cover
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the professions. Registration would permit the Institution
to intercede in matters affecting Chartered Engineers col-
lectively within the compass of regulating relations between
employers and employees, but which are outside the area
of collective bargaining.

The Executive Committee has been requested to advise on
this possibility in concert with the views of other Institutions
comprising the CEL.

An Engineers’ Centre. There has been a revival of interest
among constituent members of CEI in the proposal, initiated
by the IERE, that administration of all the Chartered
Engineering Institutions should be accommodated under one
roof, to cover such services as an engineering library, lecture
theatres, computer and accounts services, sales of publica-
tions, etc. The Chairman of CEI, Sir Arnold Lindley (Fellow)
has devoted much effort to persuade all Institutions to support
this project. In consequence, he was able to arrange for
discussions to be held between Government and CEI with
the object of securing a central site in London for building an
‘Engineers’ Centre’.

This is, inevitably, a long-term project, and the Executive
Committee recommended that further building work should
be undertaken in order to gain maximum use of the IERE
lease of 8 and 9 Bedford Square following the decision of
Council to vacate 50 Bloomsbury Street, as reported by the
Finance Committee.

European Economic Community. Britain’s entry into the
European Economic Community gave importance to a
number of issues affecting professional engineers. Foremost
is securing mutual recognition of established engineering
qualifications in member countries. A CEI EEC Committee
was set up and is still considering the problems involved.
Dr. G. Wooldridge (Fellow), formerly Chairman of the
Institution’s Membership Committee, is the Institution’s
representative on the CElI Committee.

Membership. The Executive Committee has progressed the
view that the interests of students were not necessarily best
served by their registration with individual Institutions, and
that there is a strong case for a ‘Common Studentship’ under
the aegis of CEIL. Council has placed this view before the

OVERSEAS

The challenge of change is especially evident in the manner
of relationship between engineers throughout the world. The
accreditation of professional engineers which started with
such British societies as the Institution of Civil Engineers
(founded 1818) and then separated into specialist bodies, has
now been further divided by the emergence of national groups.
Governments of independent countries have sponsored their
own national Engineering Institutions and accept members
of such societies as accredited engineers.

The effect of such developments has been recorded in
previous Annual Reports. For the present the Council
records that it continues to see advantages to all members in
continuing the policy of maintaining Institution offices in
Bangalore and Ottawa and continuing sponsorship of pre-
sent arrangements in New Zealand, France, Israel and South
Africa. These Divisions or Sections continue to provide
services to their local members as well as providing a positive
and active international link with the Institution.

The complexity of promoting good international relation-

Board of CEI, who have now set up a Working Party (Chair-
man, Sir Leonard Atkinson (Past President of the Insti-
tution)) to consider if it is possible to implement the IERE
proposal.

Fiftieth Anniversary of the Foundation of the Institution. On
31st October 1975 the Institution will celebrate the fiftieth
anniversary of its foundation. Readers of the official history
of the Institution* know that the first Institution devoted to
encouraging the application and development of radio
science was founded in New York in 1913. The incidence
of the first world war undoubtedly delayed any similar
British development, but in 1922 a society known as the
Radio Association was formed. The Radio Association
gave way to the IERE as it is known to-day.

The Radio Association offices were in Basinghall Street
in the City of London, and the Executive Committee has
therefore proposed that as part of the Institution’s Golden
Jubilee celebrations a function should be held in the City of
London. It is also recommended that one of the principal
features of the anniversary celebrations should be a Conven-
tion, and that this should cover the development of radio
and electronics over the last fifty years, with visions for the
future, rather than a specialized theme. It is hoped to mount an
exhibition to illustrate the growth of radio and electronic
engineering from its primitive transmitter and ‘crystal set’
days to modern sophisticated equipment.

Summary. Without the help of the other Standing Commit-
tees the Executive Committee could not devote its time to
planning the future of the Institution.

Difficulties have to be overcome, for instance in ensuring
an adequate administrative staff and in the containment of
expenditure. The Executive Committee believes, however,
that members can look back on a satisfactory year, and
anticipate the future of the Institution with very considerable
confidence.

Council Comment. The Council of the Institution gratefully
acknowledges the help it receives from the Executive Com-
mittee. The accumulated experience in all facets of Institution
activity as represented on the Executive is of inestimable
help to Council in framing future policy.

RELATIONS

ship between all engineers is beyond the ability of any one
Institution, confined, as it must be, to its own specialization.
The advent of the European Community creates a further
challenge to all Institutions which is best met by the con-
sortium mustered under the banner of CEI.

The Secretariat of CEI is now also the Secretariat to ‘The
Commonwealth Engineering Conference’ whose next meeting
will be held in London in September 1973. As with similar
conferences concerned with political and economic affairs it is
difficult to make meaningful reports but effort will be made to
communicate to IERE members in The Radio and Electronic
Engineer any proceedings of the conference which may
especially concern members of the Institution.

Little can reported on the proceedings of the ‘World
Engineering Conference’ of importance to the radio and elec-
tronic engineer. Here again CEI expresses the viewpoint of
the British Chartered Engineer and whenever possible, report
on the WEC has and will be made in The Radio and Electronic
Engineer.

* ‘A Twentieth Century Professional Institution’. The first edition was published in 1960 and is now being revised. It is hoped to

publish the 2nd edition in May 1974,

September 1973
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PROFESSIONAL ACTIVITIES COMMITTEE

When the Institution was founded in 1925 its objects were
stated to be ‘To promote the advancement of radio (elec-
tronics), and kindred subjects by the exchange of information
in these branches of engineering’. In the intervening years
the purpose of the Institution has broadened considerably,
particularly in the fields of education and as a qualifying
body. There has, however, been no diminution of the work
in disseminating knowledge and for this reason Council
regards the work of the Professional Activities Committee as
of great importance. The majority of the meetings, colloquia
and conferences which are organized on a national basis are
promoted by one or other of the Specialized Group Com-
mittees, and thus the main task of the Professional Activities
Committee is one of co-ordination.

It is also incumbent upon the Committee to keep the
specialized group structure under continual review and to
ensure that it meets the present and foreseeable future needs
of the Institution. It was for this reason that the Instru-
mentation and Control Group came under close scrutiny
during the year. It was concluded that the specified interests
of this Group were too diverse and that consequently a
committee of reasonable size could not be convened which
would provide a solid body of opinion in any one of the
fields which should be covered. Thus it was decided to
disband the existing Instrumentation and Control Group and
in its place to create two new Groups dealing with Auto-
mation and Control Systems and Measurement Science and
Technology respectively. The Automation and Control
Systems Group has already held a number of very successful
meetings and is now making a significant impact in the field
of electronic control engineering. The Measurement Science
and Technology Group is in process of being formed and it
is expected that its first meetings will be held early in 1974.

Meetings held in London. In the last two Annual Reports
it has been noted that attendances at evening meetings in
London have been declining and investigation shows that
this is common to all Learned Societies. It has become
increasingly clear that a more useful purpose can be served
by half and whole-day colloquia at which a subject can be
treated in greater depth. Thus, while the average attendance
at evening meetings is around 50 the average attendance at
half and whole-day colloquia during the last session has been
over 100 and has been as high as 300. In several instances it
has been possible to include overseas speakers at colloquia,
and international audiences have been attracted.

These facts were borne in mind in compiling the programme
for the year and this is reflected in the increased number of
colloquia which have been held compared with evening
meetings, the number of colloquia being 14, and the number
of evening meetings 17.

The colloquium held at The Royal Society on the 13th
February 1973 to celebrate the 25th Anniversary of the
Invention of the Transistor, merits special mention. This
colloquium was based on the papers published in the January/
February issue of The Radio and Electronic Engineer (see
page 576 of this Report. It was opened by Dr.leuan Maddock
(President-elect), a Fellow of the Royal Society, and was
attended by the President and Professor William Shockley,
one of the co-inventors of the transistor, both of whom took
an active part in the discussion. It attracted a capacity
audience of 260 and it is noteworthy that parties of up to
10 students were sent by several technical colleges within the
London area.

Local Sections in Great Britain. The 15 Local Section
Committees in the United Kingdom have again been very
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active in promoting technical meetings, the total number
held during the year being 134 as against 128 in the previous
year. In addition many of the Sections have organized
technical visits and social functions.

The Professional Activities Committee is constantly looking
at ways in which greater co-operation can be engendered
between the Specialized Groups and the Local Sections and
during the year two short tours were arranged for a demon-
stration lecture on ‘Modern Dynamic Measurement Tech-
niques’. This was organized in association with the Auto-
mation and Control Systems Group Committee and took in
six locations in the Midlands and the South of England. It
is hoped that similar meetings will be arranged in the future
and that a proportion of the specialized group meetings will
be held in locations other than London.

While the activities of the individual Sections are dictated
to a large extent by local conditions, the exchange of informa-
tion and the discussion of common problems between the
Sections is of obvious benefit. To this end, meetings of Local
Section Chairmen are held from time to time. Such a meeting
was held in May 1972 and was attended by the Chairmen,
or their representatives, from the fifteen Local Sections, the
President, several members of Council and appropriate
members of the Institution’s staff. A wide ranging discussion
was held embracing many aspects of the Institution’s work
and activities, C.E.I. examinations, the Institution Appoint-
ments Register, Section finances, Section boundaries and
revision of the rules for Local Sections.

Terotechnology. Following the appointment of Major
General Sir Leonard Atkinson (Past President) as Chairman
of the Department of Trade and Industry Committee on
‘Terotechnology’, a colloquium was organized by the con-
stituent members of CEI and several other Institutions to
determine how best the Institutions could make a contribution
on this important subject. This colloquium was held on
24th May 1972, and in addition to serving on the Organizing
Comnmittee this Institution made an important contribution
to the proceedings through the involvement of several
members as speakers and session chairmen.

Terotechnology is defined as the technology of installation,
commissioning, maintenance, replacement and removal of
plant, machinery and equipment, of feedback to design and
operation thereon, and of related subjects and practices.
While it cannot be claimed that this is in any way a new
approach to engineering it is clearly of great importance and
one in which this Institution can make a significant contri-
bution. The way in which this can best be progressed is
currently being considered.

Convention of the Electrotechnical Societies of Western
Europe. In recent years there have been a number of moves
to increase the collaboration between professional engineers
both at national and international level. Thus in the United
Kingdom there is the Council of Engineering Institutions, in
Europe there is the Fédération Européenne d’Associations
Nationales d’Ingenieurs (FEANI) while at trans-continental
level there is the World Federation of Engineering Organi-
zation (WFEO). All of these organizations are multi-
disciplinary and, while they have an extremely important
role to play, they cannot, by their nature, meet all the detailed
needs peculiar to individual disciplines.

It was against this background and coupled with the
increasingly close ties between European countries that in
November 1972 representatives from electronic and electrical
institutions of Austria, Belgium, Denmark, Finland, France,
Germany, Italy, Netherlands, Norway, Spain, Switzerland
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and the United Kingdom met in Zurich to sign the Convention
of the Electrotechnical Societies of Western Europe.* The
primary objects are to increase co-operation between the
Institutions having similar interests throughout Europe and
to promote a freer interchange of information between them.
At this meeting the Institution was represented by Professor
W. Gosling, Vice-President, and Mr. R. C. Slater, Deputy
Secretary.

Conferences Organized by the Institution. In 1972 three
major conferences were organized by the Institution; the
first of these was on Digital Processing of Signals in Com-
munications and was held at the University of Technology at
Loughborough from 11th—13th April 1972, This was a truly
international conference with no less than 239 of the 305
attendees coming from overseas. During the three days of
the conference 45 papers were presented. Co-sponsors of the
Conference were the Institution of Electrical Engineers and
the Institute of Electrical and Electronics Engineers.

The second conference was on Radio Receivers and
Associated Systems and this was held at the University College
of Swansea from 4th—6th July 1972. During this conference
34 papers were presented to an audience of 190. Added
interest was given to this event by a number of static and
working demonstrations which were housed in a laboratory
above the lecture theatre. Co-sponsors of the Conference
were the Institution of Electrical Engineers and the Institute
of Electrical and Electronics Engineers.

The third conference to be held during the year was on
Computers—Systems and Technology, and this took place
at the Middlesex Hospital Medical School, London, from
24th-27th October 1972. This was the sixth in a series of
Joint IERE/IEE/BCS Computer Conferences. At the two
previous events held in 1967 and 1969 the attendances were
300 and 239 respectively. It is, therefore, gratifying to report
that at the latest conference in this series the attendance was
347. Although originally planned as a three-day event its
duration was extended by a further half-day to accommodate
the 43 papers which were included in the programme.

The full text of all the papers presented at these Conferences
are published in the IERE Conference Proceedings Nos. 23,
24 and 25 respectively, and these are currently on sale in the
Institution’s Publications Department. Due to the fact that
these volumes are produced on a very much shorter time-
scale than is possible in the case of standard textbooks they

represent the most up-to-date treatises available on their
respective subjects. This is a very valuable adjunct to the
forum for discussion which is provided by such conferences.

Joint Conferences. In addition to the conferences organized
by the IERE the Institution acted as co-sponsor for a number
of other conferences including:

Trends in On-line Computer Control Systems

Industrial Measurement and Control by Radiation

Techniques

Computer Aided Design

Advances in Marine Navigational Aids

Metering Apparatus and Tariffs for Electricity Supply

Aeronautical and Maritime Satellite Systems

Gas Discharges

International Broadcasting Convention

The Automation of Testing

Satellite Systems for Mobile Communications and
Surveillance

These examples of inter-disciplinary activity are
emphasized in the renewal of the joint IEE/IERE publication
of the ‘Combined Programme of Meetings’. Such co-opera-
tion between Institutions avoids conflicting dates and gives
the maximum opportunity for engineers to participate in
learned society activities.

Representation on BSI Committees. The Institution con-
tinues its support of the work of the British Standards
Institution and a list of IERE representatives on BSI Technical
Committees is given in Appendix 5.

Representation on other Organizations. The Institution is
also represented on a number of outside technical committees
and organizations, and details of these appointments are
included in Appendix 8.

Acknowledgments of Council. The Council especially
wishes to thank Universities and Technical Colleges and other
organizations for accommodation for meetings; the editors
of scientific periodicals for publicizing details of Institution
meetings and other activities in Great Britain and Overseas,
the many Institution members who contribute to the success
of learned society activities by serving on various Institution
committees (national and local) and also the many members
who represent the Institution on BSI and similar organi-
zations.

EDUCATION AND TRAINING COMMITTEE

Members of all grades will be pleased to note that the
Technician Education Council and SCOTEC, the correspond-
ing body in Scotland, have been set upt to implement the
recommendations of the Haslegrave Report. The Institution’s
advice was sought and acted upon regarding the constitution
of these bodies and the ‘founder members’ of the Technician
Education Council include two members of the IERE. The
Council is firm in its belief that every encouragement should
be given to the proper education and training of technician
engineers for they are a most important element in the struc-
ture of the engineering industry. Without them the Chartered
Engineer cannot adequately fulfil his functions and it was
to enable the closer association of Technician Engineers and
Chartered Engineers that the Bye-Laws were revised and the
new class of Associate Member was created.

An important element in progressing to the status of
Chartered Engineer is post-graduate training and experience.
In order to define these requirements more closely and to give
greater guidance to both trainees and employers, the Com-
mittee has drafted a proposed publication on ‘Training
Regulations’. This has been circulated to a number of the
major employers in the electronics industry for comment and,
in the light of these the draft has been amended where con-
sidered desirable. Coincident with this CEI has set up a
Working Party to consider a revision of Statement No. 6,
‘Guidelines on Training’. Thus Council has decided to withold
publication of the Institution’s Training Regulations until
revision of the CEI Statement has been completed as it is
clearly in the interests of the engineering profession as a
whole to have a unified approach to such matters.

*See The Radio and Electronic Engineer, 43, p. 234, March 1973.

t *A new deal for technicians’, The Radio and Elecironic Engineer, 43, p. 241, April 1973,
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An attempt is also being made to obtain general agreement
between the constituent members of CEIl on the ‘Mature
Candidate’ route to C.Eng. registration and on a proposal for
a "Professional Competence Test” which would torm part of
the qualification for registration. Whilst, in the long term,
unification in standards of qualification and methods of
assessment will lead 10 an enhancement of the status of the
engineer, there is clearly difficulty in reconciling the differing
approaches which have become traditional<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>