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Q
UITE suddenly, the likelihood of existing sources of energy becoming exhausted has become front page 
news. The facts of growing demand and diminishing supplies, which have been well-known to geo-
physicists and engineers for a long time, are at last being widely appreciated as posing a real threat to the 

maintenance of living standards in the developed countries and thus, ultimately, to improving standards 
throughout the whole world. Clearly, if there is to be action in meeting this situation, engineers of all disciplines 
will need to cooperate and come up with some new approaches. 

Last year, the Council for Environmental Science and Engineering (CESE) was set up jointly by CE! and 
CSTI under the chairmanship of Sir Kingsley Dunham, F.R.S., with representatives of all the senior engineering 
and scientific institutions (Professor H. M. Barlow, F.R.S., is the IERE's representative) and energy con-
servation is going to be as important a part of the Council's future deliberations as the perhaps more obvious 
problems of environmental pollution. The recent Graham Clark Lecture by Sir Kingsley, 'Natural resources, 
the engineer and the environment', which was reported in last month's Journal, reviewed the, background 
factors for fossil fuels, coal, oil and natural gas, nuclear energy and solar energy, and this was followed up by 
a letter to The Times on 24th January from the Chairman of CESE and 16 of his colleagues calling for a new 
strategy: 

'We would press for action similar to that taken before World War Il when the need for rearmament was 
realized. That problem was solved only by setting up ministries in which leading industrialists, engineers, 
scientists and others were brought into positions of authority where they worked alongside civil servants 
on a full-time basis. The magnitude of the energy crisis demands a similar approach. It is not merely 
the short-term industrial and commercial problems that must be dealt with; research and development 
problems of almost frightening complexity urgently need attention'. 

'The highest priority must be given to developing Britain's indigenous fuel resources, utilizing all fuels 
to their maximum efficiency and conserving their use with regard to their role, not only as providers of 
heat and power, but also as raw materials for many vital products'. 

Both Sir Kingsley and Professor J. F. Coales (Vice-Chairman of CEI) subsequently expanded on the realities 
in broadcast interviews. Professor Coales referred to getting heat from the centre of the Earth and to the 
possibilities of using the Sun's radiation by photoelectric devices, but stressed that these were only at the 
'ideas' stage at present. Later he said: 'The situation is such, we believe, that you have got to go for the 
things that you are most likely to bring to a successful conclusion and force these through'. 

CEI's Board welcomed the initiative of CESE in setting the pace for positive action. The Chairman of CE!, 
Sir Leonard Atkinson, has subsequently been in correspondence with Lord Carrington, Secretary of State for 
Energy in the late Government, offering the co-operation of CEI in dealing with the energy problems of the 
country. The Council is now to seek from Constituent Members the names of appropriate persons whose 
expertise could be made available in this context to the new Secretary of State, Mr. Eric Varley. 

What are to be the electronic engineers' contributions to these vital issues? Already the National Electronics 
Council has set up a working party to consider how the Industry and the research departments of Government 
and the Universities can help. Without wishing to anticipate the directions of investigation which will be 
recommended, electronic control and communications will be vitally important since greater automation in all 
energy industries must lead to more efficiency. For example, there is great scope in the coal mines for using the 
latest remote control techniques—'spin-offs' from the space programme—to enable otherwise difficult or even 
impossible seams to be worked. On the wider front it has for some time been apparent that in an era of rising 
costs, capital investment in the best possible equipment from the beginning of a proiect is much more effective 
than at a later stage, while amortization charges for hardware are generally far more favourable in such contexts 
than the continuing costs of manual control. 

During the pre-World War II period referred to above, electronic engineers responded to the challenge of the 
time with the war-winning concept of radar. Perhaps there is no similar wide-ranging solution to be found for 
our present energy problems but, less spectacularly, the materials aspects of recent electronic developments may 
lead to greater efficiency in using electronics for solving some of the problems of world energy supplies. Where 
a 'breakthrough' is needed is in finding an answer to the growing need for new kinds of portable power. 

In all these areas however political and economic problems will certainly rival those of technology... 
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SUMMARY 

Methods of testing disk packs on an amplitude 
detection principle are widely used at present for 
initial testing, but the detection methods used in 
computer systems are based on a time detection 
principle which is less sensitive to changes of 
amplitude. 

This paper outlines the usefulness of amplitude 
detection as a method for testing disk packs and 
compares it against a technique based on time 
detection. 

• Formerly with the Data Recording Instrument Co. Ltd., 
Staines, Middlesex; now with the Department of Posts and 
Telegraphs, Papua, New Guinea. 

1 Introduction 

A magnetic disk pack is the storage medium used on 
an exchangeable disk store (e.d.s.). In order to achieve 
the market requirements of greater storage capacity, 
faster access time, higher data rate and better reliability, 
the e.d.s. is designed with higher data and track packing 
densities, faster rotational speed and a shorter actuator 
access time. To achieve these requirements the design 
of the disk pack involves a thinner oxide coating, better 
surface finish and improved oxide coating methods. 

As the data and track packing density is increased on 
an e.d.s., the effects of pulse crowding become evident. 
Timing distortions and signal to noise ratio are the 
limiting factors, and the most critical aspect in disk pack 
testing is to detect defect areas which would cause 
system errors. 

Most types of disk pack test equipment used do not at 
present test the timing distortion produced from a disk 
pack but measure only the amplitude variations. In 
order to understand the contribution of the disk pack to 
the system performance, the critical areas in data detec-
tion are considered. 

2 Limitations to Packing Density 

The ideal step function response from a digital mag-
netic recording system would be the unit impulse 
(derivative). This is degraded by the losses in the system 
to a bell-shaped characteristic pulse. 

A periodic signal corresponding to an all 'ones 
pattern is represented by a square wave in record current 
waveform, and the replayed waveform at low packing 
density would be a sequence of characteristic pulses of 
alternate polarity. As packing density increases, pulse 
crowding sets in and adjacent pulses overlap giving a 
reduced amplitude. When a coded pattern is replayed at 
high density, timing distortion or peak shift occurs due 
to the overlap of adjacent pulses. The drop in amplitude 
and magnitude of peak shift can be approximately 
derived by the superposition of characteristic pulses, and 
the ideal characteristic pulse would be narrow and of 
large amplitude.' It has been shown" that the ampli-
tude of this pulse, e, can be found in terms of the magnetic 
recording head and disk pack surface characteristics: 

e = 8p„,n  
Kvw Brc tan- 1 (  g  

(pm + 1)g Po \a+d 

where K = head efficiency 

n = number of turns on head 

Pm = head permeability 

w = track width 

y =head/surface velocity 

c = oxide coating thickness 

d = head to disk surface separation 

g = half length of head gap 

a 
Brc  

2npol c 

(1) 

(2) 
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where Br = oxide coating retentivity 

= oxide coating coercivity 

Also the width of the pulse at the 50% point can be 
found from:2.3 

P50 = 21/(a+d)(a+d+C)+g2 (3) 

The resolution of the system is limited by the width of 
the charcteristic pulse P50, which, from equation (3), 
will have a low value with a thin coating of high coercivity, 
low retentivity-thickness product, small head-to-medium 
separation and narrow head gap. The amplitude, how-
ever, from equation ( 1) reduces with reduced retentivity 
—thickness product, so a compromise is required for 
best overall system performance.' The head 'flies' over 
the surface of the disk on a self-generated air bearing at 
a height of typically 2 gm. Any increase to the flying 
height will cause amplitude drop and timing distortion 
and disturbances to the air film may be caused by 
surface imperfections, foreign matter or non-flatness of 
the disk.' 

3 Detection and Decoding 

Two detection methods are commonly used in digital 
recording, peak detection and crossover detection. 
Unlike a tape system, which may use either method, a 
disk file operates over a range of surface velocities, 
packing densities and head flying heights. The same 
detection circuitry is generally switched between a num-
ber of heads which may show some variation in sensi-
tivity. The 'read' electronics is therefore required to 
operate with signal levels having a wide range of ampli-
tudes, and peak detection with a fixed threshold level is 
unsuitable. Crossover detection, which is less sensitive 
to amplitude variation, is generally used. The signal 
is first differentiated, and the detected cross-overs corres-
pond to the peaks of the original signal. 

The type of code most commonly used in disk files is 
double frequency modulation, which requires two flux 
changes per bit of information, although later methods, 
such as modified frequency modulation, permit more 
economic use of the medium.' 

'Read ' 
pre- amplifier 

'Read 
head 

—v 

Comparator Rela 

Threshold 
level 

Stop test ***R..;°-.1 

Jig. 1. Basic amplitude detection circuit. 
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Test stopped 
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Fig. 2. Timing diagram of low amplitude detector—showing one 
bit in error. 

4 Disk Pack Testing 

Since it is known that the effects of variations in oxide 
thickness, head-to-disk separation and magnetic charac-
teristics, which cause timing distortions, also cause 
amplitude variations, testing of disk packs using an 
amplitude based method is generally used. This Section 
describes the amplitude method currently used and com-
pares it with a method based on time detection in order 
to test their significance in system terms. 

4.1 Amplitude Testing 

The amplitude method of detecting disk pack defects 
is based on the detection of amplitude variations from a 
pre-determined reference level. If the amplitude exceeds 
a certain limit or falls below a certain limit, then the 
point at which this occurs is called an error. 

Figure 1 shows a basic low amplitude detection 
circuit. A disk pack written with a symmetrical wave-
form is read by the recording head and the signal 
amplified by the pre-amplifier. The 'read' signal is 
presented to the comparator. When the 'read' signal 
equals the threshold level, the comparator switches and 
gives an output, the capacitor C is charged by this 
output, and, as long as it is charged, the transistor 
remains switched off. While the 'read' signal is below the 
threshold level, no output is present at the comparator. 
If the output is missing for a period such that the capa-
citor can discharge, then the transistor switches and the 
relay is operated. The relay contacts operate a lamp and 
stop the testing so that the error can be seen. The time-
constant of the charging capacitor network is set such 
that the circuit can detect if one bit is in error. A timing 
diagram showing a bit in error is given in Fig. 2. 

The method used to detect changes in amplitude is 
based upon storing the average amplitude obtained from 
the magnetic disk surface on a particular track, and then 
comparing this with each pulse of signal. If the individual 
pulses are above or below a certain limit, with respect 
to the average amplitude, then this is called an error. 
Considering the diagram of the basic amplitude detection 
circuit, the threshold level adjustment would now be 
replaced by a memory device, rather like an integrator, 
which would store the average amplitude level. The 
limits could be set from this by having a further poten-
tiometer arrangement. The circuit would then function 
in the same way, but an extra operation would be neces-
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Fig. 3. 
Basic time detection 
circuit. 
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'Write 
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'Read ' 
amplifier Differentiating 
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generator 
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sary, i.e. instead of write then read checking for errors, 
it would be write, read and store average, then read 
checking for errors. Also other functions would be 
needed to clear the memory when testing another track. 

4.2 Timing Testing 

The timing method of detecting disk pack defects is 
based on the detection of timing distortions beyond a 
pre-determined distortion limit. If the pulses read from 
a disk pack are distorted such that they occur late or 
early in time and exceed the distortion limits, then the 
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Fig. 4. Timing diagram of timing distortion detector—showing one 
bit in error. 
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place at which these occur is called an error. Figure 3 
shows the basic error detection circuitry. Under normal 
operation the disk pack is written with an asymmetrical 
waveform from the data pattern generator and the read 
signals are then compared with the written data pattern. 

The 'read' waveform is normally decoded by first 
differentiating then by squaring the signal. This process 
gives cross-over detection with the pulses occurring at 
the peaks of the original 'read' waveform. In order to 
reproduce the original double frequency data pattern, 
this signal is further differentiated, full-wave detected and 
squared giving a decoded 'read' signal. 

In testing the surface of a disk pack, the decoded 
'read' signal is compared logically with the original 
written data pattern such that differences between the 
two patterns give a pulse output. These outputs will be 
caused either by extra pulses or missing pulses in the 
'read' waveform. Due to timing difficulties in the logic 
it is customary to strobe such outputs using a very narrow 
strobe pulse which occurs nominally in the centre of each 
expected decoded 'read' pulse. 

It is clear that a timing distortion with a magnitude of 
up to half of the decoded 'read' signal pulse width will be 
successfully strobed. In order to test disk packs for timing 
distortion, the positive period of the square wave oscilla-
tor is reduced to a narrower 'window'. In order that the 
decoded 'read' pulse occurs during the window, the 
overall timing distortion must be less than half the 
difference between the respective pulse widths. A timing 
diagram showing one bit in error is shown in Fig. 4. 

To enable easier design of the logic circuits, two 
separate 'windows' are generated from the squarewave 
oscillator output, such that each alternate decoded 
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Oscillator 
output 

2 

Monostable 1 Monostable 2 

MonOstable 3 Monostable 4 

Fig. 5. Timing window generation. 

'Window A' 

'read' pulse can be tested independently. Figure 5 shows 
how the two windows are formed and how they can be 
adjusted for various window widths. Figure 6 shows the 
timing diagram of the window generator. 

5 Correlation of Both Methods to System 
Performance 

In order to relate the relevance of both methods to 
system performance a number of disk packs were 
tested by both amplitude and timing detection methods 
and also on a computer system. 

Twenty disk packs were measured whose surfaces had 
the following basic parameters: 

Coating material gamma ferric oxide having the 
following properties: 

Coercive force 22000 to 26000 A/m (275-325 0e) 

Retentivity 0.175 to 0.210 Wb/m2 (1750-
2100 G) 

Coating thickness between 2 gm to 3 gm (80 to 
120 gin) at the 11.5 cm (4.5 in) 
radius track location, increasing 
proportionately to between 3 gm 
to 4 gm (120 to 160 gin) at the 
16.5 cm (6.5 in) radius track loca-
tion. 

Number of surfaces 20 per disk pack. 

The magnetic recording heads used in all the measure-
ments were capable of reaching a bit packing density of 
86.6 bit/mm (2200 bit/in) and a track packing density of 
3.95 tracks/mm ( 100 tracks/in). 
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input 
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period of 
monostable 1 
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«4-
4-1-••• 
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: 2 Output 
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Output of 
monostable 1 

Output of 
monostable 2 
' window A' 

Output of 
monostable 3 

Output of Li monostable 4 
'window B' 

Fig. 6 Timing diagram of timing wiiulow generation. 

The mechanical requirements of the disk packs and 
disk surfaces were such that 20 heads could be 'flown' on 
each disk pack. Each head, when in operation on its 
disk surface, was at a nominal flying height of approxi-
mately 2 gm (80 gin). All measurements were made under 
controlled environmental conditions. 

The following basic test conditions were common to all 
methods of testing: 

Number of tracks tested per surface 
0 to 202 (203) 

Number of surfaces tested per disk pack 
0 to 19 (20) 

Speed of machine 2400 rev/min 

Packing density range 58-86.6 bit/mm ( 1500-2200 
bit/in) 

Head track width 0.178 mm (0.007 in) 

Track spacing 0.254 mm (0.010 in) 

Method of recording double frequency 

5.1 Amplitude Testing 

Considering the basic system examined in Section 4, 
the disk packs were tested for two main types of error. 
The recording frequency used was kept constant at 
2.5 x 106 flux reversals per second. The types of errors 
tested were as follows: 

Missing pulse error—any single bit or train of bits up 
to 500 jis in length, whose amplitude is less than 60% of 
the average base-to-peak amplitude, measured at the 
highest amplitude 50 jis sector of that track location. 

Peak modulation error—any average base-to-peak 
amplitude measured at the highest amplitude 50 jis sector 

No. of errors 
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5.7% 
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No of common 
missing pulses 
and peak 
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Fig. 7. Amplitude testing error analysis. 
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of that track location, that is greater than 146% of the 
average base-to-peak amplitude of the track. 

An analysis of the results is illustrated in Fig. 7. 

5.2 Timing Testing 
Considering the system described in Section 4.2, the 

disk packs were tested for two main types of error. Using 
double frequency coding, the two frequencies were 
2.5 x 106 flux reversals per second and 5.0 x 106 flux 
reversals per second. The data pattern used was repeated 
1250 times on each track location. The 48 bits were 
arranged for a 'worst case' data pattern as follows: 
0101 0010 0110 1100 0100 0111 0111 0011 1011 1101 
0000 1001 

The 'timing window' lengths were set to 45 % of the 
cell time and then repeated with the 'timing window' 
lengths set to 25% of the cell time, the cell time being 
defined as that period of the waveform when an all 'O's 
pattern is generated. 

Two types of error can occur—a 'missing' data bit or 
an 'extra' or spurious bit—these were classified as 
follows: 
Permanent or ' hard' error—an error which is detected 

during both the 'large' and 'small' timing window lengths. 

Timing or 'soft' error—an error being detected in the 
'small' window while the data are correct in the 'large' 
window. 
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Fig. 8. Timing testing error analysis. 

An analysis of the total number of errors found on the 
packs is shown in Fig. 8. The permanent errors are 
shown as a percentage of permanent errors plus timing 
errors. A comparison of amplitude tested errors and 
timing errors is illustrated in Fig. 9. From the results, 
approximately 16% of the amplitude errors were con-
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firmed as timing tested errors; 9% of amplitude errors 
were found as 'permanent' errors (this represents 32.2% 
of all 'permanent' errors found). This shows a low 
correlation between the amplitude-tested errors and the 
timing-tested errors. 

5.3 System Testing 

The digital computer system used had a phase locked 
method of decoding. The coding used was double 
frequency modulation and the two frequencies were 
2.5 x 106 flux reversals per second and 50x 106 flux 
reversals per second. Crossover detection was used in 
the magnetic disk drive. A program was used by the 
system that was able to check for data errors on the type 
of pack tested. 
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Fig. 10. Comparison of system, amplitude and timing errors. 

The disk packs were first tested on the system with all 
the equipment calibrated correctly. They were then 
retested with the decoding circuitry recalibrated so that 
a 'worst case' system could be simulated. The results 
thus showed system errors and system 'limit' errors. 
The number of system 'limit' errors found by the ampli-
tude and timing testing methods were compared. This is 
illustrated in Fig. 10. 

Analysis of the results shows that 100% of the system 
errors were found by timing testing, compared with 
583% found by amplitude testing; 984% of the system 
'limit' errors were found by timing testing compared 
with 27% found by amplitude testing; 88.2% of the 
errors found by amplitude testing were not found as 
system errors or system 'limit' errors. 

6 Conclusions 

The results given in the paper indicate good correlation 
between the timing method of detection and system 
performance, while correlation with the amplitude 
method was relatively poor. 

The amplitude method of testing could be supplemen-
ted by testing the disk packs on a computer system, but 
this has the disadvantage of adding an extra stage to the 
testing process. 

The advantages of using the timing testing method can, 
therefore, be summarized as follows: 

(i) Final testing can be confined to a one-stage 
process, since there is a high success in finding 
system errors. 

(ii) Greater reliability in test results is obtained. 

(iii) When testing for system errors, no correlation of 
test limits is required, since true functional 
characteristic measurement of the disk packs is 
achieved. 

(iv) An increased yield of good surfaces will be pro-
duced, since a reduced number of disk pack errors 
will be classed incorrectly. 

The conclusion of this paper is that a new method of 
disk pack testing based on time detection would provide 
significant benefit in both cost savings and reliability in 
test results. 
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individual carriers and by individual recombination 
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van der Ziel ( 1955) it does not rely on arbitrary 
assumptions about thermal fluctuations in carrier 
concentration and does not involve a transmission-line 
analogy. When depletion-layer recombination effects 
are neglected, the results are found to be identical to 
those obtained by van der Ziel, although one of his 
postulates was invalid. The theory of van der Ziel 
and Becking (1958) which also leads to the same 
results does not appear to be consistent with the new 
treatment. 
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1 Introduction 

The current-voltage characteristic exhibited by an 
'ideal' p—n junction diode—by which we mean a junction 
in which depletion-layer recombination and surface 
effects are negligible—may be understood on the basis 
of the Shockley theory' of minority carrier injection 
into the bulk regions. The static characteristic relating 
the terminal current /D to the applied voltage V for such 
a junction at absolute temperature 0, is 

I, = Is[exp (qV I k0)— 1] (1) 

where Is is the reverse saturation current. 
Equation ( 1) does not correctly describe the current-

voltage characteristics of the silicon diodes which are 
commonly used nowadays, because in such devices the 
static terminal current arises almost entirely from 
depletion-layer recombination.2 However, the study of 
noise processes in the ideal diode is of fundamental 
importance to an understanding of the noise properties 
of bipolar transistors. 

It is generally accepted that the noise in an ideal diode 
can be represented by a current generator iND(t) with a 
spectral density given by the relation 

0i2 (t) 
= 2q(1D+ 2 /s) + 4 kO(Gj— Go) (2) 

where GI is the conductance of the junction and Go is the 
low-frequency value of G. This formula has certain 
essential properties: it gives the usual shot noise expres-
sions 2qID and 2q15 for low frequencies under strong for-
ward and reverse bias conditions respectively, whilst 
reducing at zero applied voltage (I, = 0) to the value 
4k0Gi predicted by Nyquist's theorem for any passive 
component. 

There are several explanations given in the literature 
to account for equation (2), at least in the low-frequency 
region where the second term on the right-hand side is 
zero. It is often stated, incorrectly, that the current 
crossing the depletion layer consists of a current Is exp 
(qVIlc0) resulting from injection and a voltage indepen-
dent current Is flowing in the opposite direction resulting 
from minority carrier generation; this argument, used in 
conjunction with the assumption that each of these 
currents is associated with a shot noise generator with 
spectral density 2q1, gives the first term on the right-hand 
side of (2). A study of the Shockley theory', however, 
shows that the currents /F and /R which flow in each 
direction across the depletion layer of a forward-biased 
ideal p—n junction diode, and which are responsible for 
maintaining the enhanced minority-carrier concentration 
at the edge of the depletion layer, are enormously greater 
than the diffusion current /D. Correspondingly, the values 
of IF and /R for zero bias are very much greater than the 
reverse saturation current; Is is in fact a function of the 
width of the bulk region and also of the carrier lifetime 
TR in that region, and these parameters do not have an 
effect on the equilibrium current flow across the junction. 

By far the most important paper on transistor noise 
was published by van der Ziel3 in 1955. Using the 
standard Shockley theory' of the junction he takes a one-
dimensional model in which the current consists entirely 

of holes, and makes a calculation of the total noise 
current by integrating the contributions to each volume 
element of the semiconductor material in the vicinity 
of the junction. The calculation is stated to be based on 
the following two assumptions: (a) the recombination 
current A/ in each element of length Ax shows 'shot 
noise' ix(t) with a mean-square value given in the fre-
quency range Of by the Schottky formula 

SAi,c2(t) = 2q A/ Of. (3) 
(b) The carrier concentration p in each element of length 
Ax and unit area shows thermal fluctuations p(t) with 
mean-square value in the frequency range Of given by the 
relation 

  4 pAx  
SA.p2v) = Dp (5f (4) 

where D, is the diffusion constant for holes in the bulk 
N-region. 

An objection that could be made to equation (4) is 
that it does not appear to be physically realistic because 
it does not contain any boundary conditions. In reference 
3 it was presented as a hypothesis which was said to be 
indirectly confirmed by the fact that the calculated 
spectral density of the terminal noise current showed the 
correct form. Subsequently' a proof was offered based 
on a somewhat ill-defined transmission line analogy, and 
it was also stated' to have been proved by Petritz.6 

The method by which van der Ziel3 calculates the 
junction noise current from (3) and (4) is somewhat 
confusing because it involves an analogy between the 
minority carrier distribution in the bulk semiconductor 
and the voltage distribution in a distributed R—C 
transmission line. A close examination of his calculation 
reveals that equation (4) has been inserted into the 
electrical analogue as a voltage generator and not as a 
voltage; we conclude that equation (4) is incorrect and 
must be replaced by a formulation which will be discussed 
later. 

In this paper we shall present a theory of junction 
noise which is based on accepted physical principles and 
which confirms the results of van der Zie1.3 The theory 
offers no support for the so-called 'corpuscular approach' 
of van der Ziel and Becking.7 

2 Current-Voltage Relationships 

In considering the ideal diode there is no loss of 
generality involved if we assume that the current flow is 
due entirely to the injection of holes into the N-region of 
length W. We find by solving the diffusion equation for 
a one-dimensional situation that the static terminal 
current is 

qAD, 110 cosh (W/Lo) 
/D = 

1.0 • sinh (W/Lo) 

where D, is the diffusion constant for a hole in the N-
region, Lo is the diffusion length and pé is the excess 
minority carrier concentration at the boundary plane, 
x = 0, between the depletion layer and the N-type bulk 
region. The reverse saturation current is 

qAD, p,, cosh ( W/L0) 
/s — (6) 

Lo sinh (W/L0) 

(5) 
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where p„ is the equilibrium hole concentration in the 
N-region. 

From the solution of the time-dependent diffusion 
equation we find that the complex quantity Y3 representing 
the admittance of an ideal one-dimensional diode, is 

*  Y3 Gi-FjBj = Go tanh (-)  (I +.icarR) . (7) 
Lo 

tanh [( I +jarrit)--
,, W1 

Lo 

where TR is the minority carrier lifetime, and the low-
frequency conductance, Go, is the derivative of the static 
characteristic in equation ( 1), given by 

g q2Dp cosh (W/Lo) 
Go = (iD + is) = kOL0 • (PO + Pn). sinh ( W/Lo)• (8) k0 

It is not difficult to show that 

G3 = Go tanh x 
Lo 

[a sinh Lo W ) + b sin (2b W-)1 
Lo 

[cosh ( —L0 - cos (2b1 
2a W 

Lo 

and 

Bi = Go tanh -) x 

[b sinh (2a W ) a sin (2—b1 
Lo Lo  

[cosh (2£41) - cos (2b 
Lo Lo 

(9a) 

(9b) 

where a and b are parameters defined by the relation 

(a +jb) = ( 1 +jcor,)+. (10) 

In the ideal one-dimensional bipolar transistor the 
solution of the static diffusion equation leads to expres-
sions of similar form to (5) for the terminal currents. 
Assuming a base width W, and that the collector-base 
junction is short-circuited, we find that for a p-n-p 
device 

and 

g AD p'0 cosh ( W/Lo) 
/E  

Lo sinh ( W/Lo) 

IC 
g AD, 1  

(12) 
Lo • sinh (W/Lo) 

where I, and Ic are the emitter and collector currents and 
the other symbols have the same meanings as in equa-
tion (5). For an actual transistor the expression describing 
the emitter current contains a term in addition to that 
given in ( 11), arising from recombination in the emitter-
base depletion layer. 

We introduce the complex admittance ; GE ± jBE 
now to relate the current flowing in the emitter lead to 
the signal voltage applied across the emitter-base 
junction. We find by solving the time-dependent diffusion 
equation that in the absence of depletion-layer recombi-
nation the low-frequency conductance GE0 is identical to 
Go given in equation (8) and the conductance G, and 

susceptance BE are given by equations (9a) and (9b) 
respectively. The complex parameter as, also obtained 
from the solution of the time-dependent diffusion 
equation, relates the alternating current flowing in the 
collector and emitter leads: 

as = 1/cosh [(a + jb)W ] (13a) 

which for low frequencies reduces to 

aos = 1/cosh (W/Lo). (13b) 

The subscript s appearing in equations ( 13a) and ( 13b) 
indicates that the parameters relate to the 'ideal' situation 
as described by Shockley.' 

We shall find it convenient when discussing noise in 
transistors to express the admittance, ;, and the product 
as YE as power series in frequency. We find that, to 
second order in frequency 

and 

(1 -1-janR)*  
YE = GE0 tanh Ç- Lw (14a) 

L0/ tanh [( I +jcorR)+ L-Wol 

GE0 [ (t) Ti 
2j(inj 4 I 2 
3 hi5 (14b) 

(1 +.korR)+  
cc. YE = GE0 tanh w (15a) 

Lo 
sinh [(1 +jcot•R)+ -W 1 

Lo 

e0s GEO {I T.I 
:Jan.! 7 2 2] 
3 90 (15b) 

where tj = W2/2D, and we have used the fact that in an 
actual transistor, W/Lo 4 1. The series in (14b) and 
(15b) are convergent for (e) < 27r2/rj. 

3 Mean- Square Values and Complex 
Correlation Coefficient 

The purpose of this analysis is to develop equivalent 
circuits which will enable the signal/noise ratio to be 
calculated in practical engineering applications. The 
equivalent circuits will contain voltage and current noise 
generators, vN(t) and ir,,(t) respectively, which are specified 
by their spectral densities, and complex coefficients are 
introduced to represent the causal connexion between 
one generator and another. 

The spectral density of a generator x(t) is defined over 
the time interval T as the quantity 

5x2(t) 2  (5f . . - T . X(jco)X*(yo) (16) 

where 5x2(t) is the mean-square value of the Fourier 
components of x(t) belonging to the frequency range (5f 
centred at the frequency f, X(jc()) is the Fourier transform 
of the function x(t) over the time interval T, and the 
averaging of X(ja)X*(ko) is carried out over a frequency 
interval much greater than 1/T. The asterisk denotes 
complex conjugate. We may also define the 'cross 
spectrum' between two generators x1(t) and x2(t) by the 
relation 

5x1(t)x2(t) 2 
- . Re X,(jcp)Xf(jco) (17) 

45f T 
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where Xi(jco) and X2(jco) are the Fourier transforms of 
x1 (t) and x2(t) over the time interval T, and the averaging, 
again, is carried out over a frequency interval much 
greater than 1/T. 

Averages like that in ( 17) frequently appear in the 
discussion of noise in bipolar transistors, and van der 
Ziel in a paper published in 19585 treats them in terms 
of a correlation impedance. Here we choose to describe 
such averages by means of a complex coefficient, f12, 
which differs in general from the real correlation co-
efficient, 1'12, used to describe the correlation between 
two fluctuating quantities. Y12 is in fact the real part of 

2. 
The complex correlation coefficient r12 between xi(t) 

and x2(t) is defined over the time interval T by the relation 

x taco) )(law)  r12 — (18) 
[X larogr(jw) X2acer(.i(0)]* 

and r12 is related to the familiar real correlation co-
efficient 712 by the equation 

cbc i(t) x2(t)  
Re ri2 = 712 — — — (19) 

Pet) clx1(t)]* 

Correspondingly, the formula for the mean-square value 
of the sum of xi(t) and x2(t) in the frequency range Of is 

5[xi(t)+ x2(012 = (5x1(t)+,5x(t)+ 

+ 2Re F12 . Pet) c5x-1(t)]* (20) 

The importance of the complex correlation coefficient 
to the engineer is that it expresses the existence of any 
causal cnnnexion between two generators which may 
enable the resultant noise to be optimized by suitable 
circuit design. If there is a complete causal connexion 
between xi(t) and x2(t) we are able to relate the Fourier 
transforms of Mt) and x2(t) by means of some constant 
system function Aar* 

X i(jco) = A(jco)X2(Jco) (21) 

in which case it is evident that 

1'12 = A(jco)/1A1 and 11121 = 1. (22) 

In general, the magnitude of the complex correlation 
coefficient is a measure of the degree of causal connexion 
between two generators, irrespective of the value of the 
real coefficient y12. (In equation (21), if we put A(jco) 
= 11 ja), we obtain y12 = 0.) 

As a practical design example of the use of the complex 
correlation coefficient r12, we may consider the amplifier 
circuit of Fig. 1(a) where the noise generators are 
represented in the usual way as input voltage and current 
generators. 

In Fig. 1(b) the Norton equivalent circuit of 1(a) has 
been drawn for the purpose of calculating the signal/noise 
ratio. The total mean-square noise current in a frequency 
band (5f centred on a frequency f is now calculated from 
the expression 

(5[INI(o+ iN2(o]2 = 

128 

Siki(t)-F.:5C12(t)+25iNI(OiN2(t) 

= c5FNI(t)+ I Y,12(517p;i(0+ 

+2[àil(t)..(5e1(011 Re (Y. C.,i) (23) 

where because of the correlation term the optimum 
value of Y, is seen to be, in general, quite different from 
that which would have been predicted on the assumption 
that the correlation between the equivalent noise voltage 
and current generators could be fully expressed by a real 
coefficient yvi. This formulation shows, for example, 
how the noise figure of a transistor can be improved by 
the use of an inductive source to 'tune out' the input 
capacitance. 

4 The Method of Analysis, Application to 
Resistor Noise 

The devices discussed in the following analysis are 
assumed to have perfect metal contacts connected 
together by wire of negligible impedance, which we call 
the external circuit. The noise is assumed to be due to a 
random succession of events each of which generates a 
time-varying current 

= a if(t) (24) 

into the external circuit. (The analysis could, of course, 
be carried out in terms of open-circuit voltages rather 
than short-circuit currents; the latter approach is some-
what simpler.) 

(a) 

(a) Representation of the noise generators in an amplifier 
circuit. The signal source, i., has admittance Y. and the complex 
correlation coefficient for the current and voltage generators is /'.1. 

Y 

(3) 

(b) Norton equivalent circuit of (a) in which the complex 
correlation coefficient for the noise current generators is 

ri2 = Y8* r:I/1 Y812* 
Fig. 1. 

The Radio and Electronic Engineer. Vol. 44 No. 3 



NOISE IN p- n JUNCTION DIODES AND BIPOLAR TRANSISTORS 

The spectral density of the noise is given by the 
relation' 

Si?,,(t) 
2y4IF(jcv)12 (25) 

c5f 
where F(ja) is the Fourier transform of f(t), and y is the 
mean number of events per second. It is implicit in 
equation (25) that the power in any given frequency 
range is averaged over a large number of events. 

In calculating i; for an event in bulk material or in a 
p-n junction, it is not possible to ignore carrier inter-
actions. We take account of these interactions by con-
sidering each individual carrier as existing in a continuous 
medium which is characterized by such bulk parameters 
as electrical conductivity u, diffusion constant D, and 
recombination time rit, each of these parameters being 
defined by the appropriate macroscopic flow equation. 
Each event is described in terms of an initial carrier 
action (i.e. creation, destruction, or motion) which is 
assumed to cause a departure from equilibrium. The 
initial action is followed by a relaxation process deter-
mined by the bulk parameters of the material, and this 
restores the equilibrium situation. The initial action, 
and/or the subsequent relaxation, may be accompanied 
by the generation of currents in the external circuit, and 
these currents are assumed to make up of equation (24). 
Obviously this procedure does not give a correct picture 
of an individual event; but it gives the correct result for 
the spectral density when averaged over a large number 
of events. 

In a two-carrier system the relaxation consists of two 
parts: the very rapid majority-carrier relaxation which 
restores charge equilibrium (i.e. removes potential 
differences) and the slower minority-carrier relaxation 
which restores the equilibrium distribution of the 
minority-carrier population. In the vicinity of a p-n 
junction the minority-carrier relaxation results in a 
current flow around the circuit, but in locations far from 
a junction the effect of the minority carrier is negligible. 

In our treatment we use a one-dimensional model of 
the system in which events can be regarded as giving rise 
to 'sheets' of disturbed carrier concentration; this 
approach simplifies the calculations without sacrificing 
generality in any significant way. 

As an example of the method, we now calculate the 
formula for thermal noise in bulk material. The material 
is assumed to have conductivity a, diffusion constant D, 
mobility mean-free time r, and to contain N carriers 
of charge g per unit volume. These parameters refer to 
all carriers without distinction between minority and 
majority carriers, because in the bulk material far from a 
junction we are dealing essentially with a one-carrier 
system. The specimen is of length d and cross-sectional 
area A. 

An event is initiated by a carrier path of length l in 
the x direction. In our one-dimensional model this 
generates two charge sheets, initially of surface charge 
density ±q/A. A potential difference occurs between 
one side of the double charge sheet and the other, with 
instantaneous value vN0 given by 

VNO = qlxie0 er A. (26) 

The charge now decays through the conductance g 
formed by the bulk material separating the two sheets and 
also through the conductance G of the whole specimen 
which is assumed short-circuited. The flow during the 
decay is represented by the equation 

vN(g + G) + go er A dvN — 0 (27) 
/„ dt 

for which the solution is 

vN(t) = vN0 exp [- t(g + G)/x/e0 (28) 

Thus the total variation of voltage with time is given by 

vN(t) = q!,, co a,. A u(t) exp [ - t(g + G)!,,/e0 Sr A] (29) 

where u(t) is the unit step function. 

Now the relaxation time r1 = goer Allx(g + G) is 
extremely short by electronic standards, so we may 
approximate the voltage to a 5-function; observing that 
in equation (29) 

JVN dt = qgg + G) 

we write 

v N(t) = g5(0/(g + G). 

Thus the current i flowing in the external 
be written as 

ij = gb(t)G1(g + G) 

qt5(01x1d 

(30) 

circuit can 

(31) 

the approximation of g for (g + G) being very accurate 
because the specimen length d is assumed enormously 
greater than the free path length I,. We now have from 
(25) 

(5¡"( 1) - 2 yq2 (32) 

where y = NAdIrF and the diffusion mobility Ft is given 
by the relationt 

= ke (33) 

whence 

Si(t) 
- 4NAligled -- 4 GO. (34) 

(5.1 

This is the well-known formula for the thermal noise 
in a resistor, which we have derived without the use of 
transform methods (apart from using the fact that the 
transform of a 5-function is unity) in order to clarify the 
physical situation in this simple case. 

In the transform approach, we begin by noticing that 
the 'initial condition' of equation (26) can be exactly 
represented by inserting a 5-function term in the flow 
equation (27), giving 

ao erA dvN(t) 
(g + G)vN(t) + . — _ et). 

dt 

Replacing the functions of time by their transforms, we 

(35) 

t See, for example, Shockley, W., 'Electrons and Holes in Semi-
conductors', Chap. 8 (D. Van Nostrand, New York, 1963). 
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now obtain 

(g + G)vN(ja)) + 8SLEIrx A  i(OUNOCO) = g 

G q 
iJaa» = GUNCio» = 

(g + G) • ( 1 + jcot 1) 

lxq 

d(1 
By using (25) and (33) we arrive at the following expres-
sion for the spectral density of the noise current: 

Si(t) 4 GkO  

(5f - 

This expression reduces to the formula in (34) for 
values of angular frequency co which are well below hr 1. 

(36) 

(37) 

5 Thermal Fluctuations in Minority Carrier 
Flow 

If the carrier under discussion in the calculation of 
Section 4 had been a minority carrier, the majority-
carrier relaxation that gives rise to equation (32) would 
have left a perturbation in the minority carrier con-
centration, and this would be restored by a second 
relaxation process. In bulk material far from a junction, 
the minority-carrier relaxation is not accompanied by any 
flow of charge around the circuit, since it is continuously 
compensated by majority carrier flow; however, for an 
event in the vicinity of a junction the minority flow 
comes partly from across the junction and in this case 
there is a resultant flow around the external circuit. 

Depletion 
layer 

-1-

 o  
VG 

X --I> 

Fig. 2. One-dimensional model of a p+-n junction showing the 
bulk regions and the depletion layer (not to scale). The plane 
x = x is the location at which an event occurs. 

In Fig. 2 we show a one-dimensional model of a p-n 
junction. A forward bias is maintained by the voltage 
generator VG in the external circuit, and we derive the 
current through the external circuit by calculating the 
minority carrier distribution p in the N-region and hence 
the concentration gradient (dp/dx)0 at the x = 0 plane 
which is situated at the edge of the depletion layer.' 
Strictly speaking, the same procedure should be applied 
to the free electron distribution in the P-region to give 
an additional contribution to the total current, but this 

130 

would introduce unnecessary duplication in the calcula-
tion and for the purposes of this discussion we may ignore 
the second contribution—or, equivalently, assume that 
we are dealing with a p+ n junction in which it is negligibly 
small. 

The applied voltage V, maintains a minority carrier 
concentration 

Po = p„ exp (qV Ike) (38) 

at the x = 0 plane, and a metal contact, or a second p-n 
junction maintains a concentration pw at the x = W 
plane. 

P'=P 

(a) 

t, 

X - I> 

(b) 

Fig. 3. (a) Departure from the equilibrium minority carrier 
concentration due to an event consisting of a minority carrier path 
of length fr at the x' plane and (b) the corresponding carrier flows. 

We now consider the effect of an event consisting of a 
minority carrier path of length l, at the x' plane. The 
considerations of majority-carrier relaxation given in 
Section 4 show that this makes a contribution given by 
equation (27) to the noise voltage in the circuit; this is 
part of the thermal noise in the bulk resistance, which we 
shall assume to be negligible in comparison with the 
junction incremental impedance. The effect of the event 
on the minority carrier concentration is illustrated in 
Fig. 3, where p' represents the departure from the 
equilibrium carrier concentration. 

The carrier path is equivalent to a current flow which 
can be represented by the function et), between two 
planes separated by a distance l. The resulting values of 
p' at these two planes are p; and p respectively. 

As in the case of the majority-carrier relaxation, the 
minority-carrier relaxation occurs mainly by direct return 
flows ii,, and 4,2 from each plane towards the other. 
These flows are found by solving the time-dependent 
diffusion equation' for the region between the two planes 
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and are given in transform terminology by the relations 

qDA [pajo0 cosh (IxiL) — P:ia(0)]  
i(0) sinh (Ix/L) (39a) 

qDA [p(jco)— p¡aw) cosh (lx/L)] 
iima(0) = sinh (UL) (39b) 

where 

L = N/DTR/(1 + janR). (40) 

It is clear from these equations that io', and ip' 2 are not 
necessarily equal, the difference being represented by 
recombination and by changes in the carrier store. 
However, in this context the difference is negligible 
because lx is very much smaller than ,i(DrR) or any of 
the other linear dimensions involved in the problem; 
hence throughout the frequency range of interest we may 
write 1,IL 4 1 and we find 

• qDA 
iima w)= •i;32Ow) i;:a0) = [PUYO — Piaw)]. (41) 

lx 

There are further carrier flows i; and i2' outwards 
towards the x = 0 and x = W planes respectively, and 
these are given in transform terminology by 

= Aki(i(0)P(i(o) (42a) 

ii(j(0) = Ak2(i(0)(0) (42b) 

where 

qD 
k1 = —L coth (x'/L) 

This is the formulation we shall use to replace equation 
(4) postulated by van der Zie1.3 

It follows from equations (42) and (45) that if the time-
varying parts of the carrier concentrations at planes x 
and x+ Ax are p(t) and p(t)+Ap(t) respectively, then the 
limit of the mean-square value of Ap(t) as Ax approaches 
zero is given by the relation 

= 4pAx 
bAp2(t)  

AD 

This formula has the same form as van der Ziel's 
postulate (4); but it is important to notice that it refers 
to fluctuations in the difference in carrier concentration 
across the element and that the mean-square value of the 
fluctuation in carrier concentration itself at any plane 
can only be determined by integration across the whole 
region with the insertion of the appropriate boundary 
conditions. In the present example the boundary condi-
tions are that p2(t) = 0 at x = 0 and at x = W. 

Now we are primarily interested in the minority carrier 
flows io and iw across the x = 0 and x = W planes 
respectively. From the time-dependent diffusion equation 
we find 

(43a) where 

qD 
k2 = —L coth [( W —x')/L]. (43b) 

From considerations of current continuity we now 
write 

n(1)— 43(0+ qb(t) = i'2(1)+ et) = 

iajo0—i;)(jw)+ q = i'2(jco)+4)(jco)—q = 0 (44) 

giving, in conjunction with equations (41) and (42), and 
the condition kl, k2 4 qD11x, the result 

1k1 k2  

D[k + k2] 

Equation (45) shows that the thermal motion causes 
primarily a current flow through the material, rather than 
a fluctuation in carrier concentration as was supposed by 
van der Zie1.3 The contribution to this power spectrum 
by an element of length Ax at the plane x = x' is, from 
equation (25), 

ri(i(0) = = (45) 

(4%22(0\ _ 2pAT1  ki k2 Ax. (46) 

4r5f TFD2 iki+k2 

By the use of Einstein's relation in conjunction with (33) 
we find 

D = 

whence 

  = 4pA ki k2 12 

(5f—  D lki+k2 
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DI „ (kkio+kk22) 
loam) = Akoa(0)Pia(0) — (48a) 

= Dlx (kkii+kk,,,2) 
iw(i(o) = Akw(i(0)P2ti (48b) 

qD 
ko = -E cosech (x' IL) 

qD 
kw = —L cosech [( W — x')/L] 

and hence from (25) 

A (biZ = o(t) ) 4pA 
— (5f D 

(SiZw(t)\ = 4pA 

45f D 

kok2 12 A , 
k1-Fk2 I 

 kW Ax. 
+k2 

(49a) 

(49b) 

(50a) 

(50b) 

These expressions refer to the therma contribution to 
the minority carrier noise currents across the x = 0 and 
x = W planes. Although the description of the individual 
event (in terms of a particle immersed in a continuous 
medium) is unrealistic, the averaged expressions (50a) 
and (50b) may be taken to be accurate when applied to 
regions containing a large number of carriers, and over 
times which include a large number of collisions. We 
may check their validity by considering the simple (but 
practically important) case where bulk recombination is 
negligible and the frequency range is low enough to 
ensure that carrier-storage effects are also negligible. In 
this case we have the condition W 4 L, and we find that 
(50a) and (50b) reduce to 

A pil2.10(0\ A (4r5d4w(t)) 4pAq2D . Ax. (51) 

(5f (5f w 2 

For this case the carrier concentration varies linearly 
across the P-region, and equation (51) can be integrated 
easily to give the spectrum of the total noise current. The 
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result is 

Si Zo(  = _ t) SiZw(t) 2q2AD 
(5,f (5f (Po +Pw) 

which may be expressed in terms of the diffusion current 
/D, as follows: 

biZ(t) biZw(t) = 2q/D (PO +PW) 5 
(Po — Pw). ( 3) 

If we now insert pw = 0 in equation (53) (corresponding 
to the situation in a bipolar transistor with reverse-biased 
collector junction), we see that the noise spectrum 
deduced from the integration of (51) is simply equal to the 
shot noise that would be predicted in /D on the assump-
tion of independent carrier motion across the x = W 
plane, which is clearly correct in this particular case. 

It seems surprising at first sight to find the shot noise 
in the current crossing the x = W plane, which can be 
deduced from the carrier motion in the vicinity of the 
plane, associated with generators supposed to be distri-
buted throughout the N-region. However, it must be 
borne in mind that in the bulk model we are using, the 
boundary concentrations po and pw are supposed con-
stant so that a time-varying current crossing the x = W 
plane can only arise from time-variations in the carrier 
concentration in the region between the boundary planes. 
Furthermore, these disturbances cause equal currents to 
flow across both planes, so that the generation mechanism 
does not need to be associated with one boundary more 
than the other. These considerations bring out the 
essential part played by the interactions throughout the 
minority-carrier store in maintaining correlation between 
the flows across the two boundary planes. The question 
of whether the flow causes the carrier-concentration 
disturbances or vice versa does not really arise. 

Another interesting aspect of (53) is that it correctly 
describes the high noise level in a saturated transistor 
where pw ••••. po. Although this is often discussed in 
terms of two independent currents flowing in opposite 
directions across the base region, such an interpretation 
does not seem to accord with a diffusion model of 
junction action. 

(52) 

6 Bulk Region Recombination Noise 

In the theory of the ideal junction' it is assumed that 
recombination in the depletion layer is negligible. Where 
this is not so, the current-voltage characteristic takes a 
different form2 from equation ( 1); Lauritzen' gives an 
account of the noise generation in this case, and we 
briefly discuss it, for a forward-biased junction, in 
Section 9. In this Section we shall consider only the noise 
generation by recombination events which occur in the 
bulk material. 

A recombination event does not result in any change in 
the charge distribution, so there is no majority-carrier 
relaxation. The initial action is equivalent to a minority-
carrier flow g(5(t) 'from nowhere' into the x' plane, 
resulting in a departure from the equilibrium carrier 
concentration, as shown in Fig. 4. 

The minority carrier relaxation occurs by flows i; and 
i; towards the x = 0 and x = W planes respectively; as in 
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equations (42) and (44) we have 

ii(j(0) = — (jco)Pi(j(0) 

¡KW)) = A k2(j6))/Y.2(j(0) 

i'(jco)— iî(jw)— = 0. 

(54a) 

(54b) 

(55) 

We now obtain the following expressions for the minority 
current flows 4; and I; across the x = 0 and x = W 
planes respectively: 

gko  
— (kl+k2) (56a) 

—qkw  
i';v — (56b) 

(k,+k2). 

For the situation where the width of the N-region is 
much less than the diffusion length (W 4 L) these 
relations reduce at low frequencies to 

4;(j(o) = g ( 1 — ?-c:) (57a) 

i(ico) = (57b) 

showing that the total minority-carrier outflow for each 
event is equal to the charge g on one carrier, as would be 
expected. The charge equilibrium is maintained by a 
majority-carrier flow g through the metal contact in the 
case of a diode, or through the base lead in the transistor. 
It follows that in the low-frequency part of the spectrum 
the component of base current arising from bulk region 
recombination shows full shot noise. 

P 

X -P. 

Fig. 4. Departure from the equilibrium minority carrier con-
centration due to a recombination event at the x = x' plane. 

Now the number of recombination events occurring per 
second in an element Az is pAàxlrit, where TR is the 
carrier lifetime. The generation rate—which is of course 
equal to the recombination rate when p has its equilibrium 
value of p„—is pr,AAxIsR. Hence the contributions of 
this element to the power spectra of the noise currents 
across the x = 0 and x = W planes respectively, are 

A (eat) \ 2(p + p,,)Ag2 I  k0 , 12 tlx (58a) 

Of I TR I k1 ± K2 

A Ci(t)\ 2(p +p„)Aq2 I  A 

TR I kl + K2 x. (58b) 

These expressions will be used in Section 10. 
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Depletion 
layer „,,, p 

° 

N 

o 

 o  
VG 

Fig. 5. Current flows IF and 1R across a p—n junction which, for 
forward bias, are very much larger than the nett current, In. 

7 Noise due to Carriers Crossing the 
Depletion Layer 

Before calculating the noise due to the passage of 
carriers across the depletion layer we must examine in 
more detail the principles of p-n junction action. 

In the standard treatments of the junction, which are 
based on the work of Shockley', it is assumed that the 
minority-carrier concentration po at the plane x = 0 at 
the edge of the depletion layer follows the applied voltage 
V exactly, according to the relation 

Po = p„ exp (qV Ike). (59) 

This is due to the fact that the minority-carrier popula-
tion in this region is in thermal equilibrium with the 
majority-carrier bath on the far side of the junction. The 
equilibrium is maintained by current flows /F and /R 
from one side of the junction to the other, which for 
forward bias are very large by comparison with the nett 
current /D flowing across the x = 0 plane (Fig. 5); in 
fact, in calculations of the carrier distribution the current 
/D is approximated to zero, which is equivalent to the 
assumption of constant quasi-Fermi levels across the 
depletion layer. 

A simple statistical argument leads to the expressions 

/F = (qp„DAlix).exp (qVI1c0) 

/R = (qp0DA11-x) 

where ix is the mean free path in the x direction. Because 
/F. and /R are not exactly equal, equation (59) cannot be 
exactly true: any flow /D must correspond to a difference 
between /F and /R, and for a given nett current flow /D 
there must be an excess applied voltage AV given by the 
relation 

A V = ID . = I D — • (60) 
ulF qlF 

Thus the effect we are discussing is equivalent to a 
resistance of value kOlgIF in series with the junction. This 
is much less than the low-frequency incremental resistance 
of the junction, which is kelq(ID+ Is), and in impedance 
calculations will normally be negligible. However, it is 
extremely relevant to the present discussion because it 
represents the relaxation mechanism by which the carrier 

equilibrium is restored after a carrier crosses the deple-
tion layer of a forward-biased junction. For our present 
purposes we need only to consider the conductance 

Gs = (61) 

and the junction admittance Y3 given by equation (7); we 
neglect other contributions to the total impedance, such 
as bulk resistance and contact resistance, although in 
practice they may have more effect on the total impedance 
than Gs. 

When a carrier crosses the depletion layer of a forward-
biased junction with short-circuited terminals, the 
resulting change in minority-carrier concentration po at 
the x = 0 plane relaxes by means of current flows 
through two parallel paths. These consist of a flow 
directly back across the depletion layer, represented by 
a change in /R, and a flow through the N-region repre-
sented by a change in /D. The initial action is equivalent 
to a current generator q(5(t) across Gs in the a.c. equiva-
lent circuit, shown in Fig. 6. Because Y3 approaches 
infinity at infinite frequency, the current qc5(t) instan-
taneously flows around the external circuit and the charge 
is stored in Y3; a relaxation qg(t) follows, and the total 
current flow in the external circuit is given by the relations 

iD(t) = q[b(t)- g(t)] 

ip(jco) = q To [5(t) - g(t)] exp (-jc)t) dt. (62) 

The function iD(jco) which is actually what we require, 
is immediately available by analysis of Fig. 6. A Thévénin 
transformation applied to Gs and its parallel current 
generator gives a voltage generator qc5(t)IGs in series with 
Gs, and we obtain 

Y3 Gs  \ 
¡pa Gs -I- Yj w) = q - q (1 Gs+ yd (63) 

The repetition rate of these events is simply (IF+4)1q 
:-_-_ 2 /Flq so the resulting contribution to the spectrum of 
the noise current i(t) around the circuit is 

bee) yj , 2 

I - 41cOGs1  Y' 12. (64) - 4q/F I   
ir5f Gs+ Yj Gs + Y3 

Equation (64) has the following simple interpretation: 
the noise due to carriers crossing the depletion layer is 
equivalent to thermal noise in the effective series resistance 
1/Gs. In the frequency range in which devices are useful, 
this effect is negligible—as indicated by the fact that Gs 
is so large that it is not normally taken into account when 
the current-voltage relation is considered. 

Gs 

— CO  
q5(t) lu 

Fig. 6. A.c. equivalent circuit representing the crossing of the 
depletion layer by an individual carrier. 
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It is interesting to compare this result with that of 
van der Ziel and Becking in the Appendix to reference 7. 
We observe from (62) and (63) that the Fourier transform 
of the current /di) is the total admittance YT multiplied 
by qlGs. Thus we have 

which was used in (64) in the calculation of the spectral 
density of the noise due to carriers crossing the junction. 

Similar objections apply to the treatment of transistor 
noise given by van der Ziel and Becking. 

GO 

YT =   = Gs S [(5(t)— g(t)] exp (—jcot) di. (65) 8 
S 

Gs+ o 

If we ignore the d.c. component of Yj we have the 
condition 

g(t) di = 1 (66) 

and we may now rewrite (65) in the form 

YT = Gs I [1 — exp — jcor]g(r) dr. (67) 

This is the form that was used by van der Ziel and 
Becking in their derivation. They interpreted it as a 
description of two delta-functions separated by a time t, 
corresponding to the forward and return journeys of an 
individual carrier; the function g(r) is supposed to be a 
distribution function for the time intervals. Accordingly 
they used the expression 

Si(t)  
— 2q/F 1°0 g(T)11 — exp ( —jcor)1 2 dr 

co 

= 4q/FJ g(r)(1 — cos cor) dr 
o 

= 4q Re YT IF/GS =- 40 Re YT. (68) 

In this derivation, the repetition rate of the double-pulse 
event is taken as IFIq. 

Now although (68) is the correct expression for the 
total noise associated with the real component of the a.c. 

Total Noise in the Ideal Diode 

The total noise current at the terminals of an ideal 
diode is given by the minority-carrier noise current 
crossing the x = 0 plane. The corresponding value for 
the x = W plane is not in general the same, the difference 
being made up by majority carrier flow at the metal 
contact. Accordingly we obtain the spectral density of 
the noise current by integrating the expressions (50a) 
and (58a) across the N-region, using the excess minority 
carrier distribution given by the solution of the one-
dimensional static diffusion equation: 

= Pó • sinh ( W/Lo) 

The required integral, which is essentially the same as 
that used by van der Zie1,3 is 

sinh [( W—x')/Lo] 

3i(t) 4A 

Of — D 
(p, pn) ±ki_°2 dx' + 

2q2A (p,±2p.)  ko 2 dx'• 
TR o Ici+k2 

If we were not making the assumption that all the diffu-
sion current is carried by holes, a similar integration 
would be required for the P-region, giving a result of the 
same form. 

It is laborious but not difficult to evaluate the integrals 
in 70). The result is 

(69) 

biZD(t) q2 AL° [PR +R2) cosech (W/L0)+4p„(a smh W  + b si W n (2Lbo ))] 

— Of R 
[ ( cosh 1j ) — cos 471 

2a W ( 2bW 

junction admittance, it has been derived on a totally 
incorrect basis. First of all, it involves a model of 
junction action in which the crossing of the depletion 
layer by a carrier is usually followed within an extremely 
short time (note by comparing equations (62) and (63) 
that the frequency components of g(t) lie far outside the 
operating range) by a return crossing by the same indivi-
dual carrier, the time delay r being in some unspecified 
way determined by the function g(t), itself a function of 
the diffusion constant D and the recombination time h. 
In this model any recombination events occur within the 
time r, so that the pulse caused by the forward flow is not 
followed by a second pulse. This model of junction 
action results in the substitution of the function 

g(T)11—exp (—jcor)I2 dr 
for the function 

I_Yr12  11 — g(r) exp (—jcor) dri2 -- 2 
Gs 
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(70) 

(71) 

where 

R, (2a-1) cosh [(2a + 1)W/Lo] 

—(2a + 1) cosh [(2a — 1)W/Lo] 

and 

R2 2 cosh ( W/Lo) cos (2bW/L0) 

+46 sinh (W/Lo) sin (2bW/L0). 

By comparing (71) with the expression for the junction 
conductance given in equation (9) and remembering the 
relationships in (5) and (6) for /D and Is we find that the 
spectral density of the noise current may be written in the 
following simple way: 

&LW _ 4q(iD-F/0 — Of ... 2qID Go 

= 2q(1D+24)+4k0(G j— Go). 

This is the standard result given in equation (2). 

(72) 
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9 Noise due to Recombination in the 
Depletion Layer 

Most of the carriers which diffuse from the P-type bulk 
region into the depletion layer do not have sufficient 
energy to cross it, and return without a collision. On the 
basis of a one-dimensional model we can represent this 
action in terms of a sheet of charge between the plates of 
a short-circuited parallel plate capacitor (Fig. 7). 

- 2 

1E2 

— Q, 
-1 

o' , 

Fig. 7. Short-circuited, parallel plate capacitor with a sheet of 
charge located at a distance z from the lower plate. This model is 
used as a basis for discussing recombination in the depletion layer. 

With plates of separation d', and a sheet of charge Q 
located at a distance z from the lower plate, the charges 
on the two plates are such as to maintain the conditions 

Ei z = E2(d' — z) 

021+ 422 = Q 
Q1 Q 2 = 

E1 E2 

where E1 and E2 are the electric fields in the regions 
between the sheet of charge Q and the lower and upper 
plates respectively. The charges Q1 and Q2 on the plates 
are, therefore, 

Q1 = Qzld' 

Q2 = Q(di 
Thus a positive carrier moving rapidly to the plane at z 

from the lower plate delivers a current 

= q(zId').(5(t) (73) 

through the wire on the outward journey, and an equal 
but opposite current on the return journey, the nett 
result being zero on a time-scale appropriate to semi-
conductor devices. On the other hand, if a carrier is 
trapped at the z plane, whether on its outward or return 
journey, there is a resultant flow given by equation (73). 
This is equally true of carriers which have diffused out 
of the N-region, because as we have seen in Section 7 the 
nett effect of the carrier motion and the resultant relaxa-
tion is zero in the absence of recombination, so that an 
interruption of the carrier motion causes a resultant 
current to appear. 

The capture of a hole is followed by the capture of an 
electron within a time which is dependent on the trap 
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dynamics. This gives rise to a current 

= q(I — zid'). (5(0 (74) 

and if the time delay is short in relation to the frequency 
range of interest, the pulses i, and i_ will be apparently 
simultaneous and the nett result will be a pulse with area 
equal to one carrier charge. Experimentally this is found 
to be the case in practical devices' and the result is that 
the depletion-layer recombination current gives rise to full 
shot noise. Since the flow is due to charge interaction it 
appears only as a majority-carrier flow through the bulk 
regions, not as a minority-carrier flow across the x = 
plane; in fact, these recombination events have no effect 
on the minority-carrier concentration in the bulk N-
region. Hence in a transistor with short-circuited 
collector-base terminals the depletion-layer recombina-
tion gives rise to noise currents in the base and emitter 
leads, but not the collector lead. It can be represented by 
a parallel noise current generator with mean-square value 
2 qIBR Sf where /RR is the relevant component of the base 
current. 

10 Noise in Bipolar Transistors 
It must be borne in mind, when discussing noise pro-

cesses in the bipolar transistor, that the role of the metal 
contact in the diode is shared in the transistor between the 
collector, which deals with the minority diffusion current, 
and the base contact which is essentially continuous with 
the majority carrier bath. Thus, the noise current in the 
base lead contains a full shot noise component due to 
depletion-layer recombination, as discussed in the 
previous Section, which is uncorrelated with the contri-
butions to the noise made by thermal and recombination 
processes occurring in the bulk base region; it may, 
therefore, be included as an additive term in the expres-
sions for the total spectral densities of the noise currents 
in both the base and the emitter leads. However, for a 
zero-biased collector-base junction, and with the emitter-
base junction short-circuited for a.c., the noise in the 
collector lead contains no component arising from 
depletion-layer recombination. 

The introduction of depletion-layer recombination into 
the ideal model of Shockley' does not affect its validity 
because, for all practical situations, the quasi-Fermi 
levels can still be treated as constant within the depletion 
layer. 

From equations (50a), (50b), (58a) and (58b) the 
spectral densities of the noise currents in the emitter and 
collector leads are 

irlE(t) 4A 2q 2A 
.5f = -ET) .31 ± S2 ± 2q/BR (75) 

TR 

eic( 0 4A 2q2 A 
  — S3 + S4 (76) 

t5f D TR 

where the S parameters are integrals over the base width 
W, defined as 

Si I (p'+pn) ko k2 dx' 
0 ki+k2 

ko 12 

S2 ;i40 (p' + 214) ki k2 UX, 
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S3 p„)1 kl kw 12 dx' 
o ki + k2 

S4 To (p' + 2p„)1 kik+wk2 12 dx' 
and the k parameters are defined in equations (43a), 
(43b), (49a) and (49b). The corresponding complex 
correlation coefficient is 

where 

rcE 

4A 2q 2A  
--s5 + S6 
D TR 

S5 (p, +p.) 

rsizEw &um* 
I_ 6f of _I 

f k2 ko rrki  dx, 
1k1+ k2f lki + k2f 

ko  rf kw  } 
dx'. 

S6 (p' + 2pn) {ki -Fk2f lki -Fk2 

Using equation (69) for the excess minority carrier con-
centration p' and the condition p' p„, these expressions 
may be evaluated without too much difficulty. In order 
to present the results in a tractable form we follow a 
similar procedure to that used in solving the same 
problem for the p-n junction diode: we compare our 
calculated results with the expressions for the transistor 
currents and parameters discussed in Section 2. By 
making the appropriate substitutions we arrive at the 
results 

(77) 

iZE(0 G E 1 GE 
4q/o — — 4q/BR G, 1) (78) 

GEO 2 vE0 
and 

Si(t) 
— 2q/c (79) 

whilst the complex correlation coefficient in equation (77) 
is given by 

rce = (80) 

of Of 

In the low-frequency approximation this expression 
reduces to 

es YE 2cpc — 
tlE0 

[bigiE(t) &g,c(01 + 

FCE = ott. (81) 

The spectral density of the short-circuit noise current 
in the base lead is derived readily from equations (78), 
(79) and (80): 

order in frequency, 

Sew (0 
Of fL, 2qIc 

where rj = W2/2 D. 

[ (8 + 7«os) 2 2] 
CO ti (83) 

/30 45a0, 

The result in (80), in conjunction with equations (78), 
(79) and (82), may be used to evaluate a complex 
correlation coefficient describing the causal connexion 
between the noise currents in the collector and base leads: 

rbigiE(t) bic(t)1 O1(t) 

Lof Of J Of FCE 
1-CB 

— 2qIc [1 

10 c(t) (54%3(t)1+ 

I_ of OF j 
ccs  pielat) bilutri+ 

ccosGE0_11 L Of Of • 
(84) 

Expanding r CB in a power series in co using equation 
(15b), we find that to first order 

— / I Of Of 
_244 .lorri pgjc(t)   

FCB • (85) 
3  

It is evident from equations (79), (83) and (85) that for 
low frequencies PCB varies linearly with co, whilst the 
real correlation coefficient is zero. 

11 Equivalent Circuits 

For circuit design work the results we have obtained 
for the transistor must be expressed in the form of an 
equivalent circuit. For small signal conditions it is nowa-
days standard practice to use the so-called 'hybrid-7r' 
model of the transistor shown in Fig. 8. The circuit 

CCI3' 

Fig. 8. 'Hybrid it' model of transistor. 

biL(t) (a YE + Yée) 
— 2qIE rGE _I+ccos_ 2q/ER 

GE0 vs, 

= 2qI [i?i + 2GE_ (a, YE -F ce: le) 2(1 — a0,1 
c  

o OCE, GEE eX0 s 

As we should expect, for low frequencies this result 
reduces to 2 q /B where /13 is the total current flowing in 
the base lead. By making use of the Maclaurin expan-
sions in equations (14b) and (15b) we find that, to second 
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r2GE — 2+œ0, (x. YE + 01 1 rie) 
[GEE GEE 

(82) 

includes only resistors, capacitors, and a single current 
generator controlled by the voltage between the emitter 
terminal and the fictitious 'internal base terminal' B'. 
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The transfer parameter, which is often referred to as the 
'mutual conductance' g„„ is usually assumed to be 
independent of frequency and equal to 00O3 GE° = 
while the low-frequency current gain lire° is treated as an 
empirically determined quantity which is a function of 
the d.c. operating current I. In fact it is seen from equa-
tion (15a), which was derived on the assumption that 
base-resistance effects are negligible, that the transfer 
parameter a, YE does vary with frequency, the second-
order approximation being given in equation (15b). 
Although in practice this variation has a negligible effect 
on the frequency response of the transistor compared 
with the frequency variation of the common-emitter 
current gain, we shall need to incorporate it into the 
calculation of the equivalent noise generators. 

For most design purposes it is convenient to separate 
the hybrid-ir circuit of Fig. 8 into the 'intrinsic transistor' 
with terminals B', E, C, and the base resistance rBs. which 
is regarded as an external component in series with the 
external impedance connected to the B, E terminals. This 
is clearly the appropriate model in relation to the noise 
calculations of preceding Sections, which have been 
derived without the inclusion of any base-resistance 
effects. The admittance matrix Y of this transistor has 
the simple form 

Y = í 1 

gm — — — sCay 

+ + S(CH'E + CC13') 

7.13'C 

11 

+ — + sCoy 

1 ---- sCoy 
1 

1 (86) 

rim rcE 

and in most design situations this can be approximated by 

í Y ,..., g. (i1 + st 3) — sCcw . 
nft0 

gm 

Making use of this intrinsic equivalent circuit in the 
form of a `black box' specified by Y, we now draw the 
circuit of Fig. 9 in which the noise sources specified as 
short-circuit noise currents in equations (79) and (83) are 
represented as current generators Ç2(t) and /pi(t) across 
the collector-base terminals and the 'intrinsic' base-
emitter terminals. To second order in frequency we have 

  — + (8+7'0.) (02.T2] (88) 
(5.f g c fio 45«os 

(87) 

42(t)g 2 / (89) 
— of c 

and from (85) we have to first order in frequency 
2g/c jcoti/3 

r 21 rip21(0 bip221+ 

Of Of 

Now the generators in Fig. 9 are not in a suitable form 
for circuit design work, partly because they are very 
strongly correlated and partly because they are not 
referred to the ports. It is standard practice nowadays to 
refer the noise generators in a 2-port to the input port 
(port 1) where they appear as a series voltage generator 
and a parallel current generator. The first step in 

(90) 

zemi ( z9 

E 

Fig. 9. The intrinsic transistor represented by a 'black box' 
specified by the admittance matrix Y. 

(a) Equivalent version of the circuit shown in Fig. 9. The current 
generators are 40) = ii(t) — i2(t) and foe) = ip2(t). 

Y 

(b) For the purpose of calculating the output the generators in 
(a) are referred to the input. The values are iNA(t) = loi(t) 
icat).Y11/Y21 and vNA(t) = 432«»21. 

Fig. 10. 

deriving such a circuit is to split up the collector-base 
generator i2(t) into a collector-emitter generator i2(t) 
and a base-emitter generator — ip2(t) in which case the 
current generators across the ports, as shown in Fig. 10(a), 
are iGi (t) = ip,(t)— ip2(t) and iG2(t) = ip2(t). The 
collector-emitter generator iG2(t) is now referred to the 
input terminals by means of the well-known theorem 
that states that a current generator at port 2 of a linear 
2-port can be represented for the purposes of calculating 
the current and voltage at port 2 as a voltage generator 
i02(t)/y21 and a current generator IG2(t)yi ity2i at port 1. 
The result is the equivalent circuit of Fig. 10(b) where we 
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obtain from equations (79), (83) and (87) the relations 

bic(t) 2q/ 1 1 „ {8 + 7a0s 2 7 1  
— c [ L2 + o 

Of nfe0 PO 45%. 3a0, + 45h,e0 3h,e0 ce0, a0, 

OV A(t) „ 
— 2q/c (1 +  GËo 

45 

1 yl / 1-SdiA(t) sdA(1)1+ r = 2q/c 1 r  1 J., é 1 1 
CCOs GEO -hfe0 CCOs 3 MiceoLli L Of Of J 

With the exception of the effects of depletion-layer 
recombination, this circuit is equivalent to those given by 
van der Zie1.3 

Making the practical approximations 

oc0, 1 

hLo PO 1 (94) 
(021.21 ,(c 

we arrive at the results 

4,1(0 2q1B+4-q1c(o2t; 
Of — 

SvZA(t) 2q1/G0 

Of 
4qIc iCUT .0G En 

rvi pi(t) (514,4(01 + 

L of Of 

Although this equivalent circuit gives correct results if 
used to calculate the output at port 2, it must be empha-
sized that it cannot be used to calculate the noise currents 
flowing in the input circuit; this is evident from the fact 
that the current generator i„,A(t) has a different value from 
the true base-emitter current generator. 

In order to calculate the noise figure of the 'intrinsic 
transistor', in which base resistance effects are neglected, 
we use the circuit configuration shown in Fig. 11 where, 
by the use of Norton's theorem, the noise voltage genera-
tor vNA(t) is represented as an equivalent current generator 

with spectral density I Yil2c5/Sf, and Y, = G, +jB, 
is the source admittance. The noise figure from this 
circuit and using equations (95) to (97) is 

2q/c 
F = 1 + 4k0G1 

ré 4Biorri 2 2 2) -F 1 G 
X   + l +— 0) 2.1 --0 (98) 

RGÉO 3 GEO 3 P 0 '-'E0 
where the first-order term in frequency arises from the 
correlation. By completing the square (98) may be 
written in the form 

2q1c  
F = 1 + 4k0G x 

Bi 2 )2 2 ] 2 2 
X [(— + -cot, + -co T I. (99) ., + + 

GEO 3 9 fio 
it is clear from this expression that by selecting the 
appropriate value of B1 at a given frequency, it is possible 
to 'tune out' part of the frequency dependent contribu-
tion of (99), thereby improving the high-frequency noise 

(95) 

(96) 

(97) 

Fig. 11. Parallel representation of the source generator and the 
noise generators for calculating the noise figure of the transistor. 
The source admittance is Y1 = G1 + 1Bi and the corresponding 
noise current generator, iNas(t), has a spectral density given by 
cSiN2Gs(f)/ô = 4 kOGI. The unmarked current generator has spectral 

density I Yil2c5 V hea(t jib! 

figure. The optimum value of B, to achieve this condition 
is —ÎGE0 or, corresponding to a source inductance of 
3/(2G" co2r„). 

After optimizing the susceptance B, in equation (99) 
we are left with the following expression for the noise 
figure: 

2q1c G1 1 ( co1 2 2 2 
F = 1 + + — — +- r,)]. ( 100) 

4k0 LGeo G1 fi0 9 

The minimum noise figure" is now obtained from (100) 
by equating the terms in G, and 1/G1, the required 
condition for a minimum at a given frequency being 

1 2 
G, = GE° (— — 0)22j) . (101) 

PO 9 
Inserting this condition into equation (100), and remem-
bering that G" qIclkO, we obtain the following 
expression for the minimum noise figure: 

1 2 
F = 1 + (— +-co2T1 

Po 9 
(102) 

which, in accordance with the behaviour of actual tran-
sistors, increases with increasing frequency. For low 
frequencies and a value of 100 for /30, the minimum noise 
figure from (102) is approximately 0.4 dB. 

The importance of equation (102) lies in the fact that 
it represents a physical limitation on the noise per-
formance that can be expected of any transistor. In 
practice the limiting value given by (102) will not be 
attainable because all actual transistors have a finite 
base resistance, as well as exhibiting an excess noise 
component which in our analysis we have neglected 
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entirely; thus the observed minimum noise figure will be 
degraded by comparison with that given in equation ( 102). 

If in Fig. 11 the source admittance has to be real, then 
the susceptance /31 is zero and it is not possible to 'tune 
out' inductively part of the frequency dependent con-
tribution of the noise figure in equation (98). In this 
situation, at a given frequency, the optimum value of G1 
for a minimum in the noise figure is 

1 2 
3 ) GI = GEO -W2T; 

PO  and the minimum noise figure is 

1 2 
Fmin = 1 + (— +—w2T;) . (104) 

PO 3 
This result represents the best possible noise performance 
that can be achieved with a resistive source but, for the 
same reasons given above with regard to an inductive 
source, it is not attainable in practice. 

A simplified noise model of the transistor which is 
useful to the circuit designer roughly approximates the 
circuit of Fig. 11 derived from our rigorous analysis. 
Referring to equation (95) we see that an important 
feature of this expression is that the frequency dependence 
of the current generator, which has a + 3 dB point at 

= ( 1/ri),/(3/2fl0), is due primarily to the frequency-
dependence of the common-emitter current gain v 21,,/v II 
rather than to the increase in the base noise current with 
frequency. For many design purposes it is possible to 
ignore the frequency-dependent term in equation (88) and 
correspondingly to approximate the complex correlation 
coefficient to zero, and the current generators in Fig. 
10(a) may now be described by the following approxi-
mations: 

(5itat) 2q/B 

Of 

bit2(t) 2qIc 
Of 

r12 0. 

(103) 

(105) 

(106) 

(107) 

Obviously this is the model which would be predicted 
from the most naïve assumptions about the noise pro-
perties of the device—i.e. that the collector current and 
the base current each show 'full shot noise' and that the 
uncorrelated noise current generators appear at the 
input and the output ports in a common-emitter repre-
sentation. 

In Fig. 10(b), which is the equivalent of Fig. 10(a) with 
the generators referred to the input, the approximate 
expressions from the simplified model for the spectral 
densities and the correlation are (using (94)): 

bevA(t) 2q/c [ 1 + 0)2T1 

of fio 

OvZA(t) 2q1/G0 

of 

rvi 
2q/c joyrj/GE0 

r (5 di A(t)  A(01+. 

I_ of Of 

Comparing these equations with (95), (96) and (97) 
we see that this simplified model underestimates the 
+3 dB frequency for the noise current generator by a 
factor of,.,/, and also gives a somewhat higher magnitude 
for the complex correlation coefficient Since this 
coefficient is imaginary it has no effect on the noise 
figure when the source impedance is resistive but an 
overestimate of its magnitude leads to an overestimate 
of the improvement in noise figure that can be obtained 
by the use of an inductive source. Using the same 
optimizing procedure as before we find that the minimum 
noise figure for an inductive source is from equations 
(108) to ( 110) 

1 
F min = 1 + (111) 

Po 
where the optimum value of the tuning inductor is 
1/GEB co2tj, and the optimum value of G1 is GEB/fit. 
Although for low frequencies the expression in ( 111) does 
not differ from that in ( 102), we see that for higher 
frequencies the simplified model does not predict an 
increase in the minimum noise figure. 

In the situation where the source is purely resistive the 
optimum value of G1 for this simplified model is GEO 
WA) ± Ce.)2TD+ and the corresponding minimum noise 
figure is 

( + 1 + —1 co2TÎ) . (112) 
Po 

This expression differs from equation ( 104) obtained 
from the more rigorous analysis only by a factor î in the 
frequency dependent term, and the high-frequency 
minimum noise figure obtained from the simplified 
model with an optimized inductive source is improved by 
comparison with that obtained using a purely resistive 
source. Because of the similarity between the results 
obtained from the rigorous analysis and the simplified 
model, the errors involved in using the latter in a practical 
design situation are usually negligible. 

The approximations represented by equations ( 105) to 
(110) can be incorporated into the hybrid-7r model of the 
transistor by means of the circuit shown in Fig. 12(a) 
where the equivalent emitter-base and collector-base 
capacitors have been moved to the outside of the diagram 
and the current generators of Fig. 10(a) have been referred 
to the terminals of the 'equivalent broadband device' 
which is represented in the Figure by a frequency-
independent G matrix with parameters 

911 = 91cl/ire) kg 912 = 0 
g21 = qi cl Ice 922 = 0}. (113) 

The spectral densities and the complex correlation 
coefficient for the noise generators in Fig. 12(b) are given 
by the relations 

Si r(t) 
âf  — 2q1, 

OvZT(t) 

(114) 

— 2q//G 0 (115) 

rvi = (116) 
and the obvious advantage of this formulation is that the 
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nee' B' 
B 

CC,II 

G 

9zG2 (,) 

E  0 E 

(a) 'Hybrid n' model of the transistor showing a frequency-
independent G matrix with the equivalent emitter-base and 
collector-base capacitors moved to the outside of the diagram. The 
spectral densities of the generators in this model are 

dTBrIt3lelf = 2 q/a a—nd (5i022(t)/(5./.= 2 tific. 

C 13'E 
8,(,) 

E • E 

(b) Equivalent circuit of (a) for the purpose of calculating the 
output. The spectral densities of the generators are 
64,7,r(t)/4f =, 2 qIB and nied2r(t)18f = 2 qIBIG 2 and the complex 
correlation coefficient is zero. 

Fig. 12. 

generators are not only 'white' but uncorrelated. The 
increase of noise figure with frequency, according to this 
model, is due to the signal attenuation caused by the 
device capacitances and these can be considered along 
with the other reactances in the circuit. 

Because the generators in Fig. 12(b) are uncorrelated 
they may be represented conveniently in terms of an 
equivalent series noise resistance' RN, and parallel 
noise resistance RNi, where 

R 1 bv T(t) 
N, — 

4k0 

140 

(117) 

and 

O RNI = 4k0IbiZT(t) (118) 
(5f 

Substituting q1c1k0 for GE0 in equations (114) to (116) we 
obtain the simple formulae 

RN, = (119) 

R N i = 2ref30 (120) 

where r. = 1/GEo. With typical values of the parameters" 
the effect of the finite base resistance on the minimum 
noise figure may be taken into account simply by adding 
row to the series noise resistance given above. 
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SUMMARY 

Under conditions of hydrodynamic lubrication oil 
forms a thin film between the lubricated surfaces. An 
investigation of the electrical properties of such films is 
described, the measurements being made under 
dynamic conditions. It is shown that the electrical 
conduction is consistent with space-charge limited 
current in the presence of a uniform distribution of traps. 
The oil film is considered to form a pressure-frozen 
quasi-solid of glass- like material. A rise in current 
corresponding to the trap-filled limit is observed and 
imparts a conductivity switching type of behaviour to 
the film, reminiscent of amorphous glass switching of 
the Ovshinsky type. 

• Department of Electrical Engineering, Imperial College, 
London SW7 28T. 

1 Introduction 

Direct measurement of the thickness of oil films under 
conditions of dynamic lubrication is generally difficult. 
One method which has been used was suggested by Brixi 
and developed by Cameron and his co-workers.' This 
consists of passing a high current (up to 100 A) through 
the film from a low-voltage d.c. source and measuring the 
voltage drop across the film. It was found empirically 
that the voltage developed was proportional to the film 
thickness in many cases. The present work stems from an 
investigation of this effect and reports on the electrical 
conductivity of thin oil films under conditions of elasto-
hydrodynamic lubrication. The analysis of the Brix--
Cameron effect is being reported elsewhere.' 

2 General Considerations 

A lubricated contact presents a unique environment 
for a conductivity study. It is dynamic, and at every 
instant of time fresh material is being swept through the 
gap forming the contact. Some of the lubricant may have 
been passed through before and may consequently be 
conditioned in some way, while mixed with this will be 
'new' oil which has only just been drawn out of the 
reservoir or sump. Thus the material under investigation 
is never reproducible. Although the same parts of the 
metallic surfaces pass repeatedly through the contact 
zone the electrodes which they form are presenting sur-
faces which are new on an electronic time scale, and the 
exact combination of anode and cathode surfaces is never 
repeated. 

Another consequence of the dynamic nature of the 
contact is that the oil may be conditioned even as it 
passes between the electrodes. Thus if, for example, the 
cathode is injecting charge into the oil which builds up to 
an equilibrium concentration, there will be a concentra-
tion gradient down the length of the contact. The amount 
of charge in any one element depends upon the time which 
that element has spent in the contact zone. 

Despite these considerations of the dynamic nature of 
the contact there is one redeeming feature. In the case 
of a rolling contact there is no relative motion between 
the opposing sides as they pass through the area of 
closest approach. Thus for the time that an element is 
actually passing through the contact, the element and the 
elements of metal surface which form its boundaries on 
two sides are in relative stasis, and there will be no 
shearing in the film. Nevertheless the history of such an 
element may be very varied. As it enters the contact zone 
it will be in a liquid phase at a relatively low pressure. 
During an appreciable fraction of the transit time through 
the contact it may be 'pressure-frozen', and at the exit it 
could cavitate and enter a vapour phase. 

Thus although the mechanical properties of an oil film 
are reproducible even on a microscopic scale, the factors 
which may influence the electrical properties are con-
tinuously changing. 

3 Experimental Method 

The mechanical system used for this work was the 
same in principle to that used by Westlake.' A 2.54 cm 
(1 in) diameter steel ball was loaded hydrostatically 
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against one side of a flat steel disk. The disk was perfectly 
free to rotate about its axis. Thus as the ball was driven 
by a small electric motor about an axis through and 
perpendicular to the axis of the disk, a pure rolling contact 
was established. The ball ran in a small bath of oil— 
sufficient to prevent starvation of the contact, and elec-
trical contact was made to the ball and to the disk by 
means of mercury and copper slip-rings. The speed of 
rotation of the ball was continuously variable up to 
2500 rev/min, and the contact loading covered the range 
0-20 kg. Thus full control over the film profile was 
obtained. 

Both the ball and disk were made from ball-bearing 
steel, type EN 31. The surface of the disk was polished 
with a polishing wheel as used for the preparation of 
metallurgical specimens. Despite the large area of the 
disk surface, satisfactory finishes could be obtained free 
of pits and scratches. For the finest surface 1 gm diamond 
paste was employed, and to produce the coarser finishes a 
carborundum grinding paste was used. The balls used 
were also polished with diamond paste, and always to the 
best surface finish obtainable. 

Before using, all traces of grease and oil from previous 
runs were removed from the surface by means of solvents. 
The surfaces were finally washed in alcohol followed by 
acetone in conjunction with ultrasonic agitation. The 
ball-cup received similar treatment. 

Several electrical configurations were used in con-
junction with this mechanical arrangement. Average 
currents and voltages were measured by using an X—Y 
plotting table (Bryans type 26000 A3) having a frequency 
response of 5 Hz. The current was monitored from the 
p.d. across a 0.5 S2 resistor in series with the film and the 
voltage was measured directly between the electrodes. 
The input resistance of the recorder was sufficiently high 
not to shunt the oil film resistance significantly. A power 
supply (Roband) was used which was capable of deliver-
ing up to 10 A at 30 V and could be used in either a 
constant voltage or constant current mode. 

CAVITATION 
WAKE 

'r 
CAVITATIO . N 
BOUNDARY 

142 

, SECTION FOR FIGURE 2(a) 

The transient variations of the voltage were also 
examined using a c.r.o. For measurements in the high 
current regime the power supply was connected directly 
across the oil film and used in the current mode. At low 
currents the power supply was connected in series with a 
resistor—generally about 3 ki2—and was used as a 
voltage source. 

In order that the transient //V characteristics at low 
current levels could be examined, the Roband power 
supply was replaced by one employing a solid circuit 
operational amplifier (Fenlow AD 5003). The circuit was 
designed to provide a varying current, and had a series 
output impedance greater than 10 Mil The input signal 
was obtained from a Marconi 11 signal generator 
capable of delivering sine-, ramp- or square-wave signals 
of 15 V peak-to-peak and which could operate con-
tinuously or in a 'single-shot' mode. The c.r.o. was used 
as an X—Y plotter and the traces were photographed 
with a Polaroid camera. 

A simple arrangement for studying static oil films 
between a polished steel ball and a polished steel flat was 
made. This was used only for comparative qualitative 
observations as it was not possible to make an accurate 
estimate of the film thickness. This was due to surface 
micro-asperities on the ball and plate which were 
inevitably present as well as to microscopic particles in 
the oil, which tend to bridge the gap. 

4 Elastohydrodynamic Lubrication (e.h.I.) 

Under e.h.l. conditions the opposing surfaces are 
separated by an unbroken film of lubricant which is 
drawn into the gap between the surfaces by their motion. 
Very high pressures are generated within the oil film 
which supports the load. Consequently appreciable 
elastic distortion occurs in the surfaces. 

If two spheres of radii R1 and R 2 are loaded together, 
the radius a of the area of contact can be calculated and 
is called the Hertz radius. 

In a dynamic case the distortion of the surfaces is 

SECTION FOR 

FIGURE 2 ( b) 

Fig. 1. 
Interferogram of an e.h.l. point contact. 
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basically Hertzian, but is modified by the load-supporting 
requirements and pressure generation in the lubricant 
film separating the two surfaces. Reynolds's equation 
shows that pressure generation in the lubricant occurs 
only when the two surfaces are converging, and thus 
pressures in the oil start to increase some way upstream 
of the edge of the equivalent Hertzian area. As the 
pressure in the lubricant increases the viscosity also 
approximately increases as: 

17„ = tk exp up (1) 

where rip is the viscosity of oil at pressure p, 

qo is the viscosity of oil at zero pressure and 

a is a constant, pressure coefficient of viscosity. 

This expression is valid up to about 2000 lb/in2, 
(14 MN/m2). 

Interferometry was used to measure the profile of oil 
films formed when a ball is loaded against and rolls on a 
glass disk. Figure 1 is a typical photomicrograph from 
which measurements were taken. It is a picture of the 
interference fringes seen when the contact between ball 
and plate is viewed normally through the glass, using a 
microscope. The black contours are interference fringes 
linking points in the oil film of equal optical thickness. 
Thus after a correction has been made for the pressure 
dependence of the refractive index of the oil the film 
profile as shown in Figs. 2(a) and (b) may be obtained. 
These represent sections of the oil film, with the associated 
pressure distribution. Superimposed on each is the 
Hertzian pressure distribution for that particular load. 

The section shown in Fig. 2(a) is taken through the centre 
of the contact in the direction of rolling of the ball. The 
vertical scale is exaggerated with respect to the horizontal. 
It can be seen that the oil film is of almost constant 
thickness throughout the contact, except at the exit, with 
the diameter of the flat portion being only very slightly 
less than the Hertzian. At the exit, the thickness increases 
very slightly, and then falls sharply before rising to 
follow the undistorted profile. 

The pressure curve follows very closely the Hertzian 
pressure distribution in the central parallel part of the 
film but starts to rise some way ahead of the contact as 

p (MN/mi) h (pm) 
700--2-5 

60 

MEASURED SHAPE 

-0.5 

ESTIMATED PRESSURE I 100-

-500 - 400 -3100 -200 -100 o 100 
x ( earn) 

200 

HERTZIAN 
\e/-PRESSURE 

300 

Fig. 2(a). Measured film shape and estimated pressure distribu-
tion along the centre line in the direction of rolling. 

predicted by Reynolds's equation. Just before the exit 
constriction there is a very sharp peak in the pressure, 
predicted by theory. The magnitude of this peak has not 
been measured with any accuracy, but its existence has 
been verified and its value estimated to be at least as high 
as the Hertzian pressure prnax under most conditions. 
Beyond the peak the pressure falls rapidly and reaches 
zero a short way outside the Hertzian area. 

Figure 2(b) shows a section at right-angles to that in 
Fig. 2(a), and taken through the points of minimum film 
thickness. Because of leakage of oil out of the side of the 
contact the central portion is not so parallel as in Fig. 2(a). 
In addition, just inside the Hertzian area on either side, 
the film thickness drops to a value of about 0.6-0.7 of 
that found in the centre of the contact, ho. This thickness 
is denoted by h.. The pressure in the centre of the film 
again follows the Hertzian distribution, but drops off 
more rapidly at the edges due to leakage. The side-
closures in the oil film and the constriction at the exit 
gives the interferogram of Fig. 1 its characteristic horse-
shoe shape. 

At the downstream edge, or exit, of the contact the 
predicted pressure becomes negative, and consequently 
the oil is placed in a state of tension. The film therefore 
ruptures, this happening at a film thickness of about 1.5 
times the minimum thickness directly upstream. Bubbles 
of gas, previously in solution in the oil, as well as of oil 
vapour are formed. This cavitation will occur pre-
ferentially on scratches or marked surface irregularities, 
and frequently microscopic bubbles adhering to the 
surfaces assist in the process. 

Wedeved has shown that in order for a full stable film 
to be maintained the contact must operate in a fully 
flooded condition. Thus there must be sufficient oil in 
the gap ahead of the contact for the pressure build-up to 
occur. The motion of this `oil-reservoir' has been exam-
ined in detail by Tipei.6 Because of the comparatively 
large volume of the oil ahead of the contact, and the 
small film thickness, the time taken for the volume of oil 
present to flow through the gap is considerably lodger 
than the actual transit time of the gap. When the oil does 

p ( mN /m2 ) h(1m) 
700 2.5 

600 

MEASURED SHAPE 

HERTZIAN PRESSURE 

-400 -300 -200 -100 o 100 

OF") 
200 300 

ESTIMATED 
PRESSURE 

Fig. 2(b). Measured film shape and estimated pressure distribution 
in the transverse direction at the location of minimum film thickness. 
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pass through the gap it is subjected to such high pressures 
that, particularly with the more viscous oils, the liquid is 
'super-pressed' or pressure-frozen. 

Jacobson' has measured the pressures at which lubri-
cants freeze, and has shown these to be much less than a 
typical Hertz pressure. Poo& has pointed out that due to 
the wide spread of molecular weights in common 
lubricants crystallization is unlikely to occur, particularly 
within the time available. 

A possible structural relaxation in the glass transition 
has been discussed at length by Litovitz.9 Associated 
liquids in which the association is due to 'directed' forces 
between molecules, as is found in lubricants, tend to have 
a higher degree of order than non-associated liquids. 
Consequently structural relaxation becomes important 
as the orientating of molecules during crystallization 
involves the breaking of these bonds. Thus these liquids 
tend to supercool and vitrify, and the association 
increases the activation energy, and slows up the rate of 
crystallization. In the region of the glass transition 
temperature the relaxation times for structural rearrange-
ments can be of the order of minutes or longer. From 
these observations, and from experimental measurements 
in a lubricated contact, it has been suggested that the 
lubricant in passing through a contact forms what 
Litovitz has termed a `pseudo-glass'—that is, it remains a 
liquid but with the properties of a glass. In addition 
Gentle" has suggested the possibility of small volumes 
of glass or solid nucleating in the body of the liquid, 
giving it some of the physical properties of a powder. 

5 Film Thickness Formulae 

Unfortunately theory lags behind experiment when 
providing equations for point contact film thickness, due 
to computational problems. Nevertheless the available 
expressions are in moderate agreement. It is found that 
the variables which have the greatest effect on the film 
thickness are the viscosity at ambient pressure tio, the 
pressure viscosity coefficient, a, the effective radius of 
curvature of the contact, R', and the combined contact 
speed U. 

Westlake' deduced the following empirical formula 
for ho: 

ho = Ki . ( U*)a1 • (w*)l. .(E*Y. (5) 

where U*, W*, E* are the non-dimensional speed, load 
and materials parameters respectively, and 

IC1 = 62 (U*)- •0 0 6 3 

al = logio W*4- 0.89 

1,1 = +.3 logi 0 U*+ 0.303 

cl = 0.55. 

As the mechanics of the experimental apparatus used in 
this work are identical in principle to Westlake's, equa-
tion (5) has been used when values of ho have been 
required. 

6 Experimental Results 

A variety of lubricants was used in the test rig, and they 
are listed in Table 1. It was found that the results were 
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Table 1 

Viscosity 
Lubricant at 100°F 

(centistokes) 
Description 

Squalane 

Squalane 4 
01% stearic acid 

5P4E 

TN 631 

Teresso V78 

20 Hydrocarbon C30 F161. Stood 
over silica gel before use 

20 

363 Polyphenyl ether; 5-phenyl 4-
ether. A mixed isomer 

137.5 A medium viscosity mineral oil 
by Shell 

152 Paraffinic mineral oil, doubly 
filtered 

independent of the lubricant, implying that the chemical 
nature of the fluid is unimportant in this context. 
Similarly different surface finishes were used on the disk, 
ranging from 0.254 gm c.l.a. to better than 0.2 gm c.l.a. 
The finish on the ball was always better than 0.025 gm 
c.l.a. The finish on the disk did not affect the results 
except where stated, that is, at low film thicknesses, with-
in the range of asperity contacts; in addition changing the 
polarity of the applied voltage produced no change in 
the results. 

It is found convenient to classify the experimental data 
according to the current range. Thus there are three 
broad groups of results; there is no sharp transition 
between one current range and the next. 

The first extends from zero to about 50-100 mA and 
may be described as the low-current regime. The high 
current regime begins at about 1.5 A, and has no apparent 
upper limit. Linking these two there is a rather indeter-
minate region in which characteristically unstable pheno-
mena are observed. This is termed the intermediate 
current regime. The basic conduction processes in thin 
oil films are characterized by the low-current measure-
ments, which will be described in detail. 

6.1 //V Characteristics using a C. R.O. 

The current source was driven from a 1 kHz sinusoidal 
voltage generator and the voltages developed across the 
oil film and across a standard series resistor were dis-
played on the Y and X axes of the c.r.o., respectively. 

A typical set of //V characteristics for different ball 
speeds is shown in Fig. 3. 

The absolute value of resistance at any point on the 
curves tends to increase with speed, and consequently 
with film thickness. In effect the maximum resistance at a 
given current level increases with thickness, although 
increasing the film thickness by no means precludes the 
occurrence of lower values. Indeed states of apparently 
zero resistance occasionally occur indicating a possible 
metallic contact, except in the higher speed ranges. At 
low speeds the characteristics were effectively continuous 
with time, whereas at high speeds they occurred inter-
mittently—as a consequence the camera shutter was held 
open until suitable characteristics were recorded. At 
low speeds typical exposure times of 1/25 second were 
employed to record the //V characteristics. 
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(a) 16.5 rev/min. 

(b) 33.2 rev/min. 

00, 

(c) 77.8 rev/min. 

Fig. 3. // V characteristics at different speeds. 
5P4E, disk 0-019 gm c.l.a., load 2.3 kg, 
x = 0-33 mA/div., y = 1 V/div. 

(a) 5 lb (2-27 kg). 

(b):10 lb (4.54 kg). 

(c) 15 lb (6.80 kg). 

Fig. 4. // V characteristics at different loads. 
5P4E, disk 0.076 gm e.t.a., ball speed 47.5 rev/min, 
x = 0.66 mAidiv., y = 1 Vichy. 
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Figure 4 shows characteristics observed under similar 
conditions but with a varying load. The curves are all 
very similar, and due to the irregularity of the traces no 
firm conclusions can be drawn from them. However, at 
higher loads the incidence of a zero resistance is a little 
greater. 

A selection of the curves obtained were sufficiently clear 
and apparently continuous to warrant further examina-
tion. These included // V characteristics from all the 
lubricants tested, and the procedure was as follows. The 
corresponding values of current and voltage were 
measured from the trace using a travelling microscope, 
in order that the curve might be retraced in different 
forms. The following curves were then plotted using the 
values of current and voltage obtained from the photo-
graph in order to find a meaningful analytical relation-
ship describing the form of the curve. 

(i) log / vs. log Vlinearity implies / cc V"' 
(ii) // V vs. V linearity implies / cc m V2+ cV 
(iii) log //V vs. V linearity implies / oc V exp (m V) 
(iv) log //V vs. I/ V linearity implies / cc V exp (m/V) 
(v) log //V2 vs. 1/ V linearity implies / cc V2 exp (m/V) 

where m is the appropriate gradient in each case. 

Despite the apparent disparity between the curves 
studied two interesting results were found. In two cases a 
plot of type (i) gave a straight line of gradient 2, indicating 
that / cc V2. This was confirmed by plot (ii) also being 
linear and having the intercept c = 0. The other three 
graphs were non-linear. An example of these graphs is 
shown in Figs. 5 and 6. 

6.2 //V Characteristics using X—Y Recorder 

The low-current characteristics of a 5P4E oil film were 
also studied using a Bryans X—Y plotting table, giving a 
time-average of the current-voltage values. An example 
of the trace obtained is shown in Fig. 7. Branch (a) was 
plotted as the current increased, whilst branch (b) was 
obtained by reducing the current. In this case the current 
was controlled by hand, using the panel control on the 
Roband Varex power supply, and it was found that above 

V 4 

o 

2 

0.8 

0.6 

0.4 

02 
8 10-4 2 4 6 8 10 -3 

AMPERES 

2 

Fig. 5. Plot of In V against In / from curves of the type shown in 
Figs. 3 and 4; gradient = 05. 

0.6 0.8 10 1.2 x10 .3 
//V, (SIEMENS) 

Fig. 6. Plot of V against // V from curves of the type shown in 
Figs. 3 and 4; / ix V2. 

a certain current the current increased even if the supply 
voltage was reduced, despite there being a 20 kn resistor 
in series with the oil film. The current 'runaway' began 
at about 1.5-2 µA, and it can be seen that although the 
supply voltage was decreased at 3 µA the current con-
tinued to rise. The return branch showed a marked 
linearity. Although the voltage values were non-
reproducible between successive plots, the characteristic 
obtained was of the same form, with the return branches 
all linear and of approximately the same gradient. It was 
found that the voltage was very sensitive to the ball 
speed, and at high speeds the oil film acted as an effective 
open circuit, as far as these mean measurements were 
concerned. 

By drawing a 'best fit' continuous curve through the 
experimental plot, it was possible to perform the same 
analysis as was carried out on the photographs obtained 
from the c.r.o. Again a plot of type (3) was linear, and is 
shown in Fig. 8. Similar results were obtained with the 
5P4E and Teresso V79. With all these lubricants the 
maximum voltage developed across the film was non-
reproducible, but nevertheless tended to increase with 
film thickness. 

6.3 Time Dependence of V 

The variation with time of the voltage dropped across 
the oil film was recorded photographically, using a c.r.o. 
and a single-sweep time-base. The effect of load, speed 
and maximum applied voltage was examined, using a 
1 kû resistor in series with the oil film to limit the current 
drawn from the power supply. The results using 5P4E 
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5 - IrONSET CURRENT 
RUNAWAY 1rSUPPLY VOLTAGE REDUCED 

2.5 

Fig. 7. Plot of V against 
from X—Y recorder; TN (31, 
speed 92 rev/mm, load 2.4 kg. 

0.5 1.5 2-0 
I ( pA) 

are shown in Figs. 9 and 10. It will be seen that there 
are in effect two resistive states of the oil film—one high, 
the other low. When in the low resistance state the mean 
voltage is effectively independent of both the film thick-
ness and the current, which has maximum values of 10, 
20 and 30 mA at the three voltage levels—see Figs. 
9 (a), (b), (c) and 10 (a). The probability of finding the 
film in the low resistance state increases very markedly 
with the maximum applied voltage, and very slightly 
with decreasing speed. As the photographs displayed 
were taken with the same sweep speed it might be expected 
that the number of 'low' states in one frame increases 
with speed—this is indeed the case. 

The most interesting effect is that of pressure. When 
the load is doubled, i.e. from Fig. 10 (a) to (b) the time 
spent in the 'low' state is increased dramatically. The 
'low' state itself is independent of the load, and it would 
seem that the effect of the increase is to alter the ease of 
transition from the 'high' to the 'low' state. As both the 
number of transitions per unit time and the length of 

V 6 

5 

4 

•- 3 
o 

2 

o 
10-6 2 4 .6 e 10-' 2 4 

//V ( SIEMENS) 

6 6 110-6 

Fig. 8. Plot of V against In // V from Fig. 7; slope 0.716 V-'. 

3-5 

0 v 

0 v 

(b) 20 V. 

(c) 30 V. 

Fig. 9. V against time at different applied voltages. 
5P4E, disk 2 gm c.l.a. load 2.4 kg, x = 5 ms/div, y = 5 V/div. 
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(a) 2.27 kg. (b) 4.54 kg. 

Fig. 10. V against time at different loads; 5P4E, disk 0.05 pm 
cla., speed 61.5 rev/min, 10 V applied, x = 5 ms/div, y = 5 V/div. 

(a) TN 631. (b) 5P4E. 

Fig. 11. // V characteristics for static films; x = 0.33 mA/cm, y = 1 V/cm. 

time spent in the high state is decreased by the pressure, 
it would seem that the reverse transition, that is from low 
to high, is made less probable by the pressure increase. 
Thus, rather than the mechanism itself which causes the 
transition being pressure dependent, it is the transition 
probability which is apparently pressure sentitive, unless 
the same mechanism is responsible for both types of 
transition. The mechanical effects of doubling the load 
can be determined from theory. The nominal contact 
area will increase by a factor of about 1.6, and the 
maximum pressure in the centre of the film will increase 
by a factor of 1.2. The film thickness will decrease by a 
factor of 0.925. 

6.4 Static Oil Films 

Measurements on static oil films were made using a 
1 kHz current waveform and displaying the If V character-
istic on a c.r.o. Typical traces thus obtained are shown in 
Fig. 11 where it will be seen that the characteristics are 
non-ohmic. 

It must be remembered that the mechanical conditions 
in the 'contact' in this case are very different from the 
dynamic situation. There is the obvious difference of 
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relative motion. In addition in order to establish a 
stationary oil film the loading between ball and steel 
plate is effectively zero. Hence there will be no Hertz 
pressure, and the ball will be undistorted. Similarly any 
asperities on the surfaces will stand up to their full 
height. Consequently the apparatus was exceedingly 
sensitive to the slightest vibration, there being no oil 
film under pressure to cushion any motion. 

The curves were treated in exactly the same manner as 
those described earlier, but none of the plots (i)—(v) 
yielded a linear relationship. 

6.5 Capacitance of Dynamic Oil Films 

The capacitance of the ball and disk when separated 
by an e.h.l. film was measured using a Wayne Kerr B221 
bridge with an external source. A c.r.o. was used as the 
detector. 

The stray capacitance of the system with the ball not 
loaded against the plate, i.e. with a gap of about 6 mm 
between the two, was measured. This was then subtracted 
from the values measured under e.h.l. conditions to give 
the approximate capacitance of the oil film. 
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Fig. 12. Plot of ln (capacitance) against In (ball speed) for fixed 
load (TN 631). 

The variation of the capacitance with load and speed 
where TN 631 is the lubricant is shown in Figs. 12 and 13. 
Similar plots were obtained with other lubricants. In 
order to obtain the capacitance of the whole rig, the 
measured stray rig capacitance of 10.3 pF should be added 
to the values recorded. 

It will be seen that the capacitance does not vary with 
speed quite as the film thickness does, otherwise the slope 
of Fig. 12 would be expected to be about 0.7. This is 
because a very large contribution to the measured values 
of capacitance comes from the surfaces just outside the 
contact. If the film thickness in the contact is increased 
by, say, 50 %, the percentage increase of the separation of 
the surrounding surfaces will be much less due to their 
divergence. Thus the capacitance will not be as sensitive 
to ball speed as is the film thickness. 

Similarly the variation with load is not as great as 
might be expected. This is despite the fact that the bulk 
dielectric constant of the oil is known to increase with 
pressure, and also increased pressure both increases the 
Hertzian radius and decreases the film thickness. All 
these factors assist in increasing the capacitance. 

Assuming that the cross-section of the ball can be 
approximated by a parabola in the region of the contact, 
an approximate calculation shows that the capacitance C 
is given by 

C = 47r el r loge(r/4h)+ 60E2 na2lh 

where the second term is the contribution from the contact 
area and the first is due to the peripheral surfaces. In 
addition, 

eo is the permittivity of free space 
el is the relative permittivity of oil at ambient pressure 

2) 
e2 is the relative permittivity of oil at Hertz pressure 

5) 
r is the radius of ball ( 1.27 cm; 0-5 in) 

a is the Hertz radius 127 gm; 5 x 10-3 in) 
h is the film thickness 0.5 gm; 2 x 10-5 in). 

Substituting typical values as shown in brackets, it is 
found that C has a value of about 23 pF, and the ratio 
of the first to second terms is about 50. 

6.6 Summary of Results 

The results described above were found to be insensi-
tive to properties of both the oil and electrode surfaces. 
Synthetic and mineral oils were used, as well as a hydro-
carbon, and surface finishes ranging from 0-2 to 0.25 gm. 
Both filtered and unfiltered oils were used, with no marked 
change in properties. 

At low currents the conductivity was found to rise with 
voltage, as exp (ŒV). The value of a was about 0.3 V-1. 
The ability to conduct was shown to be very pressure-
dependent, and also to be sensitive to either the maximum 
current that is able to flow through the film or the maxi-
mum voltage that may appear across it. 

At high currents, that is, about 1.5 A the mean voltage 
drop across the film is approximately constant at about 
0-3-0.35 V. This is independent of both film thickness 
and current. 

6.7 Discussion of Results 

Comparing the static with the dynamic measurements 
it is clear that, as the lubricant passes through the contact, 
the mechanical processes to which it is subjected alter the 
electronic properties considerably. 

From the results the current is proportional to 
V exp (a V) which is characteristic of space-charge limited 
current in the presence of a uniform distribution of traps. 
Space-charge limited current has been shown to occur in 
thin films of organic polar liquids associated with metal 
surfaces by, for example, Brockman." We therefore 
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Fig. 13. Plot of log (capacitance) against log (load) for fixed 
speed (TN 631). 
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require to explain the presence of trapping centres in the 
oil film and to confirm that the conditions are favourable 
for the establishment of the space charge in this situation. 

As discussed earlier, the oil film is highly compressed 
to a quasi-solid state in the contact so that it is possible 
for electron trapping centres to exist. Since the material 
is polar, polarization around the trapping centre will 
increase its energy depth in the band gap. Mott" has 
shown that localized states can exist in an amorphous 
material and Caserta et al." demonstrated the existence 
of a band structure, with a uniform distribution of traps, 
in amorphous organic films. 

As the oil passes through the contact it is proposed 
that the following process occurs. Due to the very high 
pressures involved the oil will be compressed beyond the 
pressure at which it freezes at the particular operating 
temperature. So long as the time of transit of the oil 
through the contact is greater than the structural relaxa-
tion time, the oil will form a solid—possibly crystalline 
but more probably vitreous due to the time scale involved. 
Associated with this highly compressed glassy material 
there will be a fairly well defined band structure and trap 
distribution within the energy gap. As the rate of the 
passage of oil through the contact is increased a point will 
be reached at which the probability of glass formation by 
freezing becomes very low. Because the relaxation time 
is essentially a statistical function there is no guarantee 
that an element of the lubricant will not freeze, but the 
probability becomes vanishingly small. Thus as the 
speed is increased the nature of the trap distribution 
might be expected to alter. Nevertheless, due to the 
pressures applied to the liquid, with consequent rapid 
changes of density, traps will still be formed in the film. 
In addition it has been demonstrated that liquid molecules 
—hydrocarbons and others—are capable of trapping 
electrons in their structure 

The conductivity of liquid 5P4E at low pressures has 
been studied by Reed" who demonstrated that the 
conduction mode was that of single charge injection 
space charge limited current (s.c.l.c.). The carriers were 
assumed to be electrons that were attached to molecules 
to form negative ions. This is of interest when consider-
ing Fig. 5, which is a typical s.c.l.c. characteristic. Using 
the data from this figure and assuming that it is described 
by the Mott and Gurney law, an order of magnitude for 
the mobility 1.1 can be determined. If the area of the 
conducting material is taken to be the Hertzian area, p 
is found to be 10-12 cm2/Vs, which is extremely low. 
Even if the current path occupies only a small fraction of 
the contact area the value of p would still be orders of 
magnitude below the lowest measured values as found in 
liquids and solids in the absence of traps. 

In the presence of a single or dominant trap, Barbe 
and Westgate's have shown that the current density is 
given by 

J = 1-18µ1/21d3 exp (E' — Ec) 
n, kT 

where Arc is the density of conduction states, 
n, is the density of trapping states, 
4 is the conduction band energy and 
E, is the energy of trapping level. 
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For a given value of J this will give a larger value of It 
than does the Mott and Gurney law. It is therefore 
proposed that the band structure of the oil film may 
have a single or dominant deep trap of large cross-
section, which will effectively reduce the current. Sim-
mons and Taylor 16 have shown that under non-equili-
brium steady-state conditions, a distribution of traps in 
the band gap leads to an energy-localized peak in the 
probability of occupancy within the band gap. This has 
the same effect as that of a single trap of large capture 
cross-section, and experimentally a distribution of traps 
may be indistinguishable from a single trapping level. 
This was particularly apparent in the case of an amor-
phous material exhibiting the 'tail' to the density of states 
due to intrinsic disorder, as predicted by Mott." Thus 
it would seem that the apparent single trap observed in 
this case is in fact a characteristic of a trap distribution 
under particular steady-state conditions. The result 
obtained below for the trap distribution implies that the 
Simmons and Taylor' conditions do not always apply 
in this situation. 

Now the exit of the film is in many respects analogous 
to a deep trap, as the charge that is drawn out of the film 
is effectively lost to the conduction process. However the 
'exit trap' does not contribute to the space charge, and 
merely acts as a current sink. The contribution to the 
current is small. Nevertheless a simple criterion can be 
evolved on the basis of the 'exit trap' to determine the 
combination of film speed and thickness at which charge 
is no longer able to cross the film in the time available. 
If a charge is injected into an element of oil as soon as it 
enters the contact, in order for the charge to be collected 
by the other electrode before the element of oil is expelled 
from the contact it must have travelled at least half the 
distance between the surfaces. As the oil film is assumed 
to divide down its centre line into two equal portions on 
cavitation, the charge will then be removed by the oil on 
the collecting electrode and still have a finite chance of 
contributing to the conduction current. 

Assuming a uniform field throughout the contact, the 
time taken by the charge to cross half the oil film, of 
thickness ho, in a field E is 

Ç = 
2Ep 

where µ is the mobility. The transit time of the contact is 

2a 
tc = —u 

where a is the Hertz radius and U the surface speed of the 
ball. For conduction, 

or 

ho 

tc > 

2a ho > 
U 242 

Using 5P4E it is found that at speeds in excess of 
20 cm/s, at film thicknesses of the order of 2 gm and a 
Hertz radius of 125 gm, the film is apparently an almost 
continuous open circuit at 10 V applied voltage. Using 
these figures a maximum value for p of about 2 x 10_ 6 
cm2/Vs is arrived at. 
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Using the value of the mobility thus obtained, an order 
of magnitude calculation may be made to show that the 
data obtained are consistent with the accumulation of 
space charge. The calculation compares the amount of 
carriers that are known by experiment to enter the film 
with the rate at which charge would cross the film 
assuming ohmic conditions. 

If C is the capacitance of the contact itself, of cross-
sectional area A and thickness ho, then the electron 
density at a voltage V can be written as 

CV 
tic = CM - 3 

where e is the electronic charge. Now the current 
density J at a field E, assuming ohmic conditions, is 
given by 

J = nceµE. 

In the terms of the number of electrons N. flowing 
through the film 

CV 2 g 
= ncpEA = .--

ho e 

In the capacitance measurements the value of C was 
found to be 4 x 10-13 F, and the other variables took the 
following values 

V = 2 V 
= 2 x 10-6 cm2/Vs 

ho = 10-4 cm 
e = 1-6 x 10-19 C. 

Thus N. = 5 x 108 electrons/s. 

Now the measured injection current is 1 mA under 
these conditions, or 6 x 10 15 electrons/s. It will be seen 
that this figure is far in excess of the result derived if the 
film was ohmic, and hence the conditions are favourable 
for the accumulation of charge necessary for s.c.l.c. 

6.8 The Influence of the Surfaces 

In the above discussion it has been assumed that the 
metal surfaces make ohmic contacts with the oil film, 
that is, they provide an effectively infinite supply of 
electrons to the oil film and the solid-liquid interface 
offers a negligible potential barrier to the current flow. 
If there was a potential or Schottky barrier at the surface 
there should be a detectable difference between the 
behaviour of the film when different surface finishes were 
used on the disk. A rougher surface should assist in the 
injection of electrons through a Schottky barrier due to 
the field concentration at asperity tips. In practice, 
surfaces ranging from 0.012 gm c.l.a. to 0.25 pm c.l.a. 
roughness were used, and there was no detectable 
difference which could be attributed to the comparative 
ease of charge injection by field emission. Any potential 
barrier will probably be independent of the metal work 
function, and will be a function of the charge distribution 
in the liquid. Morant" showed that any potential barrier 
would be lowered by the space charge to give an effective 
barrier height, at 300 K, of 

= 1.115 — loge(n ;) 

where n, is the density of accumulated charge. 

Using a result derived below, namely that the liquid 
may support a possible trap density of 1016 cm' eV-1, 
and assuming that the distribution of traps covers only 
0.3 eV and only 10% of these traps are occupied, the 
effective barrier height would be of the order of 0.3 eV. 
With the space-charge screening predicted by Simmons 18 
causing a very thin barrier—of the order of angstroms— 
to be formed, the surfaces can be regarded as an effective 
ohmic contact. 

6.9 The Trap Density and Trap-filled Limit 

From the plots of log //V vs. V, the value of or in the 
relationship 

I cc V exp aV 

has been shown to be typically 0.3 V'. From Caserta 
et al. 11 a is given as 

OC — 
nthoekT 

where C is the capacitance/unit area of film 
e is the electronic charge 
k is Boltzmann's constant and 
T is the temperature in kelvins. 

At a film thickness of 1 gm C has a value of approx-
imately 4 x 10-13/1.5 x 10-4 nF/cm2. Thus at 300 K, 

nt 10 16 cm-3 eV-1: 

It is of interest, perhaps, to compare this value for n, 
with that obtained by Caserta et al., who were investig-
ating thin films of organic polymers. Their measurements 
led to a value for nt which ranged from 1014 to 10" 
cm' eV-1. The value of 1016 cm' eV-1 arrived at 
above does not, therefore, appear to improbable. 

As the current level is increased a point will be reached 
at which all the traps in the material have been filled, and 
the 'exit trap' is flooded. This effectively reduces the 
capture cross-section of the traps to zero, and any charge 
injected into the film will make an unimpeded passage 
to the other electrode. Thus a sudden increase in the 
current level will be observed, and this has been noted in 
the discussion of Fig. 7. There are two further points to 
be made in this context. As fresh lubricant is being 
drawn into the contact which is not in the trap-filled 
limit (WI the current increase will not be as rapid as 
might be expected with a static specimen, as the fresh 
lubricant has to be subjected to charge injection before 
reaching the trap-filled state. In addition, the transition 
will not be sharp. As the traps become filled the effective 
value of n, will decrease, causing J to increase, and only 
when n, is effectively zero will the t.f.l. be attained. 

The conduction process in this instance acquires many 
of the qualities associated with switching phenomena, as 
the film has been transformed into an apparently high 
conductivity state. The explanations of switching 
phenomena have frequently invoked a transition tempera-
ture, above which conduction is by a low resistance 'hot' 
filament in the film, and involving a dramatic reduction 
in the voltage drop across the film. In the phenomenon 
examined here the effect is rather a very marked increase 
in the current flow, a characteristic of conduction in the 
trap-filled limit. The voltage level, of necessity, does not 
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fall, otherwise the t.f.l. would not be maintained and 
fresh oil would not be suitably conditioned. 

The conduction in the t.f.l. must be through a limited 
part of the contact area, which can be regarded as a 
conducting filament. If at an instant of time the density 
of filled traps within the film reaches saturation point, 
almost the whole film will be in the t.f.l. state. But after 
a short period of time some of the 'tn. oil' will have 
been swept out of the contact, and fresh oil will enter 
upstream. The conducting part of the film will therefore 
be concentrated at the downstream end of the contact, 
and this will effectively shunt the incoming oil, thus 
forming a low resistance path or filament. In order to 
maintain the tn., the voltage across the film must be 
kept at a sufficient value to ensure that the fresh oil 
eventually becomes trap-filled in order to prevent the 
filament collapsing. Because the stability of the t.f.l. 
state is dependent upon the voltage level being main-
tained, the transition can be stabilized by means of an 
external resistor—an effect which is not possible with the 
Ovshinsky type of switching phenomenon. The 
formation and destruction of the t.f.l. filament will vary 
with dynamic conditions. An increase in pressure will 
increase the probability of trap formation and hence of 
the formation of a t.f.l. filament. An increase in speed, 
which gives a thicker film, will decrease the probability 
of forming a t.f.l. state. This is in general agreement with 
the experimental results. 

7 Conclusion 

Under conditions of elasto-hydrodynamic lubrication 
oil films exhibit quasi-solid properties. In particular the 
low-current conductivity fits with the model of space-
charge limited current in the presence of traps. An 
apparent switching-type behaviour is accounted for by 
the current reaching the trap-filled limit value. The onset 
and duration of trap-filled limit conduction depends upon 
the dynamic conditions in the film, due to speed and load. 
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SUMMARY 

This paper describes two of the basic types of thin film 
magnetic recording heads which have been proposed. 
The advantages and disadvantages of the heads are 
discussed. The production techniques and magnetic 
materials which have been employed in the manufacture 
of these heads are critically examined. Finally, the 
available experimental results on thin-film magnetic 
recording heads are compared with the theoretical 
predictions. 

• Wolfson Centre for the Technology of Soft Magnetic Materials, 
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1 Introduction 

During the last few years there has been considerable 
interest in thin-film magnetic recording heads which can 
be batch fabricated using techniques similar to those 
employed in integrated circuit technology. An excellent 
review of the subject has been given by Valstyn and 
this paper extends that review to include the latest 
developments. The interest has arisen because: ( 1) The 
small size of these heads offers the possibility of higher 
track densities; furthermore the manufacturing tech-
niques make it possible to position them very accurately 
with respect to one another, thus allowing fixed head per 
track recording systems to be manufactured at a reason-
able cost. (2) The fast switching properties of the ideal 
thin film heads in which the magnetization changes take 
place by coherent rotation, which is a faster process than 
domain wall motion, would allow higher frequency 
applications. (3) Theoretical calculations have indicated 
that the heads would have higher resolution than con-
ventional heads. 

2 Types of Head 

Basically two types of miniature recording heads have 
been proposed. The first of these was the 'vertical' head' 
in which the magnetic films forming the magnetic circuit 
are perpendicular to the plane of the recording medium 
(Fig. 1). The gap is formed by a conductor sandwiched 
between the films.2. 

In the second type or 'horizontal' head (Fig. 2), the 

Recording rredium 

Easy axis 

Magnetic film 

Copper conductor 

Substrate 

Fig. 1. Vertical head: gap width g, film thickness t, drive field 
current I. 

ly 

Magnetic film 

Fig. 2. Horizontal head: gap width g, film thickness r, drive 
current I. 
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MuitIlayers of 

Fe. NI .Cr. 

Fig. 3. Multi-turn vertical head manufactured by Lazzari and 
Melnick.9 The insulating layers are of SiO2. Each leg consists of 
alternate layers of FeNiCr and SiO2. g is the gap length. 

magnetic films are parallel to the plane of the recording 
medium, and the gap is formed in the magnetic film 
nearest the recording medium.' 

In both types of head writing is accomplished by pass-
ing a current through the conductor, thus magnetizing 
the core circumferentially and producing a fringing 
field at the gap. Reading is accomplished by detecting 
the voltage pulse induced in the conductor when a 
magnetization transition in the recording medium 
passes the gap. In both types of head the magnetic films 
are normally made anisotropic with the easy axis of 
magnetization parallel to the gap, so that when writing 
the film is driven in the hard direction. This is done 
because in an ideal uniaxial film magnetization changes 
in the hard direction take place by coherent rotation and 
secondly the magnetization changes are non-hysteretic 
and hence there is no remanence. In actual heads 
because of the magnetization dispersion and demagnet-
izing fields these ideal reversal conditions are not attained, 
but they can be approached by suitable choice of material 
and head geometry. The magnetization dispersion is a 
function of ( 1) the magnetocrystalline anisotropy and the 
magnetostrictive constants of the material, (2) the easy 
axis skew.' The intrinsic magnetization dispersion is 
expected to be small in materials in which IC1 0 and 

Q.100-2 111) —>• 
Both types of head have advantages and disadvantages. 

In the case of the horizontal heads, the complete head 
can be manufactured using integrated circuit techniques, 
though the etching of narrow gaps (1-2 pm) in 2 pm of 
magnetic film, a thickness which is theoretically required 
if the heads are to be capable of writing into conventional 
recording materials,' does pose problems. Secondly, 
because of the thickness of the magnetic material, the 
horizontal head suffers from the disadvantage that the 
slightest amount of wear will destroy it. In the case of 
the vertical head producing a narrow separation between 
the magnetic films presents little difficulty, but the gap 
has to be finished by cutting and polishing or lapping.' 

A disadvantage of both types of single-turn heads is 
that relatively large currents are required for writing, 
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and they generate low read signals. For this reason 
several integrated multi-turn vertical heads have been 
proposed'. 1° Figure 3 shows the multi-turn head 
fabricated by Lazzari and Melnick.9 The layered structure 
of the magnetic legs was adopted to reduce the de-
magnetizing effects. 

To overcome the problem of the low sense signals in 
single-turn heads, Kaske et al." developed a horizontal 
read head in which the head magnetization was detected 
and not the flux from the recording medium. In this 
head (Fig. 4) the easy axis is perpendicular to the gap, 
and there is an additional conductor, the read line, 
perpendicular to the gap. In reading, a recorded domain 
is positioned above the gap, and a current pulse is applied 
to the read line of sufficient magnitude to produce a field 
which saturates the head in the hard direction. On 
reduction of this hard axis field, the head magnetization 
is steered into one of the easy axis directions, the direction 
being determined by the polarity of the recorded domain. 
The head magnetization linking the sense line changes 
from effectively zero to the saturation magnetization of 
the head. 

3 Production of Thin-film Heads 

3.1 Manufacturing Methods 

The magnetic materials used in integrated heads have 
been deposited by evaporation and electroplating. 
Though evaporation offers the advantage that all the 
materials, i.e. magnetic, conducting and insulating if 
required, can be deposited by the one technique, the 
method does suffer from certain disadvantages. Firstly, 
control of the composition of the magnetic film, which 
is usually a binary or ternary alloy is difficult because of 
the problems of fractionation. Secondly, because highest 
efficiency is achieved if the magnetic circuit is closed 
except for the gap, it is desirable that the top magnetic 
film is continuous at the edge of the conductor. Because 
in evaporation the evaporant travels in straight lines, one 
would expect that this continuity would be difficult to 
maintain in one evaporation, especially where the thick-
ness of the conductor is greater than the magnetic film. 
Romankiw et al." deposited permalloy films by electro-
plating from a chloride-nickel iron bath and claimed 
that control of the composition and the forming of a 
complete magnetic circuit did not present any great 
problems. However, the method does suffer from the 
disadvantage that if non-conducting substrates are used 

Read line Substrate 
Sense line 

Fig. 4. Read head manufactured by Kaske et al." Magnetic 
material NiFe 0.2 pm thick, gap 1-5 pm, sense and read lines copper 
2 pm thick. 
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1.0 

0.8 

0.8 

0.4 

0 .2 

o 
0 2'0 3!0 4!() 

Fig. 5. X component of the write field of a single turn horizontal 
head (Fig. 2) as a function of xlg for klg = 2 and ylg = 1 (curve A), 
compared to that of a conventional head for yip = 1 (curve B), due 
to Valstyn and Kosy.8 

an initial conducting layer must be deposited, also if 
insulating layers are required then they too must be 
deposited by other methods. One method which does not 
suffer from any of these disadvantages is r.f. sputtering, 
which is currently being employed at the Wolfson Centre 
for the deposition of high permeability alloys for inte-
grated head applications. 

The gaps in vertical heads may be formed either by 
depositing an insulating layer between the magnetic film 
or by extending one of the conductors to the pole face. 
In the case of the horizontal head, forming the narrow 
gap is somewhat more difficult. Romankiw et al. 12 
formed a 2 gm wide strip of electron sensitive resist at the 
gap location before electroplating the top layer. Kaske 
et al." used a photo resist, laser exposure and con-
ventional etching technique. Gaps as small as 1.5 gm 
were formed in 0.2 urn thick Ni—Fe films. No indication 
was given of the minimum gap widths which could be 
achieved in films 1 to 2 gm thick. Other possible tech-
niques for forming the gaps are by ion beam milling or 
sputter etching. The head and conductor patterns can 
be formed using normal photo-etching techniques. 

3.2 Magnetic Material Requirements 

The magnetic material used in the head should have a 
high saturation induction M„ low uniaxial anisotropy 
and low magnetization dispersion; this would then result 
in a high intrinsic permeability. In an ideal thin film the 
hard axis permeability is given by Afs/Hk where lik is the 
anisotropy field. The heads reported in the literature 
have been made of the binary permalloy composition 11.12 
or permalloy based alloys with small additions of Cr to 
reduce the anisotropy field' or Co to reduce the dis-
persion.' Additions of Cr however increase the dis-
persion" while Co causes an increase in anisotropy 
field.' Other high permeability alloys have been pro-
duced in thin film form14 with lower anisotropy and 

magnetization dispersion comparable with the binary 
permalloys, and though they suffer from the disadvantage 
that they have a lower saturation induction the limited 
published work indicates that they have a higher perme-
ability. One high permeability alloy which does offer 
promise as a head material is Sendust (85% Fe, 5.4 % Al, 
9.6 % Si). Films of this material have been produced at 
the Wolfson Centre by r.f. sputtering with anisotropy 
fields as low as 160 A/m (2 0e) and angular dispersion 
a50 of 3°. This material also has the advantages of a high 
saturation induction ( 1-1 tesla, 11 000 gauss) and it is 
extremely hard wearing. A thick film (50 gm) video head 
has recently been reported" in which the magnetic 
material was Sendust, deposited by sputtering. 

4 Comparison of Experimental Results 
with Theory 

4.1 Horizontal Head 

Valstyn and Kosy8 calculated by means of a micro-
magnetic analysis that a single-turn horizontal head 
made of permalloy films 2 gm thick would be able to 
write into conventional particulate coatings with currents 
of a few hundred milliamperes at a distance of 2 gm from 
the gap. They also predicted that in writing the resolution 
of the horizontal head was superior to that of the con-
ventional head (Fig. 5). 

Watanabe et al. 16 was the first to report the manu-
facture of a version of the horizontal head in 1969, but 
this head was not however used for magnetic recording. 
Romankiw et al. 12 using heads with 2.5 gm thick perm-
alloy films and gaps of 2 gm succeeded in writing into 
conventional oxide recording materials. In these experi-
ments the heads were placed in contact with the medium 
which was slowly moved across the gap while current 
pulses were applied to the head. The current required to 
approach saturation near the gap was in excess of 1 A. 

30-

4.0 8.0 12.0 16.0 2 0.0 
HEAD-TAPE SPACING pm 

Fig. 6. Output signal as a function of head-to-medium spacing, 
for the thin film head of Fig. 4. 
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Fig. 7. Measured H. plotted against x with y = 0 for multi-turn 
vertical head of Fig. 3. 

Subsequently Kaske et al. 11•17, reported writing tests 
with heads employing permalloy films 1.15 gm thick and 
gap lengths of 17.5 gm. Densities as high as 150 flux 
reversals per millimetre were written in Fe films having a 
coercivity of 6400 A/m (80 0e) with a head to medium 
spacing of 4 gm. The amplitude of the current pulses 
necessary to write was again in excess of 1 A. The only 
read tests reported using horizontal heads were reported 
by Kaske et al. 11.17 using the read head of Fig. 4. 
Figure 6 shows the output signal as a function of separa-
tion for a density of 31.5 reversals/mm in conventional 
oxide materials. The theoretically predicted high resolu-
tion and frequency capabilities' s have not been in-
vestigated experimentally. 

4.2 The Vertical Head 

High resolution" and efficiency" have been predicted 
for the single-turn vertical head, but there have been no 
experimental results published on these heads. Multi-turn 
vertical heads of the type shown in Fig. 3 have been 
investigated both theoretically and experimentally by 
Lazzari et al.9'2i• 22 Their theoretical analysis of the field 
contours was in good agreement with experimental results 
obtained by electron probe measurement of the field 
distribution. Figure 7 shows the measured write field 
component of the vertical head shown in Fig. 3. The 
total thickness of each magnetic arm was 5 gm and the 
gap width was 2 gm. This type of head was tested on a 
vibrating head recorder; using a CrCo film recording 
medium having a coercivity of 48 000 A/m (600 0e) and 
a head to medium spacing of 6 gm. Both writing and 
reading were achieved. 

5 Conclusion 

Because of the limited amount of experimental work, 
it is not possible to predict whether thin-film integrated 
magnetic recording heads are capable of approaching 
their theoretically predicted operating characteristics of 
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high resolution and frequency response. Further work 
on materials, manufacturing techniques and dynamic 
testing is required. 
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SUMMARY 

A criterion for the investigation of the stability of a 
certain class of non-linear system with sinusoidal 
input is proposed. It is derived from the concepts of 
the describing function method and the circle 
criterion. If the non-linear system satisfies the 
restrictions of describing function analysis and if the 
characteristic of the non-linearity is bound in a 

sector Y e[a, b], there exists a critical region in the 
e 

inverse polar plane which contains all possible 
describing functions of non-linearities bounded in 
this sector. Sufficient condition for the stability of 
the system is assured if the locus of the linear element 
does not intersect the critical region. 
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1 Introduction 

Among the methods used for stability analysis in 
non-linear systems, the describing function' enjoys 
a wide popularity. It belongs to those methods of 
solving non-linear differential equations based upon the 
existence of an assumed solution. As such, the non-
linear element characteristic is described in a quasi-
linear sense, hence enabling linear technique to be used 
in the analysis. 

The recently developed circle criterion5 -1° is also a 
notable contribution in control engineering. Sufficient 
condition for the stability of a large class of non-linear 
systems is assured if the locus of the linear element does 
not intersect in the same plane a critical region which is 
derived dependent upon the bounding sector of the 
non-linearity and not upon the actual non-linearity. 
The mechanics of determining the stability conditions 
are similar to the describing function method, and 
represent an extension of linear techniques into the 
analysis of non-linear systems. 

This paper proposes a criterion developed from the 
concepts of describing function analysis and circle 
criterion. It shows that if the non-linear system satisfies 
the restrictions of describing function analysis and if 
the characteristic of the non-linearity is bounded in a 

sector Y-e c[a, b], there exists a critical region which con-

tains all possible describing functions of non-linearities 
bounded in this sector. This may be compared with the 
boundary curve which Fukuma and Matsubara 11 
obtained by using describing function and by normalizing 
the non-linear characteristic in the inverse polar plane. 

r(Lt uç  elf) y ( t) 
G(s) 

c(t) 

Fig. I. A basic feedback system. 

2 Statement of the Problem 

Consider the basic feedback system of Fig. 1 where it 
is assumed that all the system non-linearities can be 
grouped into a block labelled N and the linear compo-
nents into a block labelled G(s). It is also assumed that: 

(i) the non-linear element is time invariant, 

(ii) all poles of G(s) lie in the left half s-plane, 

(iii) when the input to the non-linear component is 
a pure sine wave, i.e. e(t) = E sin cat, then no 
zero-frequency component and no subharmonic 
terms exist, and all higher harmonics of the 
Fourier series of y(t) are sufficiently attenuated 
by G(s). 

Under these conditions the system of Fig. 1 meets all 
the requirements for application of describing function 
analysis. Thus, the stability of the system may be 
investigated by considering the characteristic equation 
of the system 

1+ N(E) G(jco) = 0, (1) 
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where N(E) is the describing function of the non-
linearity and is given by 

N(E) = ni(E)+jn2(E) 

2 r 
J y(t) sin cot di 

ET o 

2 
n2(E) = j y(t) cos cot di. (4) 

Let the non-linearity be bounded in a sector defined by 

a<by  (b > a 0) (5) 

as shown in Fig. 2. It is desired to find the boundary 
envelope of the describing function for the non-linearities 
y(t) 
e(I) e[a, b] in the inverse polar plane. 

(2) 

(3) 

3 The Derivation 

in general, the describing function N(E) is a complex 
quantity. We take the problem of determining the 
boundary envelope as the problem of finding the maxi-
mum (minimum) imaginary part of N(E) for all allow-
able real parts of N(E). 

3.1 The Upper Boundary Curve 

Determination of the maximum imaginary part of 
N(E) for all allowable real parts gives an upper curve of 
the boundary envelope. To tackle this problem let us 
formulate the state equations representing the real and 
imaginary parts of the describing function such that we 
may make use of Pontryagin's maximum principle. 12-14 
Consider the state equations 

i,(t) = y(t) sin cot (6) 
ET 

2 
io(t) = y(t) cos cot 

ET 

where 

2It 
T = —co (0 < t T) 

and 

(7) 

X1(0) = X0(0) = 0. 

Define that at t = T, X1(T) and X0(T) represent the 
real and imaginary parts of the describing function, i.e. 

n i(E) = xi(T) 

n2(E) = X 0(T). 

(9) 

(10) 

The describing function n1+ jn2 depends on the time 
function y(t) which in turn depends upon the charac-
teristic of the non-linear element. From eqn. (5) 

ae(t) y(t) < be(t) (for e(t) > 0) (11) 

ae(t) y(t) be(t) (for e(t) < 0). (12) 

Let e(t) = E sin cot and define 

xi) = rb+ a L 4. u(t) 2 b — 

2 
E sin cot, (13)  
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where u(t) is the control variable and is constrained in 
magnitude by 

lu(t)1 < 1 (for all t). 

Thus, the state equations (6) and (7) become 

scat) 2 T L r(b+ a) + u(0 (b —  sm . 2 
cot 

2 2 

(14) 

(15) 

2 1(b+ a) (b — a) 
4(t) T [ 2 + u(t) 2 j sin cot cos cot. (16) 

Equations ( 15) and (16) represent the state equations 
of a system to which Pontryagin's maximum principle 
may be applied. The problem is interpreted as follows: 
Consider a hypothetical system described by a single 
state, eqn. (15) which represents the real part of the 
describing function with x1(0) = 0, the initial state, and 
t = 0, the initial time. It is desired to determine the 
control function, u(t) which takes the system from the 
initial state, x1(0), to its final state, 'cat) as time t varies 
from t = 0 to the end-time t = T such that the cost 
functional, the imaginary part of the describing function 

J(u) = 61. 4(t) dt 

2 r 2 b +a) (b — . 
= T 0 S 2 + u(t)  sin cot cos cot di (17) 

is maximized. Thus, the problem stated is a fixed end-
point fixed time problem. 

Pontryagin's maximum principle states that relative to 
the problem formulated above, if u*(t) is the optimal 
admissible control function which maximizes the cost 
functional J(u), and xt(t) is the optimal trajectory 
corresponding to u*(t), there exists a non-negative 
constant Pot and a function Pr(t) such that at any time t 
(except possibly at points where u is discontinuous) the 
Hamiltonian function evaluated along e(t) corre-
sponding to the optimal control u*(t) corresponding to 
the optimal control u*(t) is at least as large as that 
corresponding to any other admissible control function 
u(t). That is, the Hamiltonian 

H[u*(t), t] = 2P° [(b+ a) + u*(t) (b;a)1 x 
T 2 

2Pr(t) 
x sin cot cos cot + 

x [(b + a) *  — --2- + u (t) (b 2 sin' cot (18) 

satisfies the inequa ity 

H[u*(t), > + a) + 140 (6-2 1 x 
T 2 

2/1(0 
x sin cot cos cot + 

2 

1(b+ a) 2 + u(t) (b — a 2 l . 2 
I. sin cot, (19) 

t In the literature P0 is commonly chosen to be equal to unity. 
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where Pt(t) satisfies the canonical equations 

OH 
x(t) = — 

OP 

—OH 
11(1) = 

êxt 

with the boundary conditions 

xr(0) = 0, x(T) = N. 

From equations (18) and (21) it is seen that 

OH 
É ( t) = — — 0 

(bet 

(20) 

(21) 

(22) 

(23) 

which implies that 

Pi(l) P1 

= constant (for all t). (24) 

Hence equation (18) becomes 

/i[u*(t), t] = 2 sin cot r(b+ a) + u*(t)(b — a)] 
T L 2 2 

x [P0 cos cot + PI sin cot] (25) 

or 

H [u*( 1), = 2P r(b+ a) + te(t) 
T L 2 (b —2 a)] 

X sin cot sin (cot + ck) 

where 

P = Pâ+Pî 

and 

P 
4) = tan' r-2 (0 < 0 < n). (26) 

i 

Since u(t) is constrained in magnitude by lu(t)I e., 1 
and (b — a)12 > 0, the Hamiltonian of equation (26) 
satisfies the inequality ( 19) if 

u*(t) = sgn [sin cot] sgn [sin (cot + 0)1 (27) 

Therefore, as shown in Fig. 3 

1 (0 e, cot e.. ir —0) 

(-1 (n — 4' cot n) 
14*(t) = 1 - (n < an e.. 27c —41) 

—1 (2ir—r¢ ze. cot e 2ir) 

›e(r) 

Fig. 2. Non-linearity bounded in the sector [a, b]. 
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(28) 

sgn [ sin tut] 1 

I* 

ir \ 21/ uit 

(a) sgn [sin cod versus cot. 

sgn [sin cut + 4:] 

• 
• 

— • s, 

(a) 

.., • 
/ • 
/ • 
/ •  
211-CP Wt 

(b) sgn [sin rat + 0] versus cot. 

tr*t 

(b) 

-4) 

-1 

Ir 2it-1) 

(c):u*(t) versus tot. 

Fig. 3. 

211 Wt 

(c) 

It has been defined that at t = T, xi(T) and x0(T) 
represent the real and imaginary parts of the describing 
function. Let MK and NI` be the real and imaginary 
parts of the describing function respectively that corre-
spond to u*(t) which is the control function that maxi-
mizes the imaginary part. From equations ( 15) and ( 16) 
we have 

N = S x,*(t)dt 
o 

= 2 r (b+ a) + u*(t) (b — a)] . 2 sm cot 
T o 2 2 

[(0) = 0] (29) 

= (t) dt 
o 

= 2 f [( b+ a) + u*(t) (b —2 a)] sin cot cos cot dt 
T o 2 

[5c:(0) = 0]. (30) 

Substituting equation (28) into equations (29) and (30) 
and integrate with respect to 0 = cot 

1 r* 
b sin2 0 dO + I a sin2 dO + 

o 

2n - 4) 2n 

S b sin2 0 dO + J a sin2 0 dOi 
2n- tt. 

I  = — I b(1 —cos 20) dO + ir a(1 — cos 20) dO] 
n o x-4$ 

(a — b) (a — b) . 
= b + (i) sm 21) 

n 2n 
(31) 
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Re N(E) 

Fig. 4. Graphical interpretation of maximum describing function 
as a function of (0 1 n). 

r 
= — S b sin 0 cos 0 dO + f a sin 0 cos 0 d0 + 

71 0 n— tip 

2s-0 2e 

S b sin 0 cos 0 dO + a sin 0 cos 0 d01 ,r. It _ b sin 20 dO + a sin 20 dO] 
71 0 

(b — a) [1 cos 20]. 

2n 

Let 

Thus, 

N(E)ma = N't +jNt (36) 

which dictates the upper boundary curve or which may 
be defined as the maximum describing function in the 
sense that: given an allowable real part Nt where 
corresponds a A = 2' such that the imaginary part Nik 
is maximum for this 1'. 

The geometrical interpretation of equation (36) is 
shown in Fig. 4. 

3.2 The Lower Boundary Curve 

We have obtained the maximum upper bound on the 
imaginary part of the describing functions for all non-
linearities bounded in the sector [a, b]. In order to 
define a region which contains all of the describing 
functions under consideration, we must concern our-
selves with the lower boundary curve as well. We con-
sider the single-state system of equation (15) as before 
with the cost functional equation ( 17), and determine the 
control function u(t) which minimizes the cost functional. 

After a series of manipulations equivalent to these 
(32) for the upper boundary curve, we find that 

N(E)mir, = 1 — jNI` 

= r — (1) (0 < À < n). (33) 

Equations (31) and (32) become 

Nt = a + (b — a) [2,1-- sin 21] (34) 
2n 

= (b — a) [1— cos 22] (35) 
2n 

g — sgn [ sin cut] 

• // 
• 

211 

(a) — sgn [sin cot] versus cot. 

sgn[sin(uut+cki)] 

/1 
• 
• 

n 

e" 
• 
• 

 e. 

217 — (SP, CUt 

(b) sgn [sin (cot ± 01)] versus cot. 

• 

—1 

160 

n-1), IT 2IT—tI1 

(c) te(t) versus cot. 

Fig. 5. 

217 Wt 

= N(E)max (37) 

Fig. 6. Graphical interpretation of minimum describing function 
as a function of (0 Ae n). 

represents the lower boundary envelope of the describing 
functions of all non-linearities bounded in a sector [a, b]. 
This is shown in Fig. 6. 

3.3 The Boundary Envelope 

The two curves described by equations (36) and (37) 
define the maximum and minimum bounds respectively 
on the imaginary part of the describing function of non-
linearities bounded in the sector [a, b] for a given 
allowable real part. Combining these two curves yields 
a region RN within which all describing functions of 
non-linearities bounded by the sector [a, b] must lie. 

That is 

RN =-- a + (22 —sin sin 22) . (b — a) (1 cos 22) (38) 
— 2n— + 

— 2n 

To illustrate the relation between the describing 
function of a given non-linearity and the boundary 
region dictated by equation (38) let us consider the 
characteristic of a relay with hysteresis and dead zone 
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d 

y(t) 

- 

A 

+ 

Y 

e(t) 

Fig. 7. Characteristic of a relay with hysteresis and dead zone. 
e(t) = E sin cot 

( + 0 0 < cot < a 
LX <ad<r—/3 

y(t) 0 n — fie. cot 4 n -F a 
-- Y n -I- a e.. cot e 2n — 13 
0 2n — fi < cot e. 2n 

P 
Œ =, sin-1,2E 

d 
li = sin-1 — 

2E 

shown in Fig. 7. The describing function is given by 

2y 
N(E) =—nE [(cos a—cos fi) + j(sin fi — sin a)] 

where 

= sin' a  — 
2E 

= sin- 1 —d (39) 
2E 

Let y = 1 and d = 2. Then the non-linearity is 
bounded in a sector with a = 0 and b = 1. A family of 
describing functions as functions of the variable E is 
obtained by assigning p with various values. This family 
of curves along with the boundary region RN is shown 
in Fig. 8. 

One must bear in mind that this boundary region was 
derived on the basis of the bounding sector of the non-
linearity and not on the actual non-linearity. The non-
linearity of Fig. 7 is one of many non-linearities bounded 
in the section [0, 1]. It is noted that the family of 
describing functions occupies only a portion of the 
boundary region RN. Other non-linearities bounded 
in this sector will produce describing functions occupying 
other portions of the region. 

4 Stability Analysis 

The closed-loop transfer function of the model of 
Fig. 1 is given by 

N(E, (o)G(jco)  
act)) = 1+ N(E, (0)Gaco). (40) 

The system will support sustained oscillation only if 

e(t) = — c(t) (41) 

or in other words 

N(E, co)G(jco) = — 1. (42) 

March 1974 

It is more convenient to write equation (42) as 

1 
— N(E, c)) = G(w)(43) 

and plot in the inverse polar plane. Equation (43) states 
that in order for sustained oscillations to exist there 
must be a pair of E and co which causes —N(E, co) to 
equal 11G(co). The conditions for which the system is 
stable may be found graphically using a modified 
Nyquist plot. 

In linear system theory, the absolute and relative 
stability may be found from the polar or inverse polar 
plot by considering the relative locations of the critical 
point — 1, and the open loop transfer function. In the 
describing function method, however, there exists not 
one critical point but a locus of critical points given by 
— N(E, co), that is, the — 1 point moves with changes in 
signal level. With this modification the stability analysis 
of the non-linear system using Nyquist criterion is 
similar to that of linear systems. The actual analysis is 
best explained through an example. 

Example. Consider the non-linear system shown in 
Fig. 1 with the non-linearity being a relay with dead 
zone and hysteresis as given in Fig. 7. 

The describing function is derived as 

N(E, co) = [(cos a — cos fi) + j(sin fl—sin a)] 
nE 

or 

2y   
—irE .NI2(1— AB) +2‘,1 (1— A2)(1 — 132) x 

where 

A = —P 
2E 

Itan- 1,I(1— A2)+,1(1— B2) B — A 

B 
2E 

With y = 1, d = 2 and p = 3, the describing function 
is plotted in Fig. 9. Also given in the same Figure is the 
plot of 1/G(jo)) for different values of gain K for G(ja)). 

Minimum 
describing function 

Fig. 8. Boundary region and a family of describing functions for 
the non-linearity of Fig. 7. 
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N 

0.2 

Re kl (jty) 

— 0 2 

G(1.Ku) 

Fig. 9. Inverse polar plot for stability analysis. 

The system is said to be stable if the plot of W(jco) 
does not intersect or enclose — N(E, co) locus. The 
region enclosed by a curve is taken here as the region to 
the right of the curve when the curve is traversed in the 
direction of increasing frequency. Thus, Fig. 9 shows 
the system to be stable if K = IC1 but is unstable if 
K = K2 or K3. There are three intersections of W(jco) 
and — N(E, co) in the cases of K2 and K3. These inter-
sections represent limit cycles which may be stable or 
unstable. A limit cycle is stable if in the presence of 
perturbation the operation of the system tends to 
return to the equilibrium point. If the operation of the 
system settles to a different equilibrium point in the 
presence of disturbances the limit cycle is unstable. 
Hence, in the case of curve K3, assuming the system is 
operating at point (3). If E increases, the critical point 
on —N(E, co) moves to the right of (3), then E tends 
to decrease and the system operating point returns 
to (3). Similarly, a decrease in E moves the critical 
point to the left of point (3) and the system becomes 
unstable; then E tends to increase and the system 
operating point again returns to (3). Therefore, point (3) 
represents a stable limit cycle. A similar inspection of 
points ( 1) and (2) reveals that point ( 1) is an unstable 
limit cycle while point (2) is a stable one. 

In the preceding Sections we have derived the con-
ditions that if the non-linearity is bounded in a sector 
[a, b], there exists a curve (or an envelope) given by 
equation (38) which dictates all describing functions of 
non-linearities bounded by this sector. Hence by 
replacing — N(E, co) with —RN in equation (43) the 
stability analysis method applies. We may formally 
state the criterion as follows: 

Consider the basic feedback system of Fig. 1 whose 
non-linearity is bounded by a sector [a, b] and the 
system meets all the constraints for the application of 
describing function analysis. 

There exists a region described by 

—RN = a + (-2n ) (22 — sin 22) + j —2n ) ( 1 — cos 22) 

(0 e, À It) 

in the inverse polar plane. The stability of the system 
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is guaranteed if the locus of G(jco) -1 does not intersect 
with or enclose this region. 

It should be remarked that intersection of G(jco) -1 
and RN does not necessarily imply the system being 
unstable, because this region depends upon the actual 
location in the region RN of the describing function of 
the particular non-linearity under consideration. For 
instance, a single-valued non-linearity such as the one 
shown in Fig. 10 which produces real describing function 
will lie on the real axis inside the boundary region (see 
Appendix). As long as the locus of G(jco) 1 does not 
cut the real axis, intersection with the boundary region 
RN will still yield a stable system. A more precise 
boundary region could be defined for a given non-
linearity, of course, if desired. 

Stability analysis of non-linear system using this 
criterion is the same as the describing function method. 
The only difference is that there exists a critical region 
instead of a critical curve in the inverse polar plane. 
Similarly to the circle criterion, the proposed criterion 
yields sufficient and not necessary conditions and tends 
to be conservative. Thus, the criterion is not intended 
to substitute for the describing function method for 
system analysis. It is useful when in system design, a 
quick estimate of the stability condition is required 
particularly when it is more desirous to alter the non-
linearity than to compensate for the linear part of the 
system. 

It is interesting to note that equation (38) is precisely 
the same as the equations (30) and (31) given in Refer-
ence 16 in which an extension of Fukuma and Matsubara 
jump resonance criterion by the use of describing 
function was discussed. This indicates that the proposed 
criterion may also be used to ensure sufficient conditions 
of non-existence of jump resonance of the system if the 
non-linearity is bounded in the section [a, 1.]. 

5 Comparison of the Circle Criterion and the 
Proposed Criterion 

Since both the circle criterion and the proposed 
criterion yield sufficient conditions for stability of a 
system by dictating a critical region which the locus of 
the linear element of the system must not enclose or 
cross, it is of interest to compare these critical regions 

Fig. 10. Non-linearity characteristic. 
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although there are differences in the conditions imposed 
on the non-linear system by the two criteria. 

The circle criterion describes critical regions bounded 
by circles in the polar plane which the locus of G(ja) 
must not enclose or cross. The proposed criterion, on 
the other hand, describes critical regions bounded by 
cycloids in the inverse-polar plane which the locus of 
Gacor must not enclose or cross. In both cases the 
boundary curves are dictated by the sector bounding 
the non-linearity. In order to compare the critical 
regions given by the two criteria, one must perform a 
transformation to map the two regions in the same 
plane. Figure 11 shows the transformation of the 
critical regions of the circle criterion in the polar plane 
into the inverse polar plane by setting 

H(jw) = 1  
G(jp)) 

G(jco) # 0, 

where 

H(jw) = h 1(4+ jh 2(co) 

G(jp)) = g 1(co)+jg2(co). (44) 

Now, consider a basic feedback system whose non-
linearity is bounded in the sector [a, b]. Assume that the 
system meets all conditions imposed by circle criterion 
and the proposed criterion. The circle criterion thus 
describes a critical region in the inverse polar plane 
given by 

[h + 1(b + a)12 + = [1(b — a)]2 b > a 2- 0. (45) 

While the proposed criterion gives a critical region 
described by equation (46) 

b ——  RN= —a — a — sin 2,1) -T 

-T- ( — a —27rb ) (1— cos 11.). (46) 

The two regions are plotted in Fig. 12. 

It is seen that the bounds on the real axis for both 
regions are precisely the same as they correspond to 
the slopes of the lines bounding the non-linearity in the 
sector. The imaginary parts of the bounding curves 
differ but only by a maximum difference of ( 1/2-1/n). 

h, 

b — a 

2 

b—c 
Ir 

Critical cycloid 

Critical circle 

Fig. 12. Critical regions described by circle 
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and cycloid criteria. 

Im G(.10-)) 

Im 

+«, 

Re - 

Re hi( j te) 

Fig. 11. Transformation of critical regions of circle criterion in the 
polar plane into the inverse polar plane. 

The smaller region described by the proposed criterion 
implies that it is less conservative in the estimate of the 
stability condition for the system in this particular case. 

6 Discussions and Conclusions 

The stability condition dictated by the circle criterion 
is dependent upon the sector which bounds the non-
linearity and not upon the actual non-linearity. This 
concept is very useful in system design particularly 
when it is more desirable to alter the non-linearity than 
to compensate for the linear plant of the system. This 
paper proposes a criterion based on this concept by the 
use of describing function and Pontryagin's maximum 
principle. Since the criterion stems from describing 
function analysis, the system being investigated using 
this criterion is constrained by similar restrictions as 
the describing function imposes on it. However, from 
the engineering point of view these restrictions are minor 
ones and are usually met by the control system being 
considered, because most control systems are higher 
order systems and naturally low-pass. Also, one of the 
first assumptions in modelling a system is that the 
system be time-invariant. 
The proposed criterion places relatively few restric-

fions on the non-linearity. Due to its generality, the 
criterion yields sufficient conditions to assure the 
stability of the non-linear system, and can be conserva-
tive in its estimation. The critical region defined by this 
criterion is based on the bounding sector of the non-
linearity. The nearer the actual non-linearity function 
lies to this boundary cycloid, the better the correlation 
will be between the proposed criterion and the actual 
describing function analysis. Therefore, the proposed 
criterion is not intended to supersede the describing 
function method in system analysis. However, it is 
useful as a design tool since it quickly yields stability 
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conditions in a manner which is similar to the linear 
technique, providing an intuitive feel for the physical 
system. 

7 Acknowledgments 

The author wishes to record his thanks to Prof. S. Y. 
King, Head of Electrical Engineering Department, 
University of Hong Kong, for his constant encourage-
ments throughout the course of this work, and to the 
Referees for their constructive criticism of the paper. 

8 References 
1. West, J. C., 'Analytical Techniques for Nonlinear Control 

Systems' (English University Press, London, 1960). 
2. Kochenburger, R. J., 'A frequency response method for 

analysing contactor servo-mechanisms', Trans. Amer. Inst. 
Elect. Engrs, 69, Pt. 1, pp. 270-84,1950. 

3. Gilson, J. E., 'Nonlinear Automatic Control' (McGraw-Hill, 
New York, 1963). 

4. Sridhar, R., 'A general method for deriving the describing 
functions for a certain class of nonlinearities', IRE Trans. on 
Automatic Control, AC-5, No. 2, pp. 135-41, June 1960. 

5. Sandberg, I. W., 'A frequency domain condition for the 
stability of feedback systems containing a single time varying 
nonlinear element', Bell Syst. Tech. J., 43, No. 4, Pt. 2, pp. 
1601-8, July 1964. 

6. Zames, G., 'On the input—output stability of nonlinear time-
varying feedback systems', Proc. National Electronics Conf., 
20, pp. 725-30, October 1964. 

7. Sandberg, I. W., 'Some stability results related to those of 
V. M. Popov', Bell Syst. Tech. J., 44, No. 9, pp. 2133-48, 
November, 1965. 

8. Zames, G., 'On the input—output stability of time-varying non-
linear feedback systems—Part I: Conditions derived using 
concepts of loop gain, conicity and positivity', IEEE Trans., 
AC-11, No. 2, pp. 228-39, April 1966. 

9. Zames, G., 'On the input—output stability of time-varying non-
linear feedback systems—Part II: Conditions involving circles 
in the frequency, plane and sector nonlinearities', IEEE Trans., 
AC-11, No. 3, pp. 465-76, July 1966. 

10. Hsu, J. C. and Meyer, A. U., 'Modern Control Principles and 
Applications' (McGraw-Hill, New York, 1968). 

11. Fukuma, A. and Matsubara, M., 'Jump resonance criteria of 
nonlinear control systems', IEEE Trans., AC-11, No. 4, pp. 
699-707, October 1966. 

12. Pontryagin, L. S., Boltyanskii, V. G., Gamkrelidze, R. V. and 
Mishchenko, E. F., 'Mathematical Theory of Optimal Pro-
cesses' (English translation) (Interscience, Wiley, New York, 
1962). 

13. Rozonoer, L. I., ` L. S. Pontryagin maximum principle in the 
theory of optimum systems', Automation and Remote Control, 
20, Pt. 1, pp. 1288-1302, Pt. II, pp. 1405-1421, Pt. III, pp. 
1517-32,1959. 

14. Athans, M. and Falb, P. L., `Optimal Control—an Introduc-
tion to the Theory and its Applications' (McGraw-Hill, New 
York, 1966). 

15. Cook, P. A., 'Describing function for a sector nonlinearity', 
Proc. Instn Elect. Engrs., 120, pp. 143-4, Jan. 1973. 

16. Ho, C. F., 'An extension to Fukuma and Matsubara jump 
resonante criterion by the use of describing functions', The 
Radio and Electronic Engineer, 42, No. 12, pp. 562-68, Decem-
ber 1972. 

9 Appendix: 

Describing Function of Single-valued 
Non- Linearity 

In general, the describing function of a non-linearity 
is a complex quantity given by 

N[Eco] — + jAi (47) 
E 
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where A and B are the coefficients of the Fourier series 
for the signal at the output of the non-linearity with the 
input wave given by E sin wt. If the non-linearity is 
single-valued, the describing function is real, that is 

Bi N[E] = (48) 
E 

This real property is always stated in literature but rarely 
proved. We will give the proof here and also show that 
if the single-valued non-linearity is bounded by a sector 
(a, b) then the describing function lies on the real axis 
and bounded by 

a < N[E] < b. (49) 

Let the input to the non-linearity be given by 

e = E sin cot (co = 22 ) (50) 

and the output of the non-linearity be 

Y =fie). (51) 

Any function may be uniquely broken into even 
and odd parts. Thus 

f(e) =./;(0110(e), (52) 
where f;(e) and f0(e) are the even and odd parts respec-
tively of the function f(e), and possess the following 
properties: 

.4(0 =là—e) 
= 

fo(e) = 
= MO — (53) 

Then, equation (51) becomes 

y(t) = fe(E sin cot)+L(E sin cot), (54) 

which is periodic and may be represented by a Fourier 
series 

where 

„ /to 
y(t) = • + [A. cos nwt + 13 sin ncot], 

▪ n = I 

2 T/2 
A„ = - v(t) cos ncot di 

T - T/2 " 
2 T/2 

Bn = - y(t) sin ncot dt 
T - T/2 

(n = 1, 2, 3, ...). (55) 

The definition of the describing function requires 
A0/2 = 0 and A„, B„ for n 2 are negligible. Thus, the 
coefficients of interest are A1 and B1. 

From equations (51), (52) and (55) 

2 T/2 
A1 fe sin cot) cos cot dt -F 

-T/2 

2 T /2 
- /72j",,(E sin cot) cos cot di. 

Since fe(E sin cot) is an even function of time 
period T/2, its Fourier series is given by 

A' co 
fe(E sin cot) = —0 + E A„' cos 2ncot 

2 , 

(56) 

with 

(57) 
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fo(E sin cot) is an odd function of time with period T, 
its Fourier series is given by 

fo(E sin cot) = B„ sin mot. (58) 
n= I 

Thus, the integrals of equation (55) become zero, i.e. 

A 1 = O. 

Similarly, 
2 T/2 

B 1 = — S fe(E sin cot) sin wt dt + 
— T/2 

2 T/2 
-F — S fo(E sin cot) sin cot dt (59) 

T — T/2 

The first integral of equation (59) is reduced to zero 
since fe(E sin cot) is an even function. Thus, the describ-
ing function of a single-valued non-linearity is given by 

B 1 

N[E]= —E 

2 T/2 

= — f° (E sin cot) sin cot dt 
ET —T/2  

2 T/2 

= — y(t) sin cot dt (60) 
ET — T/2 

and is a real function of E. 

Now, for the non-linearity bounded by a sector (a, b), 
i.e. 

Y(t) 
a e —e(t) e, b, 

thus 

(61) 

ae(t) < y(t) be(t) (e(t) > 0) 

ae(t) y(t) be(t) (e(t) < 0) (62) 

Since f,,(E sin cot) sin cot is an even function ever the 
interval — T/2 e, r e T/2 and since E sin cot is positive 
over this interval, equation (60) may be written as 

4 772 
N[E] = FT èf y(t) sin cot dt 

4 T/2 
‹- S b sin2 cot dt 
T o 

4 T/2 
S a sin2 cot dt. 

T o 

Equation (63) indicates that when the non-linearity is 
single-valued and is bounded by a sector, the describing 
function is real and is bound by 

a < N[E] < b (64) 

Manuscript first received by the Institution on 9th May 1973, in 
revised form on 13th August 1973 and in final form on 16th October 
1973. (Paper No. 1574/A CS 8.) 
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STANDARD FREQUENCY TRANSMISSIONS-January 1974 

(Communication from the National Physical Laboratory) 

Jan. 
1974 

2 
3 
4 

6 
7 
8 
9 
O 

2 
3 
4 
5 
6 

Deviation from nominal frequency 
in parts in 10'. 

(24-hour mean centred on 0300 UT) 

GBR 
16 kHz 

o 
o 
o 

-0 2 
-0.1 
-0.2 
-0.2 
O 
O 
0.1 
- 1 

-O 1 
o 
o 
0.2 

- 0.2 

MSF 
60 kHz 

0 
• 02 
0 
0-I 
0 

-0.1 
- 0-1 
-0.1 
+0.1 
0 

+0 
+0.1 
+0.1 
o 
o 
01 

Droitwich 
200 kHz 

o 
o 
o 

-0-
-0-
-0-
-0-
-0 
-0-
-0. 
-o. 
-0. 
-o. 
-0. 
-0-
-0.2 

Relative phase readings 
In microseconds 
NPL-Station 

(Readings at 1500 UT) 

"GBR 
16 kHz 

688 
688 
688 
690 
691 
693 
695 
695 
695 
694 
693 
694 
694 
694 
692 
694 

tMSF 
60 kHz 

584 6 
584.9 
586.1 
587.3 
587.7 
588-7 
589-3 
590.7 
589.1 
589.3 
588-0 
587.7 
587-2 
587.3 
586.3 
586.9 

1974 

17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

Deviaticn from nominal frequency 
in parts in 10'. 

(24-hou- mean centred on 0300 UT) 

GBR 
16 kHz 

-0-3 
o 

+0-2 
+0.3 
-0-4 
+0.2 

o o 

MSF 
60 kHz 

Droitwich 
200 kHz 

-0-1 
-0.1 
- 0.1 
-0.1 
-0.1 
-0.2 
-0.2 
-0.1 
-0.2 
- 02 
-0.2 
-0.1 
o 
o 
o 

Relative phase readings 
in microseconds 
NPL-Station 

(Readings at 1500 UT) 

•GBR 
16 kHz 

697 
697 
695 
692 
696 
694 
694 
694 
694 
695 
696 
697 
697 
697 
698 

tMSF 
60 kHz 

586.5 
586 7 
586 0 
585.6 
585 6 
586-6 
587-4 
597.4 
587 6 
588.5 
591-1 
592.3 
591.4 
592.5 
593.1 

All measurements in terms of H-P Caesium Standard No. 334, which agrees w.th the NPL Caesium Standard to I part in 10".• 

• Relative to UTC Scale; (UTC, - Station) = 500 at 1500 UT 31st December 1968. 

Relative to AT Scale; (AT,,, - Station) = 468-6 at 1500 UT 31st December 1968. 

The Radio and Electronic Engineer Vol. 44 No. 3 



UDC 535.317.1 : 538.566.029.65 

A method for obtaining 

three-dimensional 

optical images with 

minimal primary 

distortion from 

microwave holograms 
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and 
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SU M MARY 

A new method is presented for the reconstruction of 
almost distortionless three-dimensional optical images 
from microwave (or other long wavelength) holograms. 
The strategy for overcoming the axial elongation of an 
optical image from a long wavelength hologram scaled 
down by a factor less than the ratio of the two 
wavelengths used, is demonstrated using a computer 
simulated microwave hologram. 

* Department of Electronic and Electrical Engineering, The 

University of Sheffield, Sheffield, Si 3JD. 

1 Introduction 

Microwave holographic imaging has found application 
in synthetic aperture radar' and, on a much smaller scale, 
in the imaging of concealed objects." The means of 
remote sensing of objects by radio waves and reconstruct-
ing a visible, focused image is of great interest and has led 
to many different techniques of microwave holographic 
imaging." However, to the best knowledge of the 
authors, there has not been a realization of the three-
dimensional image reconstruction which one associates 
with the term 'holography'. 

It has long been recognized that when a hologram of a 
three-dimensional object is formed with one wavelength 
and the stored image reconstituted with another, a 
primary distortion results' in which the longitudinal or 
axial magnification is proportional to the square of the 
lateral magnification, the lateral magnification also 
varying with the axial coordinate. Consequently, to 
realize ideal, distortionless, three-dimensional images, 
the lateral and axial magnifications must be made equal 
and the lateral magnification must also be independent 
of the axial coordinate. These conditions are completely 
satisfied only when the hologram is scaled both by the 
ratio of the two wavelengths used, and the ratio of the 
radii of curvature of reference and reconstructing waves.' 
Since these conditions cannot always be satisfied, the 
image reconstructed by optical waves from a hologram 
recorded at a longer wavelength is usually distorted and 
too small for direct viewing. One method of relieving 
the problem of small image size when scaling by the 
wavelength ratio is a 'fractionating' technique which has 
been suggested' in order to increase the image size with-
out re-introducing distortion. Another proposed solution 
to the problem of three-dimensional optical image 
reconstruction from longer wavelength holograms is to 
compensate for the distorted image by viewing through a 
pair of prisms." 

These ideas appear to be practical when the wavelength 
change is relatively small, but in the case of microwave 
holography, where the ratio of microwave to optical 
wavelength is in the range 104-105, the whole problem of 
obtaining a three-dimensional image is a severe one 
since reduction of the hologram dimension by the wave-
length ratio is impractical. (Synthetic aperture radar is 
an exceptional case because of the effective hologram 
dimensions.) It is therefore the present intention to 
demonstrate the means by which three-dimensional 
optical images with minimal primary distortion can be 
obtained from a suitably formed microwave hologram 
reduced in dimension by a factor much less than the 
wavelength ratio. This approach reduces distortion and 
will also permit intermediate-size holograms of linear 
dimension > 103 wavelengths to be viewed directly by 
eye. 

2 Principle of the Method 

For reasons which will become apparent as the theory 
is developed, the Fourier transform hologram distribution 
is considered. Use of microwave lenses to perform the 
transformation in the hologram formation process is not 
generally possible, especially for the linear dimensions 
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ILLUMINATION 
SOURCE 

REFERENCE POINT SOURCE/ 
OBJECT PLANE 

1-1GRAv 
PLANE 

(a) Original method. 

ILLUMINATION/REFERENCE HOLOGRAM OB ECT 
POINT SOURCE PLANE REGION 

(b) Proposed modification for microwave hologram. 

Fig. 1. 

Formation geometry for a lensless Fourier transform hologram. 

previously stated. However, the lensless Fourier trans-
form technique," originally devised for optical holo-
graphy, emerges as an ideal basis for forming the micro-
wave hologram. Just as this technique relaxes the film 
resolution requirement in optics, the microwave holo-
gram can be adequately recorded by sampling the field 
distribution at predetermined intervals.' The original 
lensless Fourier transform technique shown schematic-
ally in Fig. 1(a) requires that the object be accessible. 
Since many applications of microwave holography are 
concerned with remote sensing, this hologram formation 
geometry is suitably modified by moving the object to the 
opposite side of the recording plane as shown in Fig. 1(b), 
such that source and object are equidistant from the 
hologram plane. The source now provides both the 
required reference field distribution and illumination of 
the object. Figure 2(a) shows the recording geometry of 
a microwave hologram of two object points with both 
lateral and axial spacing. Alternative methods for optical 
image reconstruction are shown in Figs. 2(b) and (c). 
The lateral magnification Mx of the optical image is 
given byl 3 

lateral image size at 22 22 Z2 
— }IC (1) 

lateral object size at 21 21 Zi 

where K > 1 is the hologram dimension reduction factor. 

168 

When the object point, ORE, and the illumination source 
and reference, S, are equidistant from the hologram 
plane, a Fourier transform hologram distribution is 
formed within the paraxial limitations. In general, the 
object structure will be distributed in space around the 
(C, 4) plane and Z1 0 RI. 

The axial magnification, M., is given by 13 

axial image size at 22 zl 22 K 2 

—  axial object size at 21 Z1, 

21 m2 . 

22 x 

It is seen from equation (2) that the lateral and axial 
magnifications are not equal. Distortionless three-
dimensional reconstructed images are obtained when 
Mx = M., and therefore 

al „, — = 1 
22 e 

from equations (1) and (2). Hence, both lateral and axial 
magnifications are always equal to the wavelength ratio 
(22/21) when distortionless three-dimensional images are 
formed. 

e 

(2) 

(3) 

Oz zi 

R1 

2E 

ILLUMINATION/ REFERENCE HOLOGRAM 
POINT SOURCE PLANE 

OBJECT 
REGION 

> I 

(a) Recording geometry for a microwave hologram of two 
object points. 

Kl2 L 
LASER REDUCED 

ILLUMINATION SIZE 
HOLOGRAM REAL IMAGE 

PLANE 

(b) Optical real image reconstruction using a lens. 

(c) Arrangement for viewing virtual image directly. 

Fig. 2. 
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The focusing condition for the reconstructed image 
(analogous to the classical lens formula) is given by24 

1 1 /12 ( 1 1 
(4) 

Z2 R2 1, RI Zi 

where the upper signs refer to Z1 > R1 and the lower 
signs to Z1 < R1. Note that negative values of R, and Z1 

indicate that the two object points are located on the 
right-hand side of the recording aperture as shown in 
Fig. 2(a); a positive value of R2 indicates that the 
reconstructing beam of light is convergent and that the 
images are real. These signs have been absorbed into 
equation (4). 

Eliminating Z2 from equations ( 1) and (4), and sub-
stituting the result in equation (3) yields the following 
quadratic equation in K: 

1 1 

ell RI Z1 R2 

Solution of this equation gives two values of K at which 
the axial and lateral magnifications are equal. Using the 
binomial theorem, the following approximate solutions 
are then obtained: 

R, Z 
K, = + -T-R,) 12 R2 + higher order terms (6a) 

Z 
K 2 = --n ± higher order terms. (6b) 

The higher-order terms contribute less than 1 % for the 
typical range of values used in microwave holography 
and are therefore neglected. The solution, K1, is greater 
than the wavelength ratio and is therefore ignored but 
the second solution, K2, has flexibility and can be chosen 
by suitable design of the hologram formation and image 
reconstruction parameters.t Substituting K2 = Z1/R2 
into equation (5) leads to an exact solution of the 
quadratic if Z1 = RI, that is, 

(5) 

R, 
K = — (7) 

R2 

When Z, = R, over the whole object, a paraxially-
limited Fourier transform hologram distribution is 
formed but the concept of a three-dimensional image is 
meaningless, the object there being planar. However 
when a Fourier transform hologram is formed with a 
three-dimensional object whose axial dimension is 
sufficiently small then the value of K given by equation 
(7) can be utilized. The quadratic phase deviation across 
a hologram resulting from such a three-dimensional 
object is given by 

2/r) L2 ( 1 1 ) 

Ai 2 — RI Zi 

and is seen to be zero when the case of a Fourier trans-
form hologram exists, that is when Z1 = RI. However, 
according to Diamond,' the Fourier transform holo-
gram distribution exists substantially over the range 
— ir/4 < cf, < ir/4, this being analogous to the Rayleigh 

(8) 

t The relationship between the proposed reduction factor and the 
ideal solution is given in the Appendix. 

distance for an antenna at which the phase deviation 
across an illuminated aperture must be less than ir/4 for 
generation of the far field pattern. Using this limit of 4), 
the maximum object depth which can be permitted is 
therefore given by 

Z = +Z, = 
(2L)2 -T-R,A,* 

Rî 
(9) 

3 Computed Holograms and Optical Image 
Reconstructions 

From the principal equations (7) and (9), curves of 
hologram aperture (2L), reduction factor (K) and 
reconstructing lens focal length (R2), have been computed 
and plotted against reference distance (R1) for a range of 
wavelengths (A1). Examples of these curves are shown 
in Figs. 3(a) and (b). The object depth (Z) was chosen 
initially to give an easily detectable image depth on 
reconstruction. It can be seen from these curves that 
although the object appears planar at the hologram 
recording plane, its axial component can be comparable 
to the reference distance. 

A microwave hologram distribution of two object 
points has been computed on the basis of this theory 

20 

10 

o 

15 

10 

200 400 
1 1  

600 800 
R1 ( m) 

200 

(a) Z1> Z. 30 m. 

8100  400 600 

Ri, (m) 

(b) Z1 < R1, Z = 30 m. 

= 150mm 
= 100mm 

À. 10mm 

1000 

X.10mm 

À = 100mm 

À = 150mm 

1000 

Fig. 3. Curves showing the relationship between hologram 
aperture and reference distance. 

March 1974 169 



D. G. JONES and A. P. ANDERSON 

using the following parameter values: 

object point spacing (laterally) 3 m 

object point spacing (axially) 30 m 
formation wavelength (4) 10 mm 
reference distance (R2) 500 m 

hologram aperture (2L) 10 m 

The hologram distribution, generated on a 32-level 
intensity display system," is shown in Fig. 4. A recon-
structed image obtained by illuminating the hologram 
with He—Ne laser light is shown in Fig. 5(a). The para-
meter values used in the reconstruction process are: 

reduction factor K 103 

reconstruction wavelength (À2) 0.6328 gm 

reconstructing lens focal length (R2) 500 mm 

It should be noted that the value of K used is a factor of 
approximately 16 less than the wavelength ratio. 

4 Interpretation of the Images 

The reconstructed object points /z, and shown in 
Fig. 5(a) both appear in focus, indicating that they lie 
within the depth of focus of the lens, approximately 4 mm. 
The relative axial and lateral spacings in the microwave 
regime are found to be preserved in the optical regime. 
If the criterion for choosing K is not obeyed and the 
reduction factor increased by a factor of 2, then the 
distortion normally associated with wavelength change 
holography becomes obvious with the two points 
separated in depth by 9 mm, an axial elongation by a 
factor of 4.5. This distortion is shown in Fig. 5(b) as a 
defocusing of one of the reconstructed points. 

In addition to the condition that the axial and lateral 
magnifications must be equal, the lateral magnification 
should also be independent of Z2 for ideal distortionless 
three-dimensional imaging and this problem must be 
discussed with respect to the new solution. Substituting 
the focusing condition of equation (4) into equation (1) 

Fig. 4. Multilevel hologram of two object points. 

(a) K = 103. 

11110 

41110 

(b) K --- 2 x 103. 

Fig. 5. Optical reconstructions of two points. 

and eliminating Z2 yields 

(22/4)Ri R2 K M = 
x (4121)1(2(+Zi 7F- Ri)R2—ZIRi. (10) 

Since (i12/4) K2R2(±Zi -TR') 4 Z2/22 in the case of 
microwave holography, then 

/12) R2 y 
Mx• Zi 

Hence from equation (7) 

I M 112 (RI) (  RI 4 - - — (11) 
11 Z1 21 \ RI 

and shows the dependence of the lateral magnification on 
Z1 for both Z1 > Ri and Z2 < RI. A graph of the 
lateral magnification against RI is shown in Fig. 6 for 
Z1 > RI and for a constant object depth, Z. Since the 
lateral position of the imaged object point depends on 
the lateral magnification, the effect is manifested as a 
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(a) 

FO 

043 

0.6 

NT 0,1 

0.2 

I I  
200 400 600 800 1000 

R1 ( m) 

(a) (b) (c) 

Fig. 6. Dependence of lateral displacement of a point for which 
Z1 R1 on reference distance. Effect of parameters chosen at 
(a) R1 Z, (b) R1 = 9Z and (c) Z1 --> R1 is illustrated by re-
constructed points. 

lateral displacement of the point along a path joining the 
zero order axis of the system and the perfectly imaged 
object point. The graph shows that the correspondence 
between the image point /z2 and the perfectly imaged 
object point decreases as R, decreases, especially as R, 
approaches the object depth Z. Only when R, = Z, 
and Mx = 12/21 is there exact correspondence. 

It is useful to consider how much distortion can be 
tolerated. The viewing of an image tends to be subjective 
depending on the type of image and how much distortion 
the viewer can accept before the image is no longer 
recognizable. Suppose (somewhat arbitrarily) that a 
disparity between the perfect and actual lateral magnifica-
tions of 1O% is acceptable. Then for Z, > R, and using 

le If- - - - " 
- 1 

- 50m - 

HOLOGRAM 
PLANE 

OBJECT 
REGION 

SOURCE/REFERENCE 
PLANE 

Fig. 7. Formation of the hologram of a cube showing dimensions 
used in the computer simulation (21 = 10 mm). 

equations (3) and (11) for the perfect and actual lateral 
magnifications, 

22 R 22 
-17 1> 0.911 

R, > 0.9 Z, 

or 

R, > 9 Z (12a) 

Similarly for Z, < R1, the acceptable condition is 

R1 > 11 Z (12b) 

Equations ( 12a and b) show that in order to limit the 
lateral distortion to a prescribed value, the reference 
distance must be greater than the object depth by the 
figures shown. The photographs in Fig. 6 show the 
three reconstructions under these conditions, namely, the 
undistorted image as Z, R1, an image obtained from 
the condition R, = 9 Z, and an image with lateral 
distortion (shown by the orientation of the points) when 
R, Z. It is observed that there is very little difference 
between the perfect case (Z, = R1) and the case given 
by equation ( 12a). Similar results are to be expected from 
equation (12b). Since the holograms corresponding to 
the three images have different aperture and reference 
distances, the object point, ° R,' will produce higher 
spatial frequencies in the hologram plane as R, is 
decreased. Hence the image of OR, moves further from 
the axis and its lateral position is in fact proportional to 

(b) 
Fig. 8. Optical reconstructions of the cube. (a) Rotated 20° around Z-axis, (b) rotated 40°. 
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(2L/Ri). Thus, as R1 decreases while maintaining 
Z1 > RI, the point /z, moves towards the axis as the 
image OR, moves away which explains the distortion 
seen in Fig. 6 as R, approaches Z. 

The whole operation of hologram formation and image 
retrieval is shown convincingly for eight object points 
forming the shape of a cube. The dimensions used in the 
computer simulated microwave regime are shown in 
Fig. 7. Two views of the reconstructed object are shown 
in Figs. 8(a) and (b). 

5 Conclusions 

New criteria have been developed for the reconstruc-
tion of almost distortionless three-dimensional optical 
images from microwave (or other long wavelength) 
holograms. Hitherto, the requirement for distortionless 
three-dimensional images has been that the long wave-
length hologram must be scaled by the wavelength ratio 
and hence such images have not been realized. The 
proposed criteria permit the hologram to be scaled by a 
factor much less than the wavelength ratio and this 
result has been verified in practice using a computed 
hologram. 

An expression is given for the maximum permitted 
object depth when using the new scaling factor and also a 
relationship between reference distance and object depth 
which sets a limit on the lateral distortion 

Although in principle the reduction factor can be 
chosen at will by suitable manipulation of the parameters 
for any object, in practice the final image size may be a 
critical factor in determining K; if the object is too small, 
then it will be impossible to view the image directly. 
When the object size permits direct viewing of the 
reconstructed image, the scaled microwave hologram 
must be illuminated by a diverging optical wave of the 
correct radius of curvature. Only in this case is the full 
three-dimensional character of the image retained. 
However, in cases where the reconstructed optical image 
requires magnification, elimination of gross primary 
distortion is still desirable, and, in some cases, the whole 
almost undistorted image can be arranged to be within the 
depth of focus of the optical viewing system. 
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8 Appendix 

The relationship between the reduction factors obtained 
in equations (6a and b) and the ideal solution' is seen 
as follows. Consider the quadratic equation in K given 
by equation (5). The solution gives two values of K at 
which the condition of equal lateral and axial magnifica-
tions is satisfied. However, as previously stated, the 
other condition which must be satisfied for a perfect 
solution to the three-dimensional problem is that the 
lateral magnification must be independent of the axial 
co-ordinate. Since the lateral magnification is contained 
in equation (5), then it can be made independent of Z1 

by equating terms containing Z1 to zero, that is, 

Z (22) Zt A 
— -r — = 

— RI /11 R2 

or 

R+K2R222 = R121. (13) 

Equation (5) now reduces to 

K = 
dt2 

(14) 

Substituting this expression for K in equation (13) yields 
the ideal reduction factor: 

R, K = - = 
12 — R2 

(15) 

Manuscript first received by the Institution on 6th August 1973 and in 
final form on 17th October 1973. (Paper No. 1575/MST 2.) 
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IERE 

News and 

Commentary 

The Eighth Clerk Maxwell Memorial Lecture 

A record attendance was present at the London School of 
Hygiene and Tropical Medicine on March 21st to hear Dr. 
Wernher von Braun give his Clerk Maxwell lecture on 'Our 
space programme after Apollo'. The lecture will be published 
in full in an early issue of the Journal, together with a 
selection from the excellent slides which accompanied the 
presentation. 

'The Collected Clerk Maxwell Memorial Lectures,' which 
comprises the first seven lectures given between 1951/71, may 
be obtained from the IERE Publications Department, price 
£2.50. 

IERE Visit to ESTEC 

The Institution has received an invitation for a small party 
to visit the European Space and Technology Centre (ESTEC) 
at Noordwijk in The Netherlands on Friday, 3rd May next. 
The party will be welcomed by Dr. O. Hammarstróm, 
Director of ESTEC, and the programme will include a tour 
of the Centre under the guidance of Dr. A. V. J. Martin, 
C.Eng. (Fellow). This will be followed by a presentation on 
European electronics projects in space. In addition to pro-
viding an opportunity to visit the Centre, this visit will be an 
excellent opportunity for members to meet and get to know 
some of their colleagues working in Europe. 

It is proposed that the party should fly from London Air-
port to Amsterdam on the evening of Thursday, 2nd May, 
stay overnight at a hotel in or near Noordwijk, and return to 
London on the evening of Friday, 3rd May. A reception and 
dinner will be held following the visit at which wives (or other 
guests) will be welcomed. If there is a sufficient number of 
ladies in the party a tour of the bulb fields will be arranged 
during the day. The cost including air fare and overnight 
accommodation will be between £50 and £55 per person. 

Further details may be obtained from Mr. R. C. Slater, 
Deputy Secretary, IERE, 8-9 Bedford Square, London 
WC1B 3RG. 

A History of the Institution 

'A Twentieth Century Professional Institution: The Story 
of the IERE' is still available in paper bound form, price 
£1.50. This 120 page book covers the history of the institution 
from its foundation in 1925 up to the granting of the Royal 
Charter and relates it to developments in radio science and the 
electronics industry. (A fuller description is given on the 
advertisement pages in this issue.) Orders for copies should be 
accompanied by a remittance and sent to the Publications 
Department, IERE, 8-9 Bedford Square, London WC1B 
3RG. 

ICE Luncheon Club 

Membership of the Luncheon Club at the Institution of 
Civil Engineers, Great George Street, Westminster, S.W.1, is 
open to members of other CEI Institutions without 
subscription and does not require special membership cards. 
Members of the IERE are entitled to make full use of the 
facilities of the Club and the only formality is that they may 
very occasionally be asked, as may Civil Engineers, to estab-
lish their identity and link with the IERE. 

The Restaurant, Cafeteria, ICE Box Bar and Buttery at 
Great George Street are open daily from Monday to Friday 
between 12 and 2.30 (except at holiday periods). Members 
may bring guests (including ladies and children). It is 
advisable to book tables in the Restaurant—telephone 
930 8373. 

Changes of Address 

Members are reminded that they should notify the Insti-
tution as soon as possible of any change in the address to 
which Journals and other membership correspondence are 
sent. The form printed at the back of most issues of the Journal 
can be used for this purpose but it is also helpful if an old 
address label is enclosed with the notification. 

It should be appreciated that it is not possible to put such 
changes into effect immediately since labels for posting 
Journals are prepared some time in advance of the actual 
posting dates. Arrangements for forwarding of such com-
munications are therefore recommended. The British Post 
Office makes a charge for redirection of 50p for a period not 
exceeding one month, for a period not exceeding three 
months 75p, and for 12 months £2. 

Index to Volume 43 

The index for the 1973 issues of the Journal, forming 
volume 43, will be ready in April. As stated in the December 
1973 issue (page 761), copies will only be sent automatically to 
libraries and other organizations who subscribe to the 
Journal. Members of the Institution who wish to obtain a 
copy of the index may obtain one free of charge on 
application to Publications Department, IERE, 8-9 Bedford 
Square, London WC1B 3RG. As a limited number only will 
be printed it would be helpful if such requests are made with-
out delay. Indexes will be incorporated in all bound volumes 
supplied by the Institution. 

The Changing Role of Purchasing in the 
Telecommunications Industry 

The Institute of Purchasing and Supply has formed a new 
Specialist Section covering Telecommunications and its first 
meeting will be held at the London Hilton on Thursday, 
9th May. 

The basic aims of the meeting are: 
To assist top management and particularly those in 

Procurement, Marketing, Planning and Production to 
appreciate the additional demands of increased programmes 
and changing technology which will arise during the next 
decade or so of accelerating growth in Telecommunications. 
To review present and future developments of compo-

nents and materials and seek the views of experts in these 
fields. 

The following contributions are to be made: 

'Telecommunications and the Future—A Post Office View' 

K. H. Cadbury, C.B.E., M.C. (Senior Director, Planning and 
Purchasing, Post Office) 
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'The Technological Revolution in Telecommunications and 
its Effect on Export Markets' 
D. H. A. Scholey, M.B.E., C.Eng., F.I.E.E., F.I.E.R.E. 

(Technical Executive (Telephony), Private Communications 
Systems, Plessey Telecommunications Limited) 

'Electronic Components for Telecommunications' 
J. A. Everist (Advance Programmes Manager, 177' Semi-

conductors) 

'The Essential Connection' 
R. A. Leather, B.Sc., C.Eng., M.I.E.E., M.I.Mech.E. (Manager, 

Electrical Connections Group of Ferranti Limited) 

'Transmission' 
G. A. Dodd, M.B.E., C.Eng., F.I.E.E., A.I.R.S.E. (Divisional 

Director and General Manager, Telephone Cables Division, 
B.LC.C. Limited) 

The fee for this one-day meeting will be £19.80 for members 
of the Institute of Purchasing and Supply and £24.20 for 
non-members. These charges include luncheon, coffee, tea 
and V.A.T. A detailed programme is available from Mrs. 
G. Hine, Institute of Purchasing and Supply, York House, 
Westminster Bridge Road, London, SEI (Telephone 01-92& 
1851). 

CEI News 

CEI and the Future of the Institutions 

'The CEI and the Future of the Institutions' was the title 
of a forum organized by the Peterborough Joint Panel of the 
Institutions of Mechanical, Electrical and Marine Engineers 
on 11th February last. Chaired by Sir Leonard Atkinson, 
Chairman of CEI, the panel comprised Mr. M. W. Leonard 
(CEI), Dr. G. F. Gainsborough (IEE), Mr. J. G. Watson 
(ICE), Mr. J. S. Robinson (IMarE) and Mr. K. H. Platt 
(IMechE). 

A well-attended meeting heard various aspects covered by 
the speakers of the engineering institutions' current and future 
activities. Mr. Leonard spoke on the present activities of 
CEI in relation to H.M. Government, the Common Market 
and State Registration. Qualification standards, recruitment, 
training and re-training of engineers were covered by Mr. 
Watson. Dr. Gainsborough spoke on learned societies and 
professional conduct. From Mr. Stuart Robinson the audience 
heard about the funding of CEI activities in relation to the 
Institutions, and from Mr. Platt a summary of the personal 
services to members available from the institutions. 

Streamlining CEI—the New Structure 

By 1972 a stage had been reached in the evolution of the 
Council of Engineering Institutions when it was felt timely 
both to review the progress made by the Council since its 
inception in 1965 and to determine whether its existing 
structure was best adapted to meet future developments and 
requirements. A feeling prevailed that the Board itself, with its 
large representation from Constitutent Members, was too 
cumbersome a vehicle to deal with the gathering momentum 
of day-to-day business being encountered by CEI. The first 
step towards implementing a more streamlined structure 
came in November 1972, when Presidents of Constituent 
Members concurred with a memorandum on CEI Phase II. 
This included a proposal that 'the Board would delegate 
powers to a small Executive body to deal with all Council 
business except that which the Board would specifically 
reserve to itself, e.g. changes in the Constitution, standards, 
new membership. The Executive Committee would advise 
the Council on policy and be responsible for seeing appro-
priate papers are initiated for the Council's consideration'. 

In March of last year the Board decided that the principle 
of a small Executive be adopted and that an Interim Executive 
Committee should be set up to examine and progress its 
formation. This was formed in May with a brief to prepare 
formal proposals to place before the Board at its July meeting. 
In examining a framework and guidelines for its permanent 
successor, the Executive Committee itself, the Interim 
Executive produced some positive proposals that were accep-
ted by the Board. One of these was that the Board should 
meet twice yearly in addition to the Annual Meeting and as 
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special occasion might demand. Another was that the Execu-
tive should meet regularly to see that much of the business 
previously undertaken by the Board was completed expedi-
tiously. 

It was also proposed that there should be some rationali-
zation of the standing committee structure. Here it was 
envisaged that the work of the existing five standing com-
mittees—those for Education and Training, General Purposes 
and Finance, Membership, Overseas Relations, and Parlia-
mentary Affairs—would in future be undertaken by the 
Executive Committee in conjunction with only three standing 
committees, 'A', 'B' and 'C'. 

All these recommendations have now been implemented, 
and meetings have taken place both of the Executive and of 
the three new standing committees. 

The work of Committee A, under the chairmanship of 
Professor J. F. Coales, concerns registration procedures for 
C.Eng. and all academic matters leading to qualification, 
registration, education and training of Chartered Engineers. 
The concern of Committee B, whose chairman is Mr. B. 
Hildrew, is that of CEI's internal affairs, and it will consider 
and advise on matters in which the Constituent Members 
must specifically participate in order to effect action. Com-
mittee C, under Sir Norman Rowntree, is for external affairs 
and it will consider and advise on any matters which involve 
organizations outside CEI and the Constituent Members. 

As a result of this reorganization the IERE Council is 
making a number of new appointments to CEI. Professor 
W. Gosling (Vice-President) is to serve on Standing Committee 
Band a nomination will shortly be made to Standing Committee 
A on which it had been intended that the late Professor 
Etnrys Williams should serve. Membership of Standing 
Committee C is on a group basis and the IERE is represented 
by an IEE member, Mr. R. T. Clayton. As far as representa-
tions on the Board itself is concerened, two vacancies have 
arisen, one due to the death of Professor Williams, the other 
because the President, Dr. I. Maddock is responsible, in his 
capacity of Chief Scientist of the Department of Industry, 
for certain important aspects of the Government's relation-
ships with the Board. One of these vacancies is to be filled by 
Dr. P. A. Allaway (Vice President), and Council will make 
the second appointment shortly. The third IERE Board 
member will continue to be the Director, Mr. G. D. Clifford. 

CEI Survey 

Members are reminded that copies of CEI's 'Survey of 
Professional Engineers 1973', published in December (and 
fully commented upon in the December issue of The Radio and 
Electronic Engineer) are obtainable from the Council of 
Engineering Institutions, 2 Little Smith Street, London SW!, 
price of £4.50. 
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A tribute to 

Professor Emrys Williams 
B.Eng., Ph.D., C.Eng., F.I.E.E., FL ERE. 

Members throughout the world will regret the death on 
13th February 1974 of Emrys Williams, the 19th President of 
The Institution. It was in character with his deep involvement 
in Institution activities that he had just left the Annual 
General Meeting of the South Wales Section when he suddenly 
collapsed. 

Born in Liverpool in 1910, Emry Williams graduated from 
the University of Liverpool in 1932; his doctorate was con-
ferred in 1934 for his work on electroacoustics. He then 
joined the Scientific Staff of the General Electric Company at 
Wembley and worked in the Electroacoustics, Telephony and 
Television Departments of the Research Laboratories. It 
was there, in 1936, that we met and talked about education, 
Institutions and the future of radio engineering. 

His belief in the need to foster the teaching of radio 
engineering in the universities led him to secure, in 1937, a 
Lectureship at King's College, University of Durham. He 
retained this appointment for ten years, during which he 
married Dr Margaret Morrison, wrote the first of two 
standard textbooks—`Thermionic Valve Circuits'—and be-
came a corporate member of the Institution in 1944. He was 
immediately appointed to the Committee of the North Eastern 
Section, of which he subsequently became Chairman. 

Thus he began to demonstrate the sincerity of his 
convictions which also encompassed international freedom of 
opportunity. Much could be written of the liberal views of 
Emrys which he translated in later life by generously giving 
time and effort to deserving causes. 

Having voluntarily worked for the need for universities to 
encompass radio and electronics as major departments he 
sought and obtained the Chair of Electrical Engineering at the 
University of North Wales, Bangor, in 1947. Seven years later 
he was appointed by the University College of South Wales 
and Monmouthshire to the Chair in Electrical Engineering 
and subsequently headed the separate Department of Electri-
cal and Electronic Engineering—the post he was to hold for 
the remainder of his life. During that time he was a forceful 
advocate of full University status for each of the four colleges 
of the University of Wales. 

Professor Emrys Williams spoke and wrote widely on 
technical and educational matters. His second, and now 
standard, textbook on 'Electric Wave Filters' was published 
in 1963 and he gave talks and papers to many Institutions on 
fundamental aspects of electronic engineering. His writings 
in The Radio and Electronic Engineer were on education and 
training; his Inaugural Address as President* in 1967 empha-
sized the need for specialization in engineering and is 
memorable for his description of electronics as 'the greatest 
intellectual "nosey parker" of all time'. 

His ever growing reputation on training in the electronics 
field resulted in his being invited to be an external examiner to 
several British Universities; he was also a visiting professor to 
the Kumasi University of Science and Technology. In March 
1967 Professor Williams made an overseas tour, with the 
Director, visiting the Indian Division and the newly formed 
Israeli Section. 

Before the advent of the CEI, Emrys Williams was the IERE 
representative on the Joint Committee for National Certi-
ficates in Electrical and Electronic Engineering for many 
years, and also the Institution's representative on the 
Engineering Institutions Joint Council (EIJC)—the forerunner 
of CEI. 

This testimony is to record the influence that Emrys 
Williams had on the welfare of the Institution of Electronic 
and Radio Engineers. For thirty years he was continuously 
involved in its affairs, both in the Sections and on the Council 
and its Committees. He was first elected to the Council in 
1952 and apart from a statutory interval of a year's absence, 
as required by the Bye-Laws, he continuously served on it 
until last October; in 1954 he was Chairman of the Council 
and in 1957 was appointed a Vice-President; he was named a 
Charter Vice-President and in 1967 succeeded to the 
Institution's highest office. 

In all the work which preceded the grant of the Royal 
Charter, Emrys Williams was a permanent representative of 
the Institution in the many negotiations which took place right 
up to the preparation of the Petition, the reply to the counter-
Petitition, and in the drafting of Bye-Laws. Indeed, he will 
be remembered by many for his diplomacy and skill as a 
negotiator, and in the Institution as a hardworking committee 
member and a tactful Chairman. 

Ever since CEI was formed he was a member of its Board, 
and humbly undertook the duties of a committee member on 
Education and Training. 

A writer and linguist of distinction, Emrys Williams de-
lighted in exploration, mountaineering and music as hobbies. 
A delightful companion and a sincere friend, there will be 
many in and out of the Institution who will feel the mark of 
his work. All will have great sympathy with his wife and two 
sons: sadly, he missed by a few days the birth of his first 
grandson. 

G.D.C. 

* The Radio and Electronic Engineer, 33, pp. 1-8, January 1967. 

March 1974 175 



Forthcoming Conferences 

The History of Electrical Engineering 

Following the success of the conference 'The History of 
Electrical Engineering' held in July 1973, the Science, Educa-
tion and Management Division of the Institution of Electrical 
Engineers is organizing a second conference at Goldsmith 
College, University of London, from 12th-14th July 1974. 

The conference programme will include lectures, lecture 
tours, visits to places of electrical history interest, including 
the Royal Institution to see the Faraday Museum and 
Archives, and talks on recent research in electrical history (for 
which offers are invited). 

Further information and registration forms are available 
from the Secretary, IEE, Savoy Place, London WC2R OBL, 
quoting the reference LS(SEM). 

L.F. and D.C. Electrical Measurement Practice 

The third in the series of vacation schools on electrical 
measurement practice is being organized this summer by the 
Institution of Electrical Engineers. Entitled 'L.P. and D.C. 
Electrical Measurement Practice' it is being held at the 
University of Lancaster from 7th-19th July 1974. The 
IERE, the British Calibration Service and the Institute of 
Electrical and Electronics Engineers (UKRI Section) will 
co-sponsor the school; Mr. A. G. Wray (Fellow) is represent-
ing the IERE on the organizing committee for the school. 

Both the theory and techniques of electrical measurements 
at d.c. and low frequencies (up to 100 kHz) will be covered, 
including the maintenance and use of standards and equip-
ment as well as aspects of laboratory management. There 
will be ample time for discussion. 

The school is aimed at practitioners in electrical measure-
ments in particular those engaged in the operation of stan-
dards and calibration laboratories and other measurement 
facilities and also at those involved in measurement education 
and training. Although a degree is not essential, it is likely 
that graduates and professional engineers will get the greatest 
benefit from the school. 

Companies who send employees to this vacation school 
may record the time spent as days of training for General 
Grant claim from the Engineering Industries Training Board. 

Further details are available from the Secretary, IEE, 
Savoy Place, London WC2R OBL, quoting the reference 
LS(S). 

Materials for use in Medicine and Biology 

A two-day Conference is being organized by the Biological 
Engineering Society is association with the Institute of 
Physics (Materials and Testing Group), and the Hospital 
Physicists' Association. The subject of the Conference is 
'Materials for use in Medicine and Biology' and it is to be 
held at Churchill College, Cambridge, from 18th to 19th 
July 1974. 

The two major themes of the Conference will be Implant 
Stability and Incorporation, and Implant-tissue Compati-
bility. Included amongst the topics under discussion will be 
surgical adhesives, porous prostheses, tissue-implant inter-
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facial reactions including blood compatibility, systemic 
effects following implantation, artificial joints, infection and 
implants, and dental implant materials. 

Further information may be obtained from Mr. K. 
Copeland, Biophysics Department, University College Lon-
don, Gower Street, London WC1E 6BT (Tel. 01-387 7050, 
Ext. 288). 

Low Light and Thermal Imaging Systems 

Papers are now invited for an international conference on 
'Low Light and Thermal Imaging Systems' to be held at the 
Institution of Electrical Engineers, London, from 4th-7th 
March 1975. 

The conference is being organized by the Electronics 
Division of the Institution of Electrical Engineers in asso-
ciation with the IERE, the Institute of Physics and the 
Institute of Measurement and Control. The IERE repre-
sentatives on the Organizing Committee are Lt. Col, W. 
Barker and Mr. W. G. Gore (Members). 

Sessions will include the following topics: 

Phenomenological aspects: reflectivity, contrast, emissivity, 
radiance and transmission. 

Optical system design: scanning, high-speed, stroboscopic, 
wide-angle, augmented, range-gated and assessment of 
optical imaging systems. 

Detectors: imaging tubes, intensifiers, detectors, detector 
arrays and cryogenic systems. 
Signal processing: image motion compensation, scan con-
version picture recording and transformation, and target 
detection. 

Displays: solid state, plasma, false colour, isothermal and 
man/machine interface. 

Systems and applications: surveillance, location, recog-
nition, underwater, airborne, space, security, medical, 
forensic, scientific, environment management and extreme 
environments. 

Papers on phenomenological aspects and components 
should be directly relevant to complete low light or thermal 
imaging systems. 

The Organizing Committee invites offers of contributions 
not exceeding 3000 words (i.e. maximum of six A4 pages 
including typescript and illustrations) for consideration for 
inclusion in the conference programme. Those wishing to 
offer a contribution should submit a synopsis of approxi-
mately 250 words to the IEE Conference Department by 
1st May 1974. The full typescripts will be required for assess-
ment by 14th October 1974. 

Registration forms and further programme details will be 
available a few months before the date of the conference 
from the IEE Conference Department, Savoy Place, London 
WC2R OBL. 

Aerospace Instrumentation 

The 8th International Aerospace Instrumentation Sym-
posium will be held at Cranfield Institute of Technology, 
Cranfield, Bedford, England, from 24th to 27th March 1975. 
The Symposium is sponsored by the Cranfield Institute of 
Technology, the Royal Aeronautical Society, the Institute 
of Measurement and Control, and the Instrument Society 
of America. An exhibition of Aerospace Instrumentation 
equipment will be held in conjunction with the Symposium. 

Papers are invited on subjects in the following list: 
Transducer developments. 
Instrumentation systems for: aircraft and helicopter flight 
test including environmental measurements; space flights; 
surface transport; hovercraft. 
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Avionic equipment for: aircraft and helicopters; com-
munication satellites; external environmental monitoring 
from aircraft and spacecraft; aerial survey; navigational 
aids. 

Telemetry systems including vehicle equipment, r.f. links 
and ground stations. 

Tape recorder developments and applications. 
Applications of new theoretical concepts and computer 
techniques to the problems of data gathering, transmission 
and analysis. 

Authors who wish to present a paper are invited to send, 
by 1st June 1974, a brief (up to 100 words) synopsis on these 
or other related subjects to: Mr. N. O. Matthews, Sym-
posium Organizer, Department of Flight, Cranfield Institute 
of Technology, Cranfield, Bedford, England. 

Electrical Measurements in Europe 

A residential specialist seminar on 'Electrical Measure-
ments in Europe' will be held at the Université Libre de 
Bruxelles, Belgium from 2nd-5th September 1974. It is 
being organized jointly by the Institution of Electrical 
Engineers and the Société Royale Belge des Electriciens in 
association with the British Calibration Service. 

The aim of the seminar is to provide a forum where senior 
men in the measurements field throughout Europe will be 
able to survey the present situation, identify industrial needs, 
highlight problems and consider possible solutions to these 
problems. It is hoped that the exchange of views will be 
frank and that it will be possible to achieve a measure of 
harmony in this field of technology. 

There will be five half-day sessions devoted to: specification 
and certification, national standards and problems of trace-
ability, national calibration facilities, the market for electrical 
instruments, and prospects of European co-operation. 

Further details are available from the Divisional Secretary 
LS(S), IEE, Savoy Place, London, England WC2R OBL. 

Management in Engineering 

A residential vacation school 'Management in Engineering' 
will be held from 7th to 13th September 1974 at the London 
Graduate School of Business Studies. It will be an intensive 
week's course to provide an understanding of the more 
important management skills for engineers who are in 
managerial positions or who are about to assume them. 

Subjects to be included in the school are: company objec-
tives and strategy; business planning; marketing; financial 
planning; organization; manpower planning; management 
development (including motivation); management of engin-
eering activities; project management; and problems of 
engineering management in a mass production situation. 
The emphasis throughout will be on the integrated manage-
ment approach, with lectures drawing on case studies from 
engineering situations. They will be supplemented by syndi-
cate sessions, discussion groups and films. 

The school will be organized by the Science, Education and 
Management Division of the Institution of Electrical Engin-
eers, and further details will be available shortly from the 
Secretary, IEE, Savoy Place, London WC2R OBL, quoting 
the reference LS(S). 

Dielectric Materials, Measurements and 
Applications 

Papers are invited for the conference 'Dielectric Materials, 
Measurements and Applications' to be held at Churchill 
College, Cambridge from 21st-25th July 1975. It is being 

organized by the Science, Education and Management 
Division of the Institution of Electrical Engineers in asso-
ciation with the IERE, the Institute of Physics and the 
Institute of Electrical and Electronics Engineers (United 
Kingdom and Republic of Ireland Section). The representa-
tive of the IERE on the Organizing Committee is Dr. R. A. 
Waldron (Fellow). 

The conference will be of interest to those involved with 
dielectrics and will cover the field widely, including frequency, 
temperature, pressure and other physical parameters. The 
areas to be covered will include: the behaviour and the under-
lying physical principles of solid, liquid and gaseous dielec-
trics (including biological materials); and the application of 
dielectric materials and techniques for measuring their 
properties. 

The Organizing Committee invites offers of contributions 
of not more than 2000 words for consideration for inclusion 
in the conference programme. Those wishing to offer a 
contribution should submit a 200-300 word synopsis to the 
IEE, Conference Department by 29th July 1974. Full type-
script will be required for assessment by 10th February 1975. 

Registration forms and further programme details will be 
available a few months before the conference from the 
Conference Department, IEE, Savoy Place, London 
WC2R OBL. 

Fifth B.E.S. Conference 

On the occasion of the 15th Anniversary of its foundation, 
the Biological Engineering Society is organizing a major 
International Conference, the fifth in its series on 'Recent 
Advances in Bio-Medical Engineering'. It will be held in 
Edinburgh during the week of 10th to 17th August 1975, 
immediately before the commencement of the Edinburgh 
Festival of Music and the Arts. 

Under its Chairman Mr. W. J. Perkins, C.Eng., F.I.E.R.E., 
the Programme Committee is working out a new approach 
to avoid the formal presentation of ten-minute papers which 
invariably allow little time for discussion, and to encourage 
participation by all delegates. Subjects will be selected that 
are considered to be important, and these will be dealt with 
at seminars in which a chairman will control the discussion. 
Some chairmen may decide to have an opening speaker, and 
persons wishing to make a definite contribution to the 
discussion may be invited to become participants, rather 
than to present a formal paper. It is possible that one session 
will be devoted to the presentation of papers of merit that 
do not fit into the selected topics. Some twenty seminars are 
envisaged at present and the choice of subjects needs careful 
consideration. It is hoped that intending delegates will put 
forward their own ideas for seminar subjects at the planning 
stage. As an example—ultrasonics is a major topic, but too 
general and could be discussed under a title of 'Patient-
acceptable methods of measurement' which could also intro-
duce the necessary compromise with the quality of the 
measurement. 

Appropriate emphasis will be given in the seminars to the 
significant advances which demonstrate the practical appli-
cations of bio-medical engineering in clinical practice and 
developments which enable those with various deficiencies 
to live fuller and more independent lives. 

Scientific and commercial exhibits will be welcomed and 
will be located in close proximity to the Lecture Theatre. 
Accommodation has been arranged at University Halls of 
Residence or for those who prefer at hotels in Edinburgh. 
Further details can be obtained from Mr. K. Copeland, 
Biophysics Department, University College London, Gower 
Street, London, WC1E 6BT. 
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Eyes 
at Work 
People do amazing things to overcome 

or avoid a vision handicap for which, if 
only they knew, the solution was simple. 
For example, an electrician used to turn 
his bifocal glasses upside down to do 
overhead work and risked costly repairs 
every time they fell off his face, while a 
fork-lift truck driver was on the point 
of giving up a job he liked because he 
was so distracted by overhead lights 
reflecting in his lenses as he drove around 
a warehouse. 

Most people regard their glasses as 
all-purpose aids, and end up fuming 
when the lenses will not serve some 
specialized need. Yet modern lenses 
can be made for almost any combina-
tion of seeing tasks, to improve personal 
comfort and performance. 

The answer to the electrician's 
problem was a pair of special bifocal 
lenses with an extra portion at the top 
for viewing near-range work above 
eye-level. The fork-lift truck driver 
found his solution by having lenses 
treated to minimize the troublesome 
reflexions. In these and may other 
instances, the lenses were like tools of the 
trade—made with the individual's par-
ticular needs in mind. The special 
needs of those in other occupations 
can be catered for in the same way. 

In the case of an engineer, any of the 
forms illustrated might perform more 
usefully than a conventional 'reading' 
bifocal. Points to consider are the 
direction of vision used (up, down, 
sideways) and the distances focused in 
relation to the particular sight problem 
involved. Thus the optician should be 
told precisely how eyes are used both 
at work and leisure. 
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A special spectacle frame shown in its alternative position—for reading and close work. 
The hinge in the frame (discreetly hidden behind the normal spectacle front) allows the 
lenses to be tilted well out of the way. With this frame, the spectacles do not have to be 
constantly removed for one visual task, and then replaced again. 

Some of the various lens forms that might apply in the case of an engineer. Left to right: 

A special bifocal allowing sections for close range work both at the top and bottom of the lens. 
Distance vision would be through the central portion. 

A reversed bifocal, which gives a very large area at the bottom of the lens for close work, and a large 
section at the top for arm's length work. 

A trifocal which allows a wide field of view at arm's length, with a large portion for near range vision. 
Distance vision is through the top of the lens. 
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British Electronics Exports 

Some recent contracts gained in Europe, Africa, Asia, 
the Americas and Australasia 

AFGHANISTAN 

The Republic of Afghanistan is to install 
a new national telephone trunk transmission 
system using GEC open wire line carrier 
equipment over a 1448-km (900-mile) route 
which will link the main population centres 
of the country. The contract received by 
GEC Telecommunications covers 3- and 
12-circuit telephony equipment and will 
include diesel generators and battery 
chargers to supply power for the system. 

AUSTRALIA 

Pye TVT has received a £250,000 order 
for the supply of a colour television outside 
broadcast unit to TCN9, one of Sydney's 
leading commercial stations. The vehicle to 
be supplied is part of this station's re-
equipment programme in preparation for 
the intrOduction of colour television to 
Australia in March 1975 and is based upon 
the standard 4 x LDK5 design. Initially the 
vehicle will be equipped with three colour 
cameras, with provision being made for the 
later installation of a fourth LDK5 and a 
further, hand-held camera. Among the 
particular requirements of the customer was 
the possibility of using the vehicle as a central 
control room for multi-vehicle productions. 

Two leading British companies in the 
computer automation field Plessey and 
Ferranti, have combined to win an export 
contract worth £400,000. It covers supply, 
installation, commissioning and support of 
a system to provide electronic aids to 
vehicle drivers and a toll registration system 
for a new expressway being constructed 
south-west of Sydney by the Department of 
Main Roads in New South Wales. The 
new system will provide an emergency 
telephone service for road users and monitor 
traffic volume and speed. The control centre, 
which will direct all warning signs and the 
telephone system on the expressway, will be 
equipped with two Ferranti Argus 700 
computers located at the Waterfall Toll 
Plaza. 

CANADA 

A £1.25M contract to equip the new 
1805 ft high CN Tower in Toronto, Canada, 
with a complete antenna complex for f.m. 
radio and television broadcasting services 
has been won by the Telecommunications 
Division of EMI Sound & Vision Equip-
ment, Hayes, Middlesex. When completed, 
Canadian National Railways observation 
and communication tower will be the tallest 
self-supporting structure in the world. The 
antenna system comprising initially four 
arrays surmounting the main concrete 
tower will be carried on a 220-ton needle-
shaped steel structure over 300 feet tall. 

CHINA 
AEI Scientific Apparatus has topped the 

million pound mark for sales of its latest 
ultra-high resolution mass spectrometer, 
with an order from Peking. An earlier 
model had already been sold to Machimpex. 
the Chinese buying agency. In the current 
order, worth over £120,000, the company 
will supply an MS5074 mass spectrometer 
and an associated computerized data pro-
cessing system for installation in a Chinese 
research institute. 

Pye TVT has received an order from 
China for a £250,000 colour outside broad-
cast vehicle. The contract follows Chinese 
Trade Mission visits to Cambridge and 
participation by Pye companies in the 
British Industrial Technology Exhibition in 
Peking. The o.b. van, similar to those used 
by both the BBC and British commercial 
television companies, will be equipped with 
four LDK5 units and can function com-
pletely independently as a roving television 
studio control room. 

ETHIOPIA 

Racal transmitters have been chosen by 
the Ethiopian Imperial Civil Aviation 
Administration for use in air traffic control 
and the handling of meteorological informa-
tion. This order, for three transmitters and 
associated equipment, represents a break-
through into the Ethiopian civil aviation 
market for the Bracknell company. 
The transmitters will be installed at Addis 

Ababa, transmitting to Jeddah, Khartoum 
and Nairobi as part of a British Overseas 
Development Administration loan pack-
age' which also includes instrument landing 
systems from another British company. 
Racal Communications has already installed 
transmitters for the Imperial Ethiopian 
Board of Telecommunications. 

EASTERN EUROPE 

Eastern European orders worth more than 
£120,000 for three computer-assisted 
automated draughting systems for printed 
circuit board manufacture have been 
secured by Quest Automation, Ferndown, 
Dorset. One package has been supplied to 
Videoton, Budapest, manufacturer of data 
processing equipment, and two systems have 
been ordered by the Polish Ministry for 
Machine Building. 

IRAN 
The Imperial Iranian Government has 

ordered further equipment for its Rapier 
low-level air defence systems, including a 
substantial number of radar trackers. The 
radar tracker was developed and is manu-
factured by Marconi Space and Defence 

Systems for the Rapier system. Used in 
conjunction with existing Rapier equipment 
the radar tracker will give the systems a full 
`blindfire' capability; it is mounted on an 
identical trailer to that used for the Rapier 
launcher and also includes other common 
components, thus simplifying logistic and 
maintenance support. The same automatic 
test equipment is used for maintenance of 
both the basic system and the radar tracker. 

LIBYA 
Plessey Telecommunications has won a 

major contract worth more than £ 1 .3M for 
the supply of two Plessey 5005 Crossbar 
telephone exchanges to the Posts and 
Telecommunications Corporation of the 
Libyan Arab Republic. This is a market 
previously dominated by West German and 
Swedish suppliers. Plessey will install a 
5,000 line exchange with an ultimate 
capacity of 20,000 lines at Misurata, a 
coastal town 125 miles from Tripoli, and a 
3000 line exchange with an ultimate capacity 
of 15,000 lines at the provincial capital of 
Sebha. 

NIGERIA 

Pye TVT has a £1M order from Kano 
State Government, in Nigeria, for a tele-
vision broadcasting service covering the 
State. The new broadcasting complex which 
comprises two main studios and a presenta-
tion suite, together with associated technical 
areas, will be housed in a new building due 
for completion during 1974. Television 
coverage of the State, which is about the 
size of Wales, will be by microwave link 
from the studio centre to the main trans-
mitter and two ancillary transmitter stations. 
Because of the flat terrain of Kano State 
five aerial masts will be required ranging 
from 300 ft to 500 ft in height. 

SAUDI ARABIA 

Saudi Arabia has placed an order, valued 
at £ 1 .4M with Plessey Radar for meteoro-
logical instrumentation. It is for three 
'turn-key' upper atmosphere observation 
stations for installation at Dharan, Tabouk 
and Khamis Mushait airports, and the 
contract covers the supply, installation and 
commissioning of three Plessey 43S weather 
radar and radiosonde stations, electrical and 
hydrogen generators and buildings. 

SIERRA LEONE 
Pye TVT of Cambridge has signed a 

£750,000 contract with the Government of 
Sierra Leone. The contract includes pro-
vision of a new television transmitter and 
studio centre and a sound broadcasting 
complex. The new transmitting station will 
include a 10 kW Pye Band HI transmitter 
with a 250 ft self-supporting tower. This 
transmitter will be fed by a microwave link 
from the studio centre which will include a 
main studio having three plumbicon 
cameras, a presentation studio having two 
cameras, together with a telecine suite and 
video tape recording equipment. The sound 
broadcasting complex will include a music 
studio, talks studio, commercial studio and a 
continuity suite together with a master 
control system and recording suite. 
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SINGAPORE 

Marconi Communication Systems has 
won a £125,000 order from the Singapore 
Ministry of Culture's Department of 
Broadcasting for the supply, installation 
and commissioning of new 15 kW v.h.f. 
television transmitters. Singapore television 
is going on to colour in 1974 and the new 
programmes will be carried on the Marconi 
transmitters. Two existing transmitters, 
installed by Marconi in 1966, are to be 
modified to act as stand-by equipment. 

SWEDEN 

The Swedish Telecommunications Ad-
ministration has ordered two u.h.f. trans-
mitters from Marconi Communication 
Systems through Svenska Radio Ltd. Two 
10 kW transmitters are to be installed at 
Karlstad on Lake Vänern in the south of 
Sweden. These will replace one existing 
Marconi transmitter, which is to be moved 
to the transmitting station at Varberg on 
the Kattegatt coast. Sweden has two tele-
vision channels and the order is part of a 

general consolidation programme for the 
second channel. The Marconi B7320 u.h.f. 
television transmitter is one of the range of 
i.f. modulated transmitters first introduced 
two years ago. 

UNITED STATES 

Marconi Marine has received an order 
from Mobil Shipping and Transport for the 
supply of communications installations to 
two 274,000 ton tankers currently under 
construction in Japan. Each installation 
will be based on Marconi Marine's high 
power Conqueror synthesized drive s.s.b. 
transmitter. It will be fitted with two Apollo 
s.s.b./d.s.b. digital display receivers which, 
together with a full emergency communica-
tions installation, will be housed in a low-
line console/desk unit. A Survivor portable 
lifeboat transmitter/receiver is to be supplied 
for use in the lifeboats, while v.h.f. radio-
telephone requirements will be met by an 
Argonaut S transceiver equipped with 
weatherproof bridge wing extension units. 
Other equipment to be supplied includes a 
Lodestar HD automatic radio direction 

finder and two multi-standard television 
receivers complete with a v.h.f./u.h.f. aerial 
system. 

WEST GERMANY 

Pye Telecommunications has received a 
£200,000 export order from West Germany 
for some 1,300 mobile two-way radio 
equipment. The order has been placed by 
the company's German agents for a variety 
of customers including public utilities and 
private industry. 

YUGOSLAVIA 

Marconi Marine has received orders from 
Yugoslavian shipyards for the supply of 
communications equipment and naviga-
tional aids to six new vessels. All will have 
main communications installations based 
on Marconi Marine's Conqueror synthesized 
prive single-sideband transmitter and 
associated Apollo digital-display single-
side-band receiver. The Apollo receiver, 
together with a full range of emergency 
equipment, will be housed in a low-line 
console/desk unit which Marconi Marine 
is supplying to each vessel. 

Television and Radio Expansion 

Matters concerning the expansion of television and sound 
broadcasting services in the United Kingdom were discussed 
in some detail at the recent quarterly meeting of the General 
Advisory Council of the BBC. The Council, which is one of 
the bodies through which the BBC seeks constructive criticism 
and advice on its activities, was considering a paper on the 
Use of Radio Frequencies for Sound and Television Broad-
casting in the United Kingdom and the detailed comments 
made on it by a sub-committee. 

It noted the fact that under the current expansion pro-
gramme for bringing television reception to the whole popu-
lation, 98% would be served by all three channels by 1979 at 
a cost of £4 M a year. The remaining 2% would comprise 
small communities numbering about 1000 people or less. 
The reasons, mainly outside the BBC's control, why this 
programme could not be further expedited, were generally 
accepted. 

It supported the BBC's intention to continue with the 
expansion programme at a similar rate of expenditure 
annually thereafter until a situation was reached around the 
mid-1980s when, given the necessary frequencies, the size of 
isolated communities still to be served would have been sub-
stantially reduced. It was acknowledged that thereafter a point 
would be reached in which any supposed obligation to reach 
100% coverage had to be weighed against steeply escalating 
costs. Consideration might have to be given to alternative 
forms of finance, possibly with the assistance of national or 
local government, bearing in mind that people living in areas 
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furthest from main centres of population might have a strong 
claim on public resources for access to popular entertainment 
and cultural influences. 

On radio reception, the sub-committee of the Council 
recognized that the continued expansion of radio broadcating 
throws an increasing load on channels at present allocated for 
broadcasting purposes. They accepted that the additional 
coverage required must be provided in the v.h.f. band, and 
they advised the BBC to pursue representations to the Ministry 
of Posts and Telecommunications as to the urgency of trans-
ferring service users to other bands in order to clear, at the 
very least, the 97.6-100 MHz band for broadcasting, as is 
the case in other countries. 

They also suggested that the BBC should carry out a deter-
mined programme to inform listeners about the desirability of 
buying multi-wave receivers, having long, medium wave and 
v.h.f. capability, many of which are available at reasonable 
prices, in view of the likelihood that increasing reliance will 
have to be placed on v.h.f. in the future because of inter-
national frequency allocations. 

The Council accepted that changes in the present frequency 
patterns for radio might be forced on the BBC by inter-
national developments. It urged, therefore, that specific and 
continuing research on current listening habits in terms of set 
and waveband usage should be undertaken so that any future 
changes which might become necessary could be designed to 
secure as much public acceptability as possible. 
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Members Appointments 
CORPORATE MEMBERS 

Mr. J. C. King (Fellow 1948, Associate 
1946) has been appointed Managing 
Director of Thorn Radio Valves and Tubes 
Limited. Mr. King joined the Board in 
1971 when he was General Manager of the 
company with whom he has been for the 
whole of his professional life. He was the 
first Chairman of the Kent Section. 

Mr. C. J. Bulcock (Member 1966, 
Graduate 1962) who was a Technical Sales 
Engineer with English Electric, Stafford, 
concerned mainly with high voltage d.c. 
transmission, has been appointed Chief 
Engineer of Harrods Limited, London. 

Air Commodore A. J. B. Clements 
(Member 1951) has been appointed Air 
Officer Signals, Support Command Signals 
Headquarters, Royal Air Force Medmen-
ham. He was previously Assistant Control-
ler (Operations), Headquarters Defence 
Communication Network. 

Mr. K. J. Dickens (Member 1971) who 
went to the United States in 1970 as a 
Technical Field Support Specialist for 
mass spectrometers with AEI Scientific 
Apparatus Inc., is now Section Head in the 
Electronics Department of the James 
Franck Institute of Chicago University. 

Mr. G. A. Duguid (Member 1971) has 
joined the Rank Video Organization as 
Senior Engineer concerned with computer 
controlled video editing. He has previously 
held appointments with Independent Tele-
vision News, EVR Partnership and the 
Marconi Company. 

The Council has learned with regret of 
the deaths of the following members. 

Flight Lieutenant Patrick Michael Nag,aur, 
RAF (Graduate 1969) died suddenly on 
20th October 1973, aged 40 years. He 
leaves a widow and five children. 

Flt. Lt. Nagaur entered the RAF in 1956 
as a Junior Technician and by 1968 had 
reached the rank of Chief Technician. 
During this period he had obtained Higher 
National Certificate in Electrical and 
Electronic Engineering following part time 
studies at Harrow College of Technology. 
He was commissioned in 1971 with seven 
years seniority in the rank of flying officer 
and after completing his training at the 
RAF College, Cranwell, was posted to RAF 
Bawtry. At the time ofi his death he was 
at RAF Scampton, Lincoln. 

Herbert Frederick Bell (Graduate 1964) 
died on 22nd December 1973, aged 53. He 
leaves a widow and two sons. 

Mr. Bell was educated at Creighton 
School, Carlisle and served his apprentice-
ship in the Post Office Engineering Depart-
ment. He later studied at Carlisle Technical 

Mr. J. L. L. Osborne (Member 1954) 
will retire later this year after completing 
35 years with Mullard Company. For the 
past ten years he has been Manager of 
Central Technical Services at Mullard 
House. He was for many years particularly 
concerned with quality testing of receiving 
valves at the Company's radio valve works, 
Mitcham, and he has served on several 
industry and BSI committees. 

Mr. G. White, C.G.I.A., (Member 1968, 
Associate 1966) has joined IVS (UK) Ltd. 
as Technical Director. He has held senior 
appointments during recent years with 
Memorex Corporation and with television 
broadcasting organizations. Mr. White 
served on the Committee for the recent 
IERE Conference on Video and Data 
Recording and he is the author of a book 
on 'Video Recording' published in 1972, 
in addition to articles in technical journals. 

Mr. J. A. Wyatt (Member 1965, Graduate 
1963) has been appointed Quality Assurance 
Manager with the Data Equipment and 
Systems Division of Standard Telephones 
and Cables Limited. He was previously 
Deputy Quality Assurance Manager in the 
Company's Step by Step Telephone Switch-
ing Division. 

NON-CORPORATE MEMBERS 

Mr. G. R. Billington, B.Sc., (Graduate 
1973) who was an Electronics Development 
Engineer with the Lucas Electrical Com-
pany, Burnley, has joined RS Components 
Limited, London, as Technical Represen-
tative. 

Obituary 

College and was awarded the Ordinary 
National Certificate in 1957 and in 1963 he 
obtained his Higher National Certificate. 
On both these occasions he received an 
IEE prize for his high standard. Mr. Bell 
joined the UKAEA in 1959 as an Instrument 
Mechanic and subsequently he was employ-
ed by British Nuclear Fuels Ltd. as the 
senior instructor in electronics in the 
Instrument Training School at Windscale 
and Calder Works. He played a major 
part in developing the City and Guilds 275 
Course Part 3 syllabus taught in the 
School. G.R.B.W. 

Peter McGregor, Dip. El. (Member 1955, 
Graduate 1950) died on 31st December 1973 
after being ill since August. He was 54 
years of age and unmarried. 

Mr. McGregor originally trained as an 
architect and surveyor but after War 
service with the Royal Engineers he obtained 
the Diploma in Electronics of the then 
University College of Southampton and 
entered the Royal Naval Scientific Service 
as an Assistant Experimental Officer. For 

Mr. A. Butterworth (Graduate 1969) has 
moved from Dorman Smith Britmac 
(Preston) where he was a Technical Con-
troller, to Corning-EEL Scientific Instru-
ments Limited, Halstead, Essex, as Sales 
Engineer. 

Mr. H. M. Morton, B.Sc. (Graduate 
1973) has been promoted to Engineer with 
Plessey Telecommunications Limited, 
Beeston, whom he joined in July last 
year as an Assistant Engineer after gradu-
ating from the University of Strathclyde. 

Mr. A. Smith (Graduate 1969) has 
joined Data Recognition Limited as 
Customer Services Engineer; he was 
previously Field Engineer with the West 
German subsidiary of Data 100 Limited. 

Mr. H. P. White, B.Sc. (Graduate 1953, 
Associate 1945) has been appointed man-
ager of Central Technical Services, 
Mullard Limited, in succession to Mr. J. L. 
L. Osborne (Fellow) who is retiring. He 
has been with the company since 1945, 
initially in the Valve Measurements and 
Applications Laboratory and subsequently 
in the Technical Services Department 
where he has been head of the Data and 
Publications Sections since 1955. 

WO H J. Moore, REME (Associate 
1973) is now with REME Technical 
Services BAOR as Defect Investigator and 
Electronic Adviser. 

Mr. K. J. Pearson (Associate 1951) who 
has been with the Home Office for 34 years, 
latterly as Engineer in Charge of the Home 
Office Telecommunications Establishment 
near Cheltenham, retired at the end of the 
year because of ill health. 

the majority of his professional life he was 
concerned with the development of sonar 
equipment serving at the Admiralty Under-
water Weapons Research Establishment, 
Portland. In 1955 Mr. McGregor contri-
buted a paper to the Journal on 'Trace to 
trace correlation in visual displays' which 
presented early work on elementary pattern 
recognition. In 1964 he was promoted to 
Senior Experimental Officer and was 
subsequently regraded as Senior Scientific 
Officer. 

Mohammad Abdul Aleem Khan (Graduate 
1963) died on 12th January 1974, aged 33. 
He leaves a widow. 

Born and educated in Pakistan, Mr. Khan 
graduated with a general degree at the 
University of Karachi in 1958. In 1961 he 
came to England and studied engineering 
subjects at the Borough Polytechnic and 
Wandsworth Technical College, obtaining 
his HNC in Electronics with Electronics 
Measurements endorsement in 1963. From 
1961 until 1966 he was a Scientific Technical 
Officer (Grade 2) at the Mining Research 
Establishment of the National Coal Board, 
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working on problems on intrinsically safe 
electrical equipment. For the next three 
years he was Deputy Manager of Philips 
Electrical Industries of Pakistan Limited, 
and at the end of 1969 he returned to 
Europe to work as an Engineer with 
Landis and Gyr of Zug, Switzerland, 
where he was concerned mainly with 
reliability evaluation on semiconductor 
devices. From July 1972 until the time of 
his death he had been working as a Develop-
ment Engineer with Siemens-Albis of 
Zurich. 

William Robert Roper (Member 1966, 
Graduate 1963) died on 14th January last 
at the London Hospital as a result of 
injuries received in a car accident a few days 
previously. He was 35 years of age and 
leaves a widow and two children. 

Born in Warlingham, Surrey, Mr. Roper 
studied at the Mid-Essex and North-East 
Essex Technical Colleges, gaining the 
Higher National Certificate with endorse-
ments in Electronic Measurements in 1962. 
He joined the Marconi Company in 1955 
as a student apprentice and subsequently 
worked as an Engineer in the Display and 
Data Handling Laboratory. In 1964 he 

moved to Elliot Bros (London) Limited 
as a Systems Engineer and he remained 
with the company until 1967, dealing 
mainly with data presentation. For the 
next four years he was with Cossor Elec-
tronics as manager of data systems engineer-
ing. He left the company in November 1970 
to join Capital Cities Computers Limited 
at Watford where he was an area Manager 
concerned with data processing facilities 
for a number of customers. 

Eric Rees (Member 1971) died in January 
at the age of 44 years after nearly a year's 
ill health. He leaves a widow and two 
children. 

Mr. Rees received his secondary edu-
cation in Sheffield and was then apprenticed 
to the electrical company, W.E. Burnand 
& Son Ltd. where he was involved in the 
repair and installation of electronic and 
electrical equipment. For four years from 
1954 he was a field engineer with Inter-
national Computers Ltd. working on 
installation and maintenance and for six 
years from 1958 he was with Davy & United 
Ltd. as a project engineer in charge of a 
team working on electrical and electronic 
services for steelworks rolling mills. During 
this time he followed a course of evening 

study at the Sheffield College of Technology 
and obtained his Higher National Certificate 
in Electrical and Electronic Engineering at 
Rotherham College of Technology. 

From September 1964 until his death 
Mr. Rees was senior electrical and elec-
tronic engineer to Husband & Company 
Ltd., consulting engineers, of Sheffield, who 
designed the Jodrell Bank Radio telescope. 
He worked on various similar projects 
throughout the world including one large 
steerable telescope which had a control 
system comprising of two digital computers 
with closed-loop drives and digital encoders. 

From the date of his joining the Instit-
ution he maintained a very active part in 
local section affairs and had been Honorary 
Treasurer to the Yorkshire Section for the 
past two years and IERE representative 
on the Councils of both the Huddersfield 
and Wakefield Colleges of Technology and 
the Council of Stannington College of 
Further Education, Sheffield. He repre-
sented the Institution on the Yorkshire 
Section Committee of CEI. 

He was a first class engineer, a hard 
worker and will be sorely missed, not only 
by his widow and his family, but also 
by the many friends which he had made 
throughout industry. P.A.B. 

Forthcoming Institution Meetings (continued from opposite page) 

Wednesday, 29th May 

COMMUNICATIONS GROUP 

Colloquium on MODELLING OF 
COMMUNICATIONS SYSTEMS 

IERE Lecture Room. 

Advance Registration necessary. Apply to 
Meetings Secretary, IERE. 

Wednesday, 5th June 

COMPONENTS AND CIRCUITS GROUP 

Colloquium on J-FETS and MOSFETS 

IERE Lecture Room. 

Advance Registration necessary. Apply to 
Meetings Secretary, IERE. 

South Midland Section 

Wednesday, 24th April 

Design for Automatic Testing 

By J. W. Anstead (Smiths Industries) 

To be followed by 

ANNUAL GENERAL MEETING 

The Foley Arms, Malvern, 7 p.m. 

Friday, 10th May 

Annual Buffet Dance 

BBC Club, Evesham, 8 p.m. 

Tickets necessary 
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South Western Section 

Monday, 6th May 

ANNUAL GENERAL MEETING 

The Royal Hotel, College Green, Bristol, 
7 p.m. 

North Eastern Section 

Wednesday, 10th April 

Communication with Light 

By Professor W. A. Gambling (University 
of Southampton) 

Followed by ANNUAL GENERAL 
MEETING 

The Main Lecture Theatre, Ellison Building, 
Newcastle Upon Tyne Polytechnic, Ellison 
Place, Newcastle Upon Tyne, 6 p.m. 
(Refreshments in Staff Refectory 5.30 p.m.) 

North Western Section 

Thursday, 9th May 

ANNUAL GENERAL MEETING 

Followed by European Communication 
Satellites 

By A. Dickinson (BAC) 

Lecture Theatre R/H10, Renold Building, 
UMIST, 6.15 p.m. (Tea 5.45 p.m.) 

Yorkshire Section 

Friday, 26th April 

ANNUAL GENERAL MEETING 

Leeds University, 7 p.m. 

Merseyside Section 

Wednesday, 24th April 

ANNUAL GENERAL MEETING at 
7 p.m. Followed by 

Wide Ranging Applications of Metal Oxide 
Semiconductors 

By J. A. Everist (ITT Semiconductors) 

Department of Electrical Engineering and 
Electronics, University of Liverpool, 7 p.m. 
(Tea 6.30 p.m.) 

South Wales Section 

Thursday, 11th April 

JOINT MEETING WITH IEE 

Quadrophonics 

By K. Barker (University of Sheffield) 

University College, Swansea, 6.15 p.m. 

Scottish Section 

Thursday, 25th April 

ANNUAL GENERAL MEETING 

Glasgow College of Science and Tech-
nology, 7 p.m. 
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Forthcoming Institution Meetings 

London Meetings 
Wednesday, 10th April 

COMPONENTS AND CIRCUITS (,ROUP 

MI-day Colloquium on SMALL POWER 
TRANSFORMERS AND CHOKES 

IERE Lecture Room, 11 a.m. (Coffee 
10.30 a.m.) 

Transformers—The State of the Art 1974 

By J. W. McPherson (Gardners Trans-
formers) 

Magnetic Circuit Optimization for Minia-
ture Power Transformers 

By D. M. Fidler (Tridem Transformers and 
Electronics) 

Life Testing of Chokes for Discharge Lamps 

By Dr. T. R. Passmore (Thorn Lighting) 

The Use of Matched Transformers for 
Synchro-Resolver Applications 

By M. Pratt (Ferranti) 

Constant Voltage Transformers 

By A. Langley Morris 

Designing for Production 

By V. E. Cole (Plessey) 

Ferrite Cored Transformers 

By E. C. Snelling (Mu/lard) 

For further details and registration forms, 
apply to Meetings Secretary, IERE 

Wednesday, 17th April 

AEROSPACE, MARITIME AND MILITARY 

SYSTEMS GROUP 

Colloquium on ELECTROMAGNETIC 
COMPATIBILITY OR CONFUSION— 
EMC ON LAND, AT SEA AND IN 
THE AIR 

IERE Lecture Room, 11 a.m. (Coffee 
10.30 a.m.) 

Technical Aspects of Electromagnetic In-
terference—Film 

EMC—A Maintainer's Viewpoint 

By Lt.-Col. W. Barker (REME) 

Radio Interference from Road Vehicle 
Ignition Systems 

By D. W. Morris (Lucas Electrical) 

National and International Standards for the 
Control of Radio Interference 

By A. S. McLachlan (Ministry of Posts and 
Telecommunications) 

Problems of Measurement 

By G. A. Jackson (ERA) 

EMC Testing of Aircraft 

By G. M. Smith (A. & A. E. E., Boscombe 
Down) 

Mercantile Marine EMC 

By M. Gibson (Marconi International 
Marine Co.) 

EMC in Ships 

By T. Morgan (Formerly M.o.D., Bath) 

Advance Registration necessary. Apply to 
Meetings Secretary, IERE. 

Tuesday, 23rd April 

Please note change of date 

COMMUNICATIONS GROUP 

Uncertainties and Inertia in Long Range 
Telecommunications Planning 

By A. A. L. Reid (Post Office Long Range 
Studies Divisions) 

IERE Lecture Room, 6 p.m. (Tea 5.30 p.m.) 

There are many sources of uncertainty in 
long range telecommunications planning. 
These include uncertainty about demand 
for new services, about technology, and 
about costs. Yet the enormous inertia of the 
telecommunications system, with over 
£3000M in assets having a long life, makes 
it difficult to change direction swiftly. In 
such a situation it is important to plan 
for uncertainty. This can be done through 
small added investment in 'hooks' upon 
which future services can be hung, and 
generally be selecting not the best techno-
logical strategy for a single future, but 
rather a strategy which will cope adequately 
with a wide range of possible futures. 

Wednesday, 24th April 

JOINT IERE/IEE MEDICAL AND BIOLOGICAL 

ELECTRONICS GROUP 

Colloquium on HEARING AIDS 

POSTPONED. 

Wednesday, 1st May 

COMPONENTS AND CIRCUITS GROUP 

Colloquium on INTERACTIVE 
GRAPHICS FOR ELECTRONICS 
DESIGN 

IERE Lecture Room. 

P.C.B. Layout from Designer's Sketch to 
Artwork 

By W. E. Hillier (Redac Software) 

An Approach to Display Terminal Opti-
mization for Computer Aided Circuit 
Design Applications 

By J. J. O'Reilly (University of Essex) 

The Use of a Storage Tube Graphic Terminal 
for Integrated Circuit Design 

By J. D. Eades (Department of Computer 
Science, University of Edinburgh) 

The Economics of using Interactive Graphics 
for Integrated and Printed Circuit Design in 
a Production Environment 

By M. A. Northwood (Calma Co.) 

Use of Small and Large Interactive Devices 
for Design and Drafting 

By R. R. Gallant (Computervision Corp.) 

An Interactive Graphical System for Circuit 
Analysis 

By Dr. M. Apperley (Imperial College of 
Science and Technology) 

Further details and registration forms from 
Meetings Secretary, IERE. 

Wednesday, 8th May 

EDUCATION AND TRAINING GROUP 

The Teaching of Electronic Logic Systems 

By Dr. K. J. Dean (S.E. London Technical 
College) 

IERE Lecture Room, 6 p.m. (Tea 5.30 p.m.) 

The rapid development of digital electronic 
systems has brought with it changes in 
teaching methods. Whereas in the past we 
have been primarily concerned with circuit 
design for linear systems, more emphasis is 
being placed on binary system design which 
is comprised of two-state circuits, the design 
of which is probably of less immediate 
concern than that of the system of which 
they are components. The lecture will 
discuss the impact this state of affairs makes 
upon teaching techniques and on syllabus 
content, and will be suitably illustrated. 

Wednesday, 15th May 

AEROSPACE, MARITIME AND MILITARY SYSTEMS 

GROUP 

The US Navy Navigation Satellite System 

By W. F. Blanchard (Redifon Telecommuni-
cations) 

MEETING POSTPONED 

Tuesday, 21st May 

JOINT IEE/IERE COMPUTER GROUP 

Colloquium on LARGE SCALE 
INTEGRATION—ITS USE AND ITS 
EFFECT ON SYSTEM ARCHITECTURE 

IEE, Savoy Place, 2.30 p.m. 

Further details and registration forms from 
the IEE, Savoy Place, WC2R OBL. 

Wednesday, 22nd May 

AUTOMATION AND CONTROL SYSTEMS GROUP 

Automatic Frequency Response Testing of 
Non-Linear Control Systems 

By M. C. De'Ath (Marconi Space and 
Defence Systems) 

IERE Lecture Room, 6 p.m. (Tea 5.30 p.m.) 

Friday, 24th May 

JOINT IEE/IERE MEDICAL AND BIOLOGICAL 

ELECTRONICS GROUP 

Colloquium on NON-INVASIVE 
MEASUREMENT OF CARDIAC 
OUTPUT 

IEE, Savoy Place, 10.30 a.m. 

Further details and registration forms from 
the IEE, Savoy Place, WC2R OBL. 
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INSTITUTION OF ELECTRONIC AND RADIO ENGINEERS 

Applicants for Election and Transfer 

THE MEMBERSHIP COMMITTEE at its meetings on 28th December 1973 and 29th 
January 1974 recommended to the Council the election and transfer of 74 candidates 
to Corporate Membership of the Institution and the election and transfer of 6 can-
didates to Graduateship and Associateship. In accordance with Bye-law 21, the 
Council has directed that the names of the following candidates shall be published 
under the grade of membership to which election or transfer is proposed by the 
Council. Any communications from Corporate Members concerning these pro-
posed elections must be addressed by letter to the Secretary within twenty-eight 
days after the publication of these details. 

Meeting: 28th December 1973 (Membership Approval List No. 175) 

GREAT BRITAIN AND IRELAND 
CORPORATE MEMBERS 

Transfer from Graduate to Member 
ABEL, Dennis. Slough, Buckinghamshire. 
ALEXANDER, Roger Martyn. Stubbington, 

Hampshire. 
ANSELL, Michael John. Welwyn, Hertfordshire. 
ARMSTRONG, Richard Henry. Tonbridge, Kent. 
BARBER, David Ronald. Great Wakering, 

Southend-on-Sea, Essex. 
BASSON, Keith. Warrington, Lancashire. 
BRANDON, John Gregory. Brentwood, Essex. 
BRADY, John Joseph. Bangor, County Down, 

Northern Ireland. 
BROOK, Rodney Russell Victor. Beckenham, Kent. 
BROWN, Colin. Portchester, Hampshire. 
BURTON. Alfred William. Cambuslang, Glasgow. 
CLISBY, Reginald George Kent. Cranleigh, Surrey. 
CROSS, Ronald Anthony. Harrow, Middlesex. 
D'SILVA, John Robert. Bracknell, Berkshire. 
FITTER, Michael Adrian. Hassocks, Sussex. 
FLETCHER, John Cedric. Ringmer, Sussex. 
FRANKS, Frederick Arthur. Bexley, Kent. 
GODDEN, Brian Frederick. Sidcup, Kent. 
HALPIN, Robert Joseph. Santry, Dublin . 
HORNE, John Michael. London, N.I5. 
JACKSON, Dennis Benjamin. Portsmouth, 

Hampshire. 
JONES, Malcolm Edward. London, N. W.2. 
KNIGHTSON, Keith Gerald, B.Sc. Colchester, 
Essex. 
LEWIS Carey. Stevenson, Berkshire. 
LIMPKIN, George Alan. Meopham, Kent. 

LONGHORN, John Frederick. Bromley, Kent. 
LOWE, David John. Harthill, Sheffield. 
LOYNES, Albert Geoffrey. Warrington, 

Lancashire. 
McCLURE, Robert Martin. Wantage, Berkshire. 
McKINNEY, William John Maurice. Belfast. 
MALTBY, Raymond George William, Captain. 
Malvern Link, Worcester. 

MARTIN, Paul. Lydiate, Lancashire. 
MAYNARD, Geoffrey Reginald. Cranfield, 

Bedfordshire. 
MILLER, Alistair. Edinburgh. 
NORTH, Ian Francis. Loughborough, Leicester. 

O'CONNOR, John Colin. Stoney Stanton, 
Leicestershire. 

PALMER, Geoffrey Ian. Sherborne, Dorset. 
PELOW, James George. Blackrock, County Dublin. 
PERRY, Terence James. Bedford. 
PETTIT, Anthony George Rice. Colchester, Essex. 
PETTIT, Christopher Richard. Ruthin, 

Denbighshire. 
POMFRET, David John, B.Sc. Woodford Green, 

Essex. 
POWELL, Douglas Reginald. Colchester, Essex. 
ROSE, Michael John. Didcot, Berkshire. 
ROSS, Donald, Mackenzie. Chatham, Kent. 
SPENCER, Godfrey Stanley Gibson. Rowlands 

Castle, Hampshire. 
SULLIVAN, Terence Eoghainn. London, S.E.2. 
TRINKWON, David Brian. St. Albans, 

Hertfordshire. 
UNDERDOWN, Martyn Sinclair, Lieutenant. 

Warsash, Southampton, Hampshire. 

Meeting: 29th January 1974 (Membership Approval List No. 176) 

GREAT BRITAIN AND IRELAND 
NON CORPORATE MEMBERS 

Transfer from Student to Graduate 

JAWAID, Ahmed Ahsanuz Zaman, B.Sc. London, 
N. W.2. 

Direct Election to Associate 

COURT, Stephen John. London, N.W.6. 

STUDENTS REGISTERED 

ALLARD, Eric Stephen Powell. Stowmarket, 
Suffolk. 

BLANEY, Gerald Henry. Seaham, County Durham. 
BOTTING„ Keith Charles. Sanderstead, Surrey. 
BOYLE, Patrick Laurence. Dublin 6, Eire. 

CLARK, Lorne. Watford, Hertfordshire. 
COOK, Michael Kenneth. Gateshead, County 

Durham. 
CRAWLEY, Peter Thomas. Morden, Surrey. 
GILL, Martin George. Ipswich, Suffolk. 
HIGGINS, Terence Michael. Clifton, Bristol. 
KEARNEY, Robert John. Ipswich, Suffolk. 
LAWER, Steven. Woodbridge, Suffolk. 
LEUNG, Tsan Chung. Newcastle upon Tyne. 
MAGHERA, Prem Singh. Luton, Bedfordshire. 
MOHAMMED, Saidu. Newcastle upon Tyne. 
MORSE, John Brian. Hemel Hempstead, 

Hertfordshire. 
NAYLER, John Barry. Ipswich, Suffolk. 
PINKNEY, William. Seaham, County Durham. 
SEAGERS, Paul Lewis. Woodbridge, Suffolk. 
TANYI-TANG, Enoh. Southall, Middlesex. 
WHITING, Derek John. Woodbridge, Suffolk. 

WHITE, John Saunders. Ascot, Berkshire. 
WILES, James Robert. Romford, Essex. 
WILLINGTON. David John. Harrow, Middlesex. 
WOOD, Royston. Morriston, Swansea, Glamorgan, 
WRIGHT, Frederick Edward. Chelmsford, Essex. 
YOUNG, David John. Stockport, Cheshire. 

Direct Election to Member 

BARKER, Paul Joseph. Wasperton, Barford, 
Warwickshire. 

HEWITT, Michael Timothy. Ipswich, Suffolk. 
LEAR, Eric Ernest. Wallasey, Cheshire. 
MAHADEVAN, Ponnambalam, B.Sc., Ph.D. 

Guisborough, Yorkshire. 
OLIVE, Bryan Roy, Commander R.N. 

Barrow-in-Furness, Lancashire. 
RAYNER, Stuart, Lieutenant Commander R.N. 

Nutbourne, Chichester, Sussex. 
SMITH, Alfred Edward. Haywards Heath, Sussex. 
STILL, Raymond George. Fareham, Hampshire. 

OVERSEAS 
CORPORATE MEMBERS 

Transfer from Graduate to Member 

BARNES, Brian William. Kenya, East Africa. 
BECK, Arnon. Afula, Israel. 
IP MIN WAN, Yukam. Vacoas, Mauritius. 
JEFFRIES, Frederick John, Lieutenant R.N. 
BFPO Ships. 

JOHNSON, Victor Adebayo. Oniyanrin, Ibadan, 
Nigeria. 

MANNAKKARA, Vimalasiri Senarath. 
Kurunegala, Sri Lanka. 

Transfer from Associate to Member 

GLASSCOTT, Eric Marcel. Kingston, Jamaica, 
West Indies. 

Direct Election to Member. 

COWL, Paul Edward, Major. B.Sc.(Eng.). 
Alabama 35808, BFPO, 2. 

JEYABALASUBRAMANIAN, Kanthiah Dehiwela. 
Sri Lanka. 

NWACHUKWU. Dominic Osondu Uzodinma. 
Lagos, Nigeria. 

O'SULLIVAN, Patrick Joseph. Jakarta, indonesia. 

OVERSEAS 
NON CORPORATE MEMBERS 
Transfer from Student to Graduate 

ABUBAKAR, Ibrahim Sarki. Kaduna, Nigeria. 

Direct Election to Graduate 
LEWIS, Martin, B.Sc. Switzerland. 

Direct Election to Associate 
HAFEEZ ALI. Islamabad, Pakistan. 
LAKE, Arthur Henry. Freetown, Sierra Leone. 

STUDENTS REGISTERED 

LEOW, Huat Siong. Singapore II. 
PERRY, David Ernest. Blair Athol, South 

Australia. 
TAN, Gim Seng. Singapore 2. 

Notice is hereby given that the elections and transfers shown on List 173 have now been confirmed by the Council. 
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