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ALREADY this year two ‘high power’ reports have appeared dealing with the problems of the
British engineering profession, looking at the broad issues of management in industry and the
education of engineers. These were respectively ‘Industry, education and management’, a discussion
paper published in July by the Department of Industry*, and ‘Education, Engineers and Management’,
a study prepared under the aegis of the British Association at the University of Aston in Birmingham.+
Apart from these investigations, a full-scale Government Committee of Inquiry, chaired by Sir Montague
Finniston, is now inviting evidence under fairly wide terms of reference} and added point will certainly
be given to an important personal view of the engineer himself when the 1977 CEI Survey of Salaries is
published towards the end of this year.

Between them these various analyses have, or no doubt will, cast a critical eye on what have been
vexed problems for many years—why is the performance of many parts of industry so disappointing;
should we blame management; would management be better if there were more engineers in the
higher levels; are engineers educated and trained properly; why is the status (and the pay) of engineers
so low; and so on.  All these factors must, in our view, be inter-related and as far as identifying the
facts goes, there is fair agreement between the two reports already published. (Curiously, the D of I
put forward ‘questions for discussion’ while the B.A. report recommends ‘actions’.)

Although after a cursory inspection, cynics may regard the contents of first two reports as being
‘the mixture as before’, this is hardly fair: there is, in both, evidence of careful examination of statistics
and expert evidence, and the analyses highlight a number of proposals which will have the approval
of many IERE members. The Institutions are urged to concentrate their efforts on monitoring
education and training schemes rather than the individual, who nevertheless must have opportunities
for retraining in the interests of making fullest use of his talents, particularly in managerial skills.
The ave nues for the technician engineer to reach chartered engineer status must too be kept open.

Collaboration between the schools and both industry and the universities has long been paid lip
service, and this is an area where a genuine belief in its importance is vital. The BA report’s call for
more emphasis on mathematics will upset no one: but the suggestion that the second A-level for
university entrance to an engineering degree course need not necessarily be physics is controversial.

While engineering generally is experiencing problems, production engineering seems to be especially
neglected, and the passage in the D of I report pin-pointing this area suggests that the quality of
engineers entering production is low. But there is no single, simple way to remedy any of these
difficulties; action by Government, by industry itself and the co-operation of educationalists are
needed. The concepts of Total Technology and of the Teaching Company, as well as financial in-
centives, will all be steps in the right direction.

Finally, we are most of us aware that there are certain social factors behind the present situation:
unlike in Europe and elsewhere, the two cultures in Britain, based respectively on arts and science,
have historically lead to lower status for the third, the art of making things. If the Finniston Com-
mittee can draw upon the facts and deductions of these reports and other sources, and come up with
proposals of how the engineering profession can overcome this built-in obstacle, it will not only be
the engineers who should feel grateful.

F.W.S.

* Single copies obtainable from Dcpartment of Industry, Room 601b, 1 Victoria Street, London SWIH OES.
+ See page 536 of this issue. 1 Seeypage 345, July 1977 issue,
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SUMMARY

The paper presents a fairly concise descriptive account
of the millimetric-band waveguide equipment
envisaged for operational use in trunk transmission

by the British Post Office. It explains how the repeater
spacing is chosen and how the circuit capacity could
be built up gradually over many years; it also shows
how the service requirements of the system will be met.
The functions of the various equipment modules are
described, together with an outline of the way it is
expected that they will be realized.

*® Post Office Telecommunications Headquarters, Research
Department, Martlesham Heath, Ipswich IP5 7RE.
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1 Introduction

In order to confirm that circular waveguide can be
developed into a practical and economic means of high-
capacity trunk transmission, and to investigate some of
the options in the design of such a system, the Research
Department of the British Post Office has installed a
14 km field trial system near its laboratory in Suffolk.
This experiment has been quite successful, and Post Office
Telecommunications has decided to install its first long-
distance operational waveguide system; this will be
between Reading and Bristol and is to be ready for service
in 1983. Consideration is now being given to the technical
requirements of such a system: details of installation,
commissioning and maintenance are being worked out,
and specifications for all the component parts are being
drafted.

The operational system will differ in a number of ways
from that of the field trial, both to remedy the known
shortcomings of the latter and to make the system more
reliable and easier to maintain. The purpose of this paper
is to give a brief but connected description of the terminal
and repeater equipment as it is currently envisaged.

2 System Capacity

The waveguide system will be so designed at the outset
that in years to come it may gradually be expanded in
capacity as the need arises, without introducing any extra
repeater stations or at any time interrupting the traffic
already carried. For this purpose the bandwidth of the
‘ultimate’, fully-loaded system is taken as 30-110 GHz;
by this is meant that, although the guide will certainly
support waves at 25 GHz or 115 GHz, we do not expect
it to become practical even in the more distant future to
use those frequencies, because the repeater stations we are
installing at the beginning will be too far apart.

Even on the most optimistic predictions for traffic
growth, the ultimate bandwidth will not be needed for
many decades: why then should we insist on making as
much as 80 GHz available? If we contented ourselves
with, say, 40-80 GHz the repeaters could be 309, further
apart. The answer here is that the cost saving would be
relatively small, since repeater stations are only a small
component of the initial system cost, and the preferred
solution is to keep open the option of very large ultimate
capacity.

Just how much is this ultimate capacity? Using
quadrature phase-shift keying (q.p.s.k.) at an information/
bandwidth ratio of about 0-9 bit s=! Hz~1, the figure is
36 gigabits/second in each direction. (Should it ever
become necessary, more sophisticated techniques could
probably increase capacity still further.) Taking a digital
block as 139 264 kbit/second (enough for 1920 voice
channels, or 2 colour-television channels, or a few dozen
Viewphones), this becomes 256 both-way digital blocks.
The 80 GHz total bandwidth will be divided into eight
bands of 10 GHzeach (See Fig. 1);itis possible to transmit
any one band either in one direction or the other, so any
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pair of bands may be chosen for the two-way transmission
of anything up to 64 digital blocks.
The growth of capacity on the system is envisaged to
involve the following stages:
Stage 1. Initial provision of a few digital blocks only,
in Bands I (30-40 GHz) and II (40-50 GHz), using
binary phase-shift keying (b.p.s.k.).
Stage 2. Gradual filling up of Bands I (‘go’) and 11
(‘return’), still using 2-phase modulation, giving a
maximum of sixteen carriers each way, carrying two
digital blocks each. (Fig. 1.)
Stage 3. Still in Bands I and II, upgrading the carriers
in turn to four digital blocks each. Maximum capacity
is now 64 bothway blocks.
Stage 4. Gradual filling of Bands 111 (50-60 GHz,
‘return’) and 1V (60-70 GHz, ‘go’).
Stage S. Use of Bands V to VIIl.

3 Repeater Spacing

As already noted, the repeaters must not be so far apart
that signals at 30 GHz or 110 GHz disappear irretrievably
into the noise of the system. (This rather loose statement
will be amplified later, in Section 7.) According to present
calculations the maximum spacing is 24 km; but the
maximum planned repeater spacing will be 23 km, leaving
one kilometre in hand to cope with unforeseen circum-
stances, such as an enforced detour around some obstacle
during installation of the system, or a subsidence of some
part of the route.

Other determinants of repeater spacing are the overall
route length (e.g. a system 125 km long will have an
average repeater spacing of 21 km) and the need to find
suitable sites for building the repeater stations.

Taking all factors together, the expected repeater
spacings are in the range 18-23 km, and we would almost
never have to stretch repeater ‘gain’ to its limits. This
point is developed further in Section 7.

4 Utilization of the Waveguide
In considering the potential waveguide capacity, it was
tacitly assumed that the traffic would be digital. It would
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Fig. 1. Frequency plan.

not be impossible to transmit analogue signals over a
waveguide, but there are good reasons why no further
consideration has been given to this aspect. Firstly, the
largest assembly of analogue telephone signals in common
use is the 900-channel hypergroup, occupying less than
4 MHz of bandwidth; even 12 of these together as for the
60 MHz cable system take only a small part at a time out
of the bandwidth of the medium, and the congestion of
equipment at repeaters would prevent the use of more
than 10-159%, of the ultimate capacity.

More importantly, the distortions occurring in the
system, arising from the use of millimetre-wave com-
ponents, cannot economically be reduced to the point
where the performance of a long analogue system with
many repeaters could reach an acceptable standard.
Indeed the raising of transmission performance is itself
a strong motivator in the trend towards the use of digital
encoding for transmission systems in general, and with the
future prospect of telephone exchanges also ‘going digital’
the demand for a new analogue transmission system
becomes negligible.

Given a potential one-way capacity of 36 Gbit/s, and a
hierarchy of digital (t.d.m.) traffic whose highest generally
accepted level is 139-264 Mbit/s, how may the two best be
matched ?

If on the one hand we were to assign a separate carrier
for every digital block, the number of equipments would
reach 256 at full system capacity, and this capacity would
be limited to 128 both-way blocks.

On the other hand, very high bit rates become un-
attractive because the necessary techniques, though
realizable in the laboratory, are a long way from a
commercial production capability; they would also be
more expensive, more power-consuming and more prone
to impairments; finally a scheme in which the minimum
increment of capacity were, say, sixteen blocks would
probably be uneconomical at the present time.

The signalling rate for at least the earlier stages of wave-
guide utilization will therefore be around 290 Mbaud,
enabling two digital blocks to be transmitted on one carrier
by 2-phase modulation (b.p.s.k.) or four blocks by 4-phase
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modulation (q.p.s.k.). This is the assumption used in
Section 2 for stages 1 to 3 in the growth of traffic capacity.
~However, recognizing the possibility that, in the many
years to pass before reaching stage 4, developments at
higher signalling rates may make them more attractive,
no steps will be taken at the outset which would preclude
the use of 600 or even 1200 Mbaud signalling.
1t should be noted that since q.p.s.k. at 290 Mbauds
carries four digital blocks, it should be possible (via a
code-converter) to link up with any other 560 Mbit/s
systeni.

5 Service Requirements

To the outside world the waveguide system need only
appear as a body of equipment by means of which (suit-
ably supplied with electric power, nitrogen,¥ etc.) digital
blocks may be cheaply conveyed over distances of tens to
hundreds of kilometres. There are three ways in which
system imperfections might become apparent to the dis-
interested outsider to whom the digital blocks are ulti-
mately delivered: he may find his data corrupted with
errors, he may find his data arriving at a less constant
speed than it was sent, or he may find that for too much
of the time it does not arrive at all. The waveguide system
is planned and organized in such a way as to provide
acceptable service on all three counts, and we here out-
line how this is to be done.

5.1 Errors

The internationally agreed target for data transmission
is that not more than 1 error in 10® bits should be added
for each 100 km of transmission distance, with an addi-
tional allowance of 1 in 10° for each multiplexing or
demultiplexing stage.

The waveguide system will monitor continuously the
error rate on each digital block, and will give a visual
indication whenever the performance fails to meet this
target. Steps would then be taken to remedy the situation
at a convenient opportunity, though it would not be
treated as an emergency. At some higher value of error-
rate, for example one in 103, the signals would auto-
matically be re-routed through a spare channel of the
system: this so-called ‘automatic channel-protection
switching’ action would be completed within 70 milli-
seconds of the high error-rate being detected, so that
telephone connections etc. would not be cleared down.

5.2 Jitter

We may visualize a reference time-scale consisting of
uniformly spaced instants 7-1806 ns apart. Then ideally
the input bit stream will have all its transitions coincident

1 Details of waveguide construction and installation may be
found in a paper by W. K. Ritchie and C. E. Rowlands entitled
‘The millimetric waveguide systems; the design production and
installation of the waveguide’, Post Office Electrical Engineers,
Journal, 69, part 2, pp. 79-86, July 1976.
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with such instants, the tolerance on the long-term average
bit length being + 15 parts in 10%, and the output stream
likewise. In practice both input and output signals will
depart from their idcal, having transitions occurring before
(and after) the reference instants by some quantity Ar.
Without worrying at this juncture about the details of the
behaviour of A7, we remark that the waveguide system
equipment should not cause any deterioration in this
respect, and that for a proper input the output will meet
stringent tests. In contrast to the error-rate, however,
there will not be any attempt to monitor this property on
an operational system.

5.3 Non-availability

A 139 264 kbit/s digital path through a waveguide
system contains a large number of components, and from
time to time one of them may fail. It is impossible to
guarantee that any one digital path shall always be in
service, but it is expected that a 100 km path will be
available for more than 99-99 % of the time.

Though individual components are set a very high
standard of reliability, there are so many of them that it
seems unlikely that we shall meet the target through every
waveguide channel. But by providing the automatically
switched spare a very high proportion of individual
channel failures would not be noticed outside the system;
only when a second channel fails before the first has been
repaired will traffic be actually lost.

There might occasionally be a failure of a more serious
kind affecting all or several channels simultaneously:
failure of power supplies, for example, or a malicious
assault by a mechanical excavator. The probabilities of
all such occurrences are counted into the 0-01% non-
availability, and although one has to recognize the con-
jectural nature of such a numerical exercise, it does provide
an operating framework and a scale against which the
system can eventually be assessed.

6 Equipment Organization

During the research and development phases of wave-
guide work, attention has quite naturally been focused on
the separate components involved, with particular
emphasis on those only recently invented or emerging
from progress in solid-state technology. However, in
tackling the problems of an operational system, where
specification and procurement, commissioning, main-
tenance and repair come to the fore, it is appropriate to
conceive the system in a functional building-block form.
We are, for example, no longer interested in how a trans-
mitter source is optimized, or in how the modulation is
achieved ; rather, we need only to be sure that its output is
strong and pure enough to serve our purpose, and that
when it fails it can rapidly be replaced.

This ‘modular’ approach is also a convenient starting
point for a description of the terminal and repeater
equipment. Figure 2 shows the basic modules of a both-
way waveguide channel with their interconnections, and
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the function of each module is described briefly in the
following paragraphs. Binary p.s.k. modulation is
assumed, as appropriate to stages 1 and 2 of the imple-
mentation programme.

Two digital streams at 139 264 + 2 kbit/s enter a
synchronizer where they are brought up to a common rate
of 141-04 Mbit/s. The two streams pass to a channel-
protection and interleaving module (c.p.i.); here an extra
parity bit is inserted at the end of every 25 traffic digits in
order to provide for error monitoring in the system. This
raises the bit rate to 146-68 Mbit/s, and the two streams
arc interleaved to give a single 293-36 Mbit/s stream.

At the transmit head a millimetre-wave carrier source is
phase-reversal modulated by the 293 Mbit/s information,
after which this and many other modulated carriers are
frequency-division-multiplexed in a channelling unit (c.u.)
covering the whole of the relevant 10 GHz waveguide
band. Finally the various bands launch their signals into
the 50 mm circular waveguide (in the ‘go’ direction) or
accept signals from the waveguide (in the‘return’direction)
through a broadband filter structure known as the band-
branching unit (b.b.u.).

After traversing the waveguide the modulated carrier
finds its way through the b.b.u. and c.u. to the correct
receive head where it is down-converted to a 1-4 GHz
intermediate frequency and preamplified. It is passed on
to the equalizer, which has a circuit to compensate for the
delay-distortion of the circular waveguide and an
attenuator for setting the output signal power to a standard
level. Further processing is carried out in a module

TWO 139 MBIT/s
INPUTS

containing amplifier, demodulator and regenerator
(a.d.r.), the output of which is the original 293 Mbit/s
stream; this proceeds either to a transmit head for onward
transmission or, if required to leave the waveguide system
at this station, to a c.p.i./receive module (complementary
to c.p.i./transmit), where it is de-interleaved into two
146-68 Mbit/s streams. The parity bits are found, checked,
and removed; finally the two streams—now back at
141-04 Mbit/s—are presented to the desynchronizer
(complementary to the synchronizer) whence they emerge
as fair copies of the original 139 264 kbit/s streams.

If at the c.p.i./r. the error rate is found to exceed a pre-
determined threshold a message is sent via the telemetry
channel to the c.p.i./t., which then sets up a parallel path
through the spare channel.

6.1 Synchronizer/Desynchronizer

The 139 264 kbit/s signals cnter the synchronizer in
coded-mark-inversion form (c.m.i.), so the first operation
is to convert them to binary and put them in buffer stores.
From there they are read out again as needed and inserted
into ‘frames’ of 828 bits at the output rate of 141 040
kbit/s. Before reaching the output, however, the signal is
reconverted from binary into c.m.i. form.

It is a desirable feature of the digit streams passing
through the waveguide system that they should have
approximately equal numbers of binary ‘ones’ and ‘zeros’,
taking an average over a few milliseconds; this eases some
of the circuit requirements in the regenerators. Since
there is no guarantee that the incoming 139 Mbit/s

i

TWO 139 MBIT/s
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Fig. 2. Modular organ
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streams have this ‘balanced’ property, and indeed for
some types of traffic they could be expected not to be
balanced, the streams are ‘scrambled’ as they are read out
of the buffer store and inserted into the frame. This is
achieved by combining the stream with a 2°-1 pseudo-
random sequence, using a bit-by-bit exclusive-or opera-
tion, the sequence having a specific relationship to the
frame.

Each frame starts with an casy-to-recognize eight bit
‘frame alignment’ word, of which four bits are put in
each tributary. Next comes a ‘service’ bit, used for the
transmission of alarms, etc. The remainder of the frame
consists of five ‘justification control’ bits and either 818
traffic bits or 817 traffic and one dummy bit, making
828 in all. The 139 264 and 141 040 kbit/s rates both have
tolerances of + 15 parts in 10°: the difference is between
them is therefore 1934 + 4 kbit/s. When the latter is on
the low side there will be fewer frames carrying a dummy
bit, and conversely when it is near its upper limit most of
the frames will have a dummy. In this way input streams
of, say, 139 263-2 and 139 265-1 kbit/s are both brought
to a common rate of (say) 141 197-5 kbit/s, though of
course they contain different quantities of dummy
information.

If bit number 691 in the frame is a dummy bit, then all
five control bits will be set to ‘one’. These control bits
are spaced out through the frame, so that even when the
‘traffic’ is all zeros some frames at least will have a ‘one’
every 137 bits—this helps to keep the clocks in the re-
generators synchronized.

The desynchronizer performs operations the reverse of
those described above. The input 141 040 +2 kbit/s
streams are decoded from c.m.i. into binary; the frame
alignment signals are recognized; the traffic bits are
descrambled by exclusive-or with the same 2°-1 pseudo-
random sequence, and entered into a buffer store; the
justification control bits are checked, and if three or more
of them are ‘ones’ then the bit number 691 is not treated as
traffic but thrown away. This use of a majority decision on
five control bits makes it possible to operate the system at
moderate error rates without the danger of inserting extra
bits by mistake into the output bit stream (even at a bit
error rate of 1 in 104, only one frame a week is likely to
have three erroneous control bits). The output is read
smoothly from the buffer store, and since it contains only
the original traffic bits it must also be at the same average
rate as the input; it is reconverted into c.m.i. form before
appearing at the output socket.

6.2 Channel Protection and Interleaving (Transmit)
At the input of this module the two synchronized

141 040 kbit/s streams?t encounter a switch matrix: this is

the point at which they will be diverted to the ‘spare’

+ For a q.p.s.k. system four synchronized 141 040 kbit/s streams
would be processed together.
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channel if their allocated ‘worker’ channel fails. They are
then converted from c.m.i. to binary form and divided into
blocks of 25 bits (this is done without any particular
relationship to the incoming frame structure); the parity
of each block is assessed, and a 26th bit isadded so that the
overall 26-bit word contains an odd number of ‘ones’. This
operation increases the bit-rate of the streams by 49/ to
146 681 kbit/s.

The two streams are interleaved by taking a half-bit
sample from each in turn at a high-speed toggle circuit,
and the 293 363 kbit/s result is once again converted to
c.m.i. The 26-bit words in the two tributaries are staggered
by about a half-word.

6.3 Channel Protection and Interleaving (Receive)

The 293 363 kbit/s c.m.i. input is converted to binary
de-interleaved into two 146 681 kbit/s streams. These
are passed to circuits which locate the 26-bit word
structures of the two strcams, more-or-less on a trial and
error basis: a sequence of 52 bits (from the high-speed
input stream) should have the parity bit from one tri-
butary in slot 24 and that from the other in slot 51; if the
start of the sequence was incorrectly chosen then parity
violations will occur in those two slots for about 509 of
the checks of successive 52-bit sequences; the sequence
start is then slipped by one slot and another attempt is
made, continuing until a start is found where parity
violations fall to a low level at slots 24 and 51. 1f no such
start can be found the channel is deemed to have failed:
a signal is despatched back to the transmitting end to
initiate the switching over to the spare channel, and an
alarm indication signal, consisting of all binary ‘ones’, is
sent on instead of the traffic.

Having latched onto the 26-bit word structure the
number of parity violations is a good indication of the
binary error-rate of the system. To make use of this
information the following scheme can be envisaged. The
violations from both tributaries are fed to the same counter
which is reset every 100 ms; if the count reaches 300 then
without waiting for the 100 ms to finish an alarm signal
is given to activate automatic channel protection. In this
way a sudden error-rate of 1 in 10* is recognized in 1 ms,
1 in 109 is recognized in 100 ms, and fewer errors than this
do not cause protection switching to take place. Moreover
the system does not over-react to sudden isolated bursts
of errors less than 300 in number.

A second counter in parallel to that above maintains
acount over 10seconds at a time; if a count of 30is reached
a lamp is lit permanently on the front of the module,
indicating that the channel, though not yet ‘failed’, is in
need of attention as soon as can conveniently be arranged.

The parity- bits are removed from the tributaries,
bringing their rate back down to 141040 kbit/s. After
conversion to c.m.i., they pass to the output through
another switch matrix which, if the traffic had been
diverted onto the spare channel, would bring it back onto
its allocated path.
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6.4 Telemetry

Means must be provided for the transmission, in both
directions along the entire route, of housekeeping in-
formation, including alarms, error-rates, and so on. A
dedicated r.f. channel might be assigned for this purpose,
or alternatively it may be found more economical to
carry this data by amplitude modulation of some of the
traffic carriers close to 40 GHz.

6.5 Spare Channel

In most respects the equipment for the spare channel is
identical with that for any worker channel. It is normally
either used for low-priority traffic or left ‘free-running’,
but on receipt, from the remote-end of the system, of the
signal to initiate protection switching, the switch matrix
is activated to take the 141 Mbit/s streams to both the
spare and the worker channels in parallel. The control
circuits associated with these activities therefore differ
slightly between spare and worker.

At the receive end of the spare, the 26-bit word structure
would be sought in the normal way, and only when word
alignment is found would the switch matrix be changed
over to feed the output from the spare in place of the
failed or failing worker channel.

6.6 Band-branching Unit

The waveguide will enter the terminal or repeater
building below ground level, and from a tensioning and
pressurization point of view will terminate in a special-
purpose chamber. From there to the equipment room a
feeder waveguide will be extended, being perhaps a simple
straight 50 mm section passing through a common wall,
or a longer and more tortuous connection depending on
the accommodation available. The b.b.u. itself will be
mounted horizontally, either along a wall, or near to floor
or ceiling level with access along both sides. It consists of
an in-line cascade of filters giving five rectangular wave-
guide outputs along its length, in ascending order of
frequency as indicated in Fig. 1. Each of the four
boundary frequencies is defined by the exact size of the
reduced-diameter semicircular waveguides which link the
five output couplers. It will be noted that Bands III and
1V are brought out at a common port, as are Bands V and
VI, and VI1I and VIII: this arrangement helps to keep
down the total filter loss at the highest frequencies. At
each rectangular port there is a 20 dB cross-guide coupler
which can be used for some test purposes.

6.7 Channelling Unit

The channelling filters are built into a single structure
having conveniently, an approximately fan-shaped out-
line: at the centre a single rectangular port is connected
to the corresponding b.b.u. port, either directly or with as
short an insert as will enable access requirements to be
met (Fig. 2). Around the perimeter there are sixteen ports
in the same rectangular waveguide size, each carrying a
particular r.f. channel with a bandwidth of about 560
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MHz. The channelling filter is basically a four-stage
commutating network, which contains no resonant or
reflecting elements and is consequently of low loss and
rather well matched at all frequencies. At the first stage
the signal is split into two equal parts which travel
different distances before recombination in a four-port
coupler; alternate channels emerge at the two ports of
this coupler and are passed to the following stages
for further separation. This type of network is readily
made on a computer-controlled milling machine.

6.8 Transmit Head

Two methods of forming a transmit head were investi-
gated in the waveguide field trial, and still others are
possible. However a strong preference has emerged for
direct phase-modulation of a millimetre-wave carrier by
means of a reflection switch, since the method makes
efficient use of the available power and does not tend to
produce spurious sidebands.

A b.p.s.k. transmitter is shown schematically in Fig. 3.
A pure carrier of tens to hundreds of milliwatts is generated
by an impatt oscillator; the frequency of the carrier is
kept very stable (~ 1 MHz) by controlling the temperature
of the oscillator body very carefully, or alternatively by
coupling a high-Q stabilizing cavity to the circuit. The
power passes out through an isolator: this is there to mop
up the (modulated) leakage signal coming back from the
modulator, which would otherwise tend to perturb the
frequency of the oscillator.

The modulator itself is a circuit having only one
millimetre-wave port, and is switched into one of two
states; in both the incident carrier is about 90 % reflected,
but the phases of the reflections in the two cases differ by
180°. The critical element in the modulator is a tiny
p-i-n diode which is biased into forward conduction for
one state and into total depletion for the other; the
driver amplifier needed to accomplish these bias changes
at 293 Mbit/s has to be very fast and powerful. The
logic of this amplifier is such that a binary ‘one’ at its
input is made to change the modulator state, while a
‘zero’ leaves it unchanged (this is known as differential
phase-shift keying, d.p.s.k.).

The signal reflected from the modulator is separated
from the incident carrier by means of a millimetre-wave
circulator; it then passes to the output of the head through
a coupler which takes a small sample of the output to a
separate port for test purposes.

TEST POINT

ISOLATOR CIRCULATOR

© —» OUTPUT

mm - WAVE
OSCILLATOR

6 294 MBIT/s INPUT

Fig. 3. Binary phase-shift keying transmitter.
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The whole transmit head is bolted directly onto the
channelling unit.

6.9 Receive Head

Only a few milliwatts of local oscillator power are
needed, but the purity and frequency stability of the
output must match that of the transmitter oscillator; in
practice it may be most convenient to use an identical
oscillator under conservative operation, rather than
employ a different device, such as a transferred electron
oscillator.

The local oscillator feeds into a balanced millimetre-
wave mixer through one waveguide port; the modulation
signal from the channelling filter enters through the other,
at a level of around — 50 dBm. Both are passed through a
tiny microwave integrated circuit to two matched gallium-
arsenide Schottky-barrier diodes, which perform the
mixing.

The resultant intermediate-frequency signal, now a
b.p.s.k.-modulated 14 GHz carrier, is immediately
amplified by 45dB or so in a broadband transistor
amplifier.

The noise figure of this receiver is basically determined
by the conversion loss of the mixer diodes (5-10 dB) and
the noise figure of the transistors (2-4 dB) since the diodes
themselves contribute negligible extra noise.

Normally the local oscillator frequency is 1-4 GHz
lower than the incoming signal. However if this were so
for channels 1-4 of Band 11, the ‘image’ frequencies would
lie in the top of Band I; for example, any leakage from
channel 16 of Band I onto the mixer of Band Il channel 3
would be converted to the same i.f. and since it is at the
transmitter end of 1/16 the leakage might be comparable
in strength to the wanted 1i/3 signal. The problem is
solved by placing the local oscillator 1-4 GHz higher than
the incoming signal; however the i.f. spectrum is now
inverted, and some slightly different equalizer will have
to be used.

It is very important that the i.f. be accurate, namely
1400 £ 5 MHz: it is set to +4 MHz when the waveguide
link is commissioned, by a fine adjustment on the local
oscillator. The stability of the transmitter and local
oscillators should be such that the correct i.f. is maintained
for months or years.

Like the transmit head, the reccive head is bolted
directly onto the channelling unit. Connection to sub-
sequent modules is made via a long length of semi-rigid
microwave cable, permanently installed in the station
and terminating on a front-facing panel in the equipment
racks.

6.10 Equalizer

As a module the ‘equalizer’ is intended to include any
i.f. signal processing which is particular to the channel in
question. The most obvious factor here is that the group-
delay slope across a channel depends both on the length
of the waveguide section and on the carrier frequency:
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for 24 km at 30-8 GHz the required delay slope in the
equalizer is + 160 ns/GHz, and for 18 km at 75 GHz it is
only +8ns/GHz, while for the ‘inverted spectrum’
channels 11/1-4 one would need about — 65 ns/GHz.

The i.f. power level, too, will vary from one situation to
another, not only because of the waveguide length and
carrier frequency, but also because of tolerances on trans-
mitter power, channelling losses, receiver gain, and the
loss of the delay equalizer. Provision will be made in this
module for bringing the power level to some standard
value, probably somewhere near 1 uW.

The delay equalizer itself is a passive component, a
composite slow-wave structure made of copper tape
totally surrounded by polypropylene. It is proposed that
a range of fourteen delay slopes be provided, such that
any delay slope can be achieved to an accuracy of +2
ns/GHz by cascading only two units: this accuracy is
considered to be adequate for b.p.s.k. modulation,
though perhaps a little coarse when it comes to g.p.s.k.

Connection to the equalizer from the station semi-rigid
cable, and from equalizer to a.d.r. module (q.v.) will be
by means of U-links on the front panel, to provide access
to the signal for commissioning and maintenance
purposes.

6.11 Amplifier-Demodulator-Regenerator Module

In contrast to the equalizer, the a.d.r. is identical for all
b.p.s.k. 293 Mbit/s channels. The i.f. signal is amplified
to about 20 mW and band-limited to minimize the
thermal noise and interference components reaching the
demodulator. In the demodulator the signal is split into
two parts, one of which is delayed by one time-slot; the
two are then compared in phase and a baseband signal is
formed whose polarity indicates whether the relative
phase is greater (positive) or less (negative) than $0°.
Choosing an optimal instant to sample this baseband
waveform, the regenerator makes a clear decision as to its
polarity: if positive, the assumption is that a 180° phase-
change had been made at the transmitter between the two
time-slots now being compared and that thereforc the
input to the modulator had been a ‘one’; if negative, very
probably no such change was made, corresponding to a
binary ‘zero’ input.

Of course, in its journey from transmitter modulator to
receiver demodulator, the signal has been impaired, by
distortion in the various non-ideal components it has
passed through, by interference from some of the other
channels or local oscillators, and by thermal noise. The
first of these will not by themselves spoil the signal phases
by more than a few degrees, but occasionally a random
thermal noise excursion will cause the relative phase
between two adjacent time-slots to be caught on the wrong
side of the 90° ‘threshold’ just at the moment of regencrator
decision, and an error in the output bit stream results. In
practice, and taking into account the distortion and inter-
ference, a signal-to-noise (S/N) ratio at i.f. of 150r 16 dB
will ensure that the error rate is less than 1 in 10°.
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The importance of frequency stability to this differential
p.s.k. system arises from the one-slot delay involved in the
phase comparison: this delay is 1800° at 1400 MHz, so
every 1 MHz drift in the i.f. will reduce the 90° threshold
by 1-3 degrees.

7 Margin

To maintain a bit error rate of less than 1 in 10°, the
signal-to-noise ratio reaching the demodulator must be at
least 15dB for b.p.s.k., and at least 22 dB for q.p.s.k.
using differential phase detection. This takes into account
the distortion of the signal and a small amount of inter-
channel interference, but assumes that everything is
optimally adjusted. In order that the system should at
least be tolerant to reasonable drifts in such parameters as
i.f., threshold setting, timing, output power, and so on, the
actual S/N is increased by an amount known as operating
margin. The value of this margin depends on whether or
not the channel is a critical one in relation to repeater
spacing.

The millimetre-wave power required at the input to the
receive head is kTBF.(S/N) where k=Boltzmann’s
constant, T=absolute temperature, B=equivalent noise
bandwidth, F=receiver noise factor. This is obtained
from the transmitted power P, attenuated by a factor A,
for the total channelling filter losses at both ends and by a
factor Ay for the circular waveguide itself.

Case (1) Uncritical: For example, at 39 GHz we can
take the filter loss as 74 d B, the loss of 24 km of waveguide
as 55dB, and kTBF as —77 dBm. Then a mere 65 dBm
of transmitter power will give a handsome operating
margin of 6 dB for b.p.s.k., surely enough for all reason-
able contingencies. In fact there is a case for relaxing
the noise factor requirement for the receiver under these
circumstances. Even 4-phase d.c.p.s.k. can be operated
over 24 km at this frequency, with an operating margin
of 7dB, without requiring an unreasonable transmitter
power.

Case (2) Critical: At 30-8 GHz, the lowest traffic-
carrier frequency, the attenuation of 24 km of waveguide
is expected to be 76} dB, and filter losses will be 64 dB;
with some development of the receiver, and selection of
mixer diodes, kTBF may be held to —80dBm. A very
powerful transmitter would be needed for four-phase
operation. Even with an output of 200 mW S/N would
be down to 20 dB; differential detection would be difficult
at this level, and one would have to resort to coherent
detection (or perhaps to use only b.p.s.k. in this even-
tuality).

Figure 4 shows how the various parameter values would
be allocated for repeater spacings up to 24 km. It is seen
that from the most critical channels the transmitter power
drops rapidly while S/N rises to a maximum plateau and
the noise factor requirement is relaxed. This is consistent
with the expectations of the semiconductor device fabri-
cation, namely that processing of a batch of devices yields
a few of the very best (highest power impatts, lowest loss
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Fig. 4. Repeater parameters for 24 km spacing.

mixers and p-i-n modulators) and a larger quantity of
devices of more modest performance, all usable over a
fairly wide range of frequencies.

8 Conclusion

Once the waveguide is in the ground and repeater
stations provided at up to 24 km spacing, the system
provides for traffic growth in increments of two or four
digital blocks, at low marginal cost and at short notice.
The ultimate capacity is far greater than would be needed
for telephony alone, but would clearly be well able to
cope with an up-turn in the demand for transmission
capacity for other purposes, should the need arise. The
transmission performance will meet Post Office and
international requirements, and the system should need
little maintenance effort.
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SUMMARY

Increased sophistication ofpresent microprocessors
and other l.s.i. devices allows creation of unconventional
computer architectures. The work reported here is

part of a project concerned with the application of
multi-processor architectures to business data
processing. An application is considered as a number
of interacting functional units. The operation of a
system consists of the allocation of functional units to
processing units at execution time. A processing unit
contains a microprocessor, r.0.m., r.a.m., firmware

and interface devices for communication with adjacent
processing units and peripherals. Basic modes for
interconnection of processing units are discussed.
More generalized cellular structured architectures are
considered and software problems examined.
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1 Introduction

The work reported in this paper represents the first part
of the continuing investigation and development of new
architectures for computing systems applied to business
data processing. The final objective of the investigation
is the implementation of a dynamically reconfigurable
multi-processor system. The realization of this objective
is planned in several phases. Each phase will correspond
to the completion of a particular multi-processor archi-
tecture to satisfy the requirement of a particular class of
business data processing applications. An assessment of
the characteristics of these systems shows that the optimal
configuration is application dependent. On the other
hand an architecture suitable for all applications and
which at the same time is extendable to allow for expansion
of the users computing needs requires a modular system
construction. Each module may be regarded as a basic
computation resource consisting of one or more pro-
cessors, memory, 1/O ports, etc. and some firmware. A
particular processing task is accomplished by organizing
the resources so as to realize as closely as possible the
optional configuration. Extension of the computing
capability by connecting together several primitive com-
putation resources can be regarded as the formation of a
cellular structure.

2 Hardware Trends

It is of interest to examine briefly the developments
that have taken place during the past three decades. In
the early days of computers the basic building blocks
available to the system designer consisted of the basic
circuit components, resistors, capacitors and thermionic
valves. This was followed by the development of tran-
sistors which increased the reliability of the circuits and
reduced the power requirements. Following this was a
period of substantial development in the field of solid-state
circuitry resulting firstly in small-scale integration and
later, medium-scale integration. The result wasan increase
in the sophistication of the basic building blocks available
to the system designer. This saw the development of large
powerful general-purpose central processors generally
following the now classical von Neumann architecture.
The high cost of these processors required methods to
increase the central processing efficiency relative to the
processing carried out in peripheral parts of the system.
This lead to the development of large multi-tasking
operating systems, the overlap of 1/O operations with
central processor activity, virtual memory systems etc,
This allowed the central computing power to be shared
concurrently by many users both in batch and interactive
modes of operation. The price of this flexibility is the
overhead of a sometimes very large complex operating
system to schedule the resources amongst the various
classes of users.

Restricting our attention now to the past decade it can
be seen that there have been further dramatic advances in
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solid-state technology. The fabrication of high-density
gate circuitry with semiconductor chips of up to the
equivalent of 20,000 transistors is now economically
viable. The emergence of large-scale integration tech-
niques has had, and will continue to have, profound effects
on the developments in the computing industry and the
electronics industry generally. Initially the new fabri-
cation techniques were applied to the production of
memories, the latter being a regular structure with high
gate-to-pin ratios. Since about 1968 it has been observed'
that the bit density of memory chips has more or less
doubled each year. It is now possible to have 16 kbits
memory available on a single chip. Using the conservative
estimate of bit density doubling every -5 years, chips
with capacities exceeding 64 kbits can be expected towards
the end of this decade. An upper limit based on calcula-
tions for present fabrication techniques? can be expected
at about 128 kbits.

Following the success of l.s.i. memories the circuit
designers turned their attention to producing the central
processor part of the computer with Ls.i. techniques. The
first processor-on-a-chip, the Intel 4004, appeared on the
market late in 1971. Since then several manufacturers
have produced microprocessors of 8, 12 and 16-bit word
lengths and with both fixed and microprogrammable
instruction sets. At the present time the most successful
of these, in terms of market share, has been the Intel 8080.
The 8080 processor has 78 instructions and the instruction
cycle time is 2 ps. Recently Intel have announced a new
processor chip to succeed the 8080 which will be faster and
will contain memory on the same chip.

Further developments are currently taking place with
charge-coupled devices which provide a solid-state alter-
native to mechanical rotating memories such as the disk.
These devices can achieve very fast data transfer rates in
the region of 16 Mbit/s. At the present time however,
the conventional secondary storage devices, disks and
mini-disks are being used in conjunction with the micro-
processor. Activity can also be seen in the interface
circuitry between the processor and the peripheral devices.
Again the functions carried out by the interface circuits
have been integrated in some cases on a single chip.

The system designer now has available some very
sophisticated building blocks. The fact that a processor
can now be realized on a single 40-pin, dual in-line
package, means that the general-purpose computer, once
occupying a complete room, can now be considered as
another circuit component on a printed circuit board.
The fabrication techniques of 1.s.i. have meant a dramatic
decrease in the cost of processing power and memory.
Consequently the application areas where the use of
microprocessors is now viable is increasing and areas
previously realized with random logic may now be found
using programmable logic. As far as the computer user is
concerned there has been a move away from the central
computing facility and more intelligence has appeared in
the peripheral devices. There has been a significant
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increase in the so-called intelligent terminal. Here an
interactive terminal containing a microprocessor is pro-
grammed to carry out a given function such as data entry
and point of sale. General-purpose key-to-disk terminals,
with and without hard copy facilities, together with special
purpose terminals for banking and industrial data collec-
tion are gaining an increasing proportion of the computer
hardware market. It isestimated?® thatinthe U.S.A. alone
terminals will account for 249 of the total computer
hardware cost by 1980.

Because of the decrease in the cost of processing power
it has now become a viable proposition to consider the
possibility of radically different hardware structures
based on a number of communicating processors. Apart
from a relatively small class of applications requiring very
high processing speeds, the lurge processing power of a
conventional computer is consumed in processing many
jobs concurrently. It would therefore seem acceptable to
have several processors concurrently processing mnay
jobs so long as the same throughput is maintained. Several
examples of multi-processor organization are already in
existence. One such example is the array processor where
a number of processors are arranged logically in the form
of a two-dimensional array. In general the whole structure
operates synchronously with the same instruction being
broadcast to and executed by each processor in the array.
This type of processor is particularly suited to problems
where the same sequence of operations must be carried
out on multiple data items. In a further type of multi-
processor arrangement the architecture of the system has
a network topology. Except for the case of a communi-
cation network it is generally true for systems of this
structure that a number of smaller computers communi-
cate with a large host machine. Most multi-processor
systems currently operating are based on the use of mini-
computers.* It must therefore be concluded that the full
potential of interconnecting a number of low-cost pro-
cessors and memories has yet to be fully examined.

3 Software Trends

From what has been discussed in the previous Section it
can be seen that the typical computer installation at the
present time consists of a large central processing unit
servicing the needs of multiple users via a complex multi-
tasking operating system. Experience has shown, time
and time again, that the specification, design and imple-
mentation of any medium or large-scale software product
is a complex process. A superficial inspection indicates
several causes of the problems encountered. Incomplete-
ness and ambiguity in the product specification, the
inherent difficulties in the logical design of correct soft-
ware and the indeterminate nature of the implementation
phase are but a few of the more obvious. In general
changes to the specification of a software product will
occur throughout the design and implementation phases
and also throughout the lifetime of the eventual product.
It has become a fact of life that any software product
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remaining in use is subject to constant change. This
follows as a direct consequence of the basic economics
of the situation. Any medium or large-scale software
product represents a substantial investment for the manu-
facturer. As such there is significant pressure to change
and modify the existing product to suit new applications.
Changes or extensions to the original specification intro-
duce further errors which at best are associated only with
that software relevant to the change. In general, however,
the process of eliminating software errors uncovers further
errors. If the product specification remains constant then
this is generally a convergent process. If the change in
the specification requires a partial restructuring of the
software then significant degradation of the product must
be expected.

Application of conventional product management pro-
cedures are not adequate in the case of software pro-
duction. Inan effort to gain an understanding of the laws
governing the processes of software engineering Lehman
et al.>~" have carried out detailed studies of the histories
of several products over the period of several years. These
workers have successfully identified a number of global
variables enabling the programming process and the
superimposed project management process to be modelled
as the interaction between two complex dynamic systems.
Some remarkable observations have been reported by
these workers.

Three systems have been studied, a large multi-purpose
operating system, a transaction-processing system and a
small system executive. All three systems fall into the class
of systems to which the work reported here is directed.
Although the manufacturer and environment for each
of the systems was different and the size of the systems
spanned some two orders of magnitude the similarity of
the observations is indicative of an underlying common set
of processes.

A convenient measure of size of a software system is the
number of modules. An equally convenient measure of
time is the release sequence number since it represents a
point in time when a new functional specification emerges.
The following observations have been reported.

(a) Product Growth. The size of the product showed a
steady growth with release sequence number. Any
increase in size above some natural increment between
releases produced a decrease in the subsequent release.

(b) Structural Complexity. The complexity of the pro-
duct is a measure of the degree of interaction between
its components, in this case the interaction between
modules. The number of modules handled for each
change was observed to increase with time. When
complexity is defined as the fraction of modules handled
then the increase in complexity was found to be
quadratic,

(¢) Limits to Growth. An apparent limit to the growth
of the product was observed despite the continued need
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for implementation of further changes. The increase in
complexity of the product was so great that further
extension could only be obtained by a restructuring of
the design.

What conclusions may be drawn from these observa-
tions? Firstly, the software design process is not well
understood. The advent of structured programming has
made some impact in this area but has yet to receive wide
application. Certainly, medium and large-scale software
products do undergo continuous changes and in some
instances extensions to the specification do lead to
unforeseen consequences and severe degradation of the
product quality. This can be viewed as the onset of some
kind of instability in that the complexity of the system has
increased to the point where it becomes unmanageable.
Increasing the capability of a system leads to a corres-
ponding increase in the complexity.

4 Multi-Processor Architecture

The system software currently in operation on large
general-purpose computers must be considered as a
complex dynamic system that evolves with time. If the
capability of such systems is increased and hence its
complexity increased, then it is likely that a point will be
reached where it becomes unmanageable. In this event
it will become unstable with the occurrence of unforeseen
random events that degrade the overall system per-
formance. Since the demand for functional capability of a
computing system is likely to increase then the system
designer must employ architectures that seek to minimize
the increase in system complexity. On the other hand the
decrease in cost of hardware and the availability of the
processor on a chip suggests the need for an investigation
into the use of multiple processor architecture in the
solution of certain data processing problems.

We first make the observation that current micro-
processors do not match the processing power of the large
third generation central processors. Some micro-
processors are, however, approaching the speed of the
conventional minicomputer. The processing power of
the large machines is diluted because of its multi-
processing operation. Also, for the majority of tasks
found in business data processing programs absolute
speed is not the most essential attribute. In making this
statement the comparison is being made with the large
scientific programs where arithmetic calculations domi-
nate.

If we consider the starting point of the design of any
system to be the functional specification then it is generally
the case that the design process proceeds by sub-dividing
the specification into a number of functionally related
areas. These areas form the sub-components of the system
and the total system is realized by the dynamic interaction
between the sub-components and the outside world. The
fact that sub-systems may be identified is indicative of the
fact that the interaction between the sub-system and the
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rest of the system is less than the interactions occurring
within the sub-system. Inthiscase the sub-system is almost
independent of the rest of the system and only requires
occasional inputs and outputs. The meaning of occasional
here depends on the time-scale being considered.

This functional sub-division of the specification may be
continued at a lower level and is typical of the top down
design process. Each functional sub-system is divided into
a number of almost independent sub-sub-systems, and so
on. The complexity of the overall system is handled by
the construction of a hierarchy which assists in the identi-
fication of the interactions between the various system
functions. Now, at some stage in the decomposition
process we may make an association between sub-system
function and a processor on which that function will be
executed. No consideration is given at the present time to
determine the level in the decomposition at which the
association is made. Suffice to say that at each stage in the
operation of the system the code associated with each
identified sub-system function must be bound to a pro-
cessor for execution. Unless a particular sub-system
function is almost independent of other sub-system
functions then it will be subject to a number of constraints.
These include the time at which the sub-system code is
executed and the necessary configuration of the processor,
or processors, on which it executes.

4.1 Implementing a Functional Partition

An analytical approach to the problem of partitioning
the total system function into a finite number of inter-
acting functional sub-systems has yet to evolve. We have
chosen to follow the advice offered by Dijkstra® and
make use of the observation reported by Simon® con-
cerned with nearly decomposable systems. We may define
the functional sub-system at any level of decomposition of
the total functional specification as a functional unit.
There are at least two functional units at each level of the
decomposition. The depth of the decomposition process
may be identified by assigning the level number to the
functional units occurring at that level. The deeper the
decomposition process proceeds the smaller and simpler
are the functional units at the lowest level. Carrying the
decomposition to the limit, then, at the lowest level,
a functional unit becomes an instruction to be excuted
by a processor. The optimal level of the decomposition
for a given application and a given configuration of basic
computational resources is the subject of further work
associated with this project.

In the first phase of the investigation reported here it
was decided that small and medium-scale business-
oriented systems would be analysed in the first instance.
The functional decomposition was taken to the point
where each functional unit was sufficiently simple to be
executed on a single processor and at any time a pro-
cessor is concerned only with the execution of one
functional unit. In a typical on-line business computing
environment the total function of the system may be
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concerned with the input of data from one or more ter-
minals, the update of a central database, the processing
of information contained in the database, dealing with
enquiries and generating reports. Each of these areas may
be considered as a functional unit at the first level of
decomposition. In turn each of these units may be
decomposed into a number of simpler functional units.
Some functional units will therefore require an inter-
action with the outside world. That is, the input of data
from an operator or the output of data to an operator
or other user. At the time of execution therefore, such
functional units must be bound to processing units having
the necessary input output resources. This need not be
absolutely the case in the final versions of the archi-
tectures under investigation since processing units may be
connected in a cell like structure. Access to the processing
unit with the required input output resources will there-
fore be possible. Other functional units may be identified
that require no interaction with an operator. The
execution of these functional units must be synchronized
either implicitly or explicitly with the execution of other
functional units.

4.2 Basic Processing Unit Hardware

Certain aspects of the basic processing unit structure
are considered in this Section. Whenever possible
standard manufactured i.c. chips have been used. All
programmable devices are used in accordance with the
manufacturers’ published specifications. In essence the
functional operation of a system in a particular appli-
cation is contained in the execution of the functional units.
The functional units are purely a software concept but
must be brought into contact with a processor at execution
time. The basic processing unit provides the basis for the
execution of a functional unit.

The basic processing unit consists of a microprocessor
together with an extendable amount of r.a.m. and r.o.m.
Also contained in this unit is the circuitry necessary for
the communication with other processing units and with
various peripheral devices. Typically these would include
such things as keyboards, visual display screens, printers
etc. The /O ports on each processing unit include facilities
for both serial and parallel communication. One of the
more important access channels on the processing unit is
the direct memory access (DMA) port which allows fast
transfer of information between processing units and
between a processing unit and a peripheral device. Several
DMA ports may be contained in each processing unit.
Figure 1(a) shows the diagramatic representation of a basic
processing unit withfour DMA channels. Figure 1(b)rep-
resents a basic processing unit with two DMA channels
and three slower communication channels. The objective
of the total investigation is the interconnection of
processing units to form a cellular structure as shown in
Fig. 1(c).

At the present time each processing unit contains a
single Intel 8080 microprocessor. Each unit operates

The Radio and Electronic Engineer, Vol. 47, No. 11




FUNCTIONAL DECOMPOSITION ON MULTI-MICROPROCESSOR SYSTEMS

ﬂ L1
i | !

©)

Fig. 1. Processing unit configurations.

asynchronously except during the period of an inter-unit
DMA transfer. At this time the activity is synchronized
and controlled via a handshake mechanism between the
units. Special logic is necessary to implement the DMA
process. A single bidirectional bus connects two pro-
cessing units. Each unit may gain access to the bus in
order to request a transfer of data. Bus contention is
resolved by the DMA logic and error checks are carried
out on the data transferred. On completion of a DMA
transfer, status information is contained in the DMA
status registers associated with each processing unit.
During the transfer of data the processors may either be
active or passive. In the first case the transfer is carried
out on a cycle-stealing basis. Alternatively, each pro-
cessor is put into a HOLD state for the duration of the
transfer. In the second case it is necessary to implement a
mechanism to free the processors at the end of the transfer.
Furthermore it is also necessary to free each processor in
the event of an abnormal termination of the data transfer,
In the case of slower communication channels such as
those with keyboards and printers, standard interface
chips have been used. Ideally each processing unit is
identical in construction to the next. From an economic
standpoint each processing unit will contain the interface
logic specific to the application in which it is used.

It is not envisaged to implement circuitry to switch
peripheral devices between processing units automatically.
In this context it is seen that dynamic configuration of a
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system will include only that concerned with the allo-
cation of a set of processing units to satisfy the require-
ments of a given set of functional units. Allowingdynamic
switching of hardware increases the complexity of the
system which is contrary to one of the basic objectives of
the investigation. Instead it is expected that a particular
structure of processing units can be used in several different
applications. The functional operation of a system is
contained in the application software which is decomposed
on the hardware structure. At a later stage it is planned
to allow for manual transfer of peripheral devices such as
keyboards and printers between processing units. Each
processing unit will have knowledge of its own con-
figuration.

4.3 Basic Processing Unit Firmware

A basic distinction is made between the software con-
cerned with the functional operation of the system and
that concerned with the operation of the hardware. The
former is that to implement the particular application.
The latter concerns the details of the hardware which is
independent of the application and may be termed
system software. The system software in the basic pro-
cessing unit is sealed in r.o.m. forming the firmware. The
firmware is completely modular in structure and consists
of a number of port handlers together with a basic
monitor. The structure is illustrated in Fig. 2.

PORT
HANDLER

PORT
HANDLER

PORT PORT
HANDLER HANDLER
MONITOR
PORT PORT
HANDLER HANDLER

(P) ROM
RAM o
FUNCTIONAL
UNIT

Fig. 2. Software/firmware organization.
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Each port handler is specific to the particular device
with which it interfaces. Its function is to carry out the
particular information transfers to and from the device
it controls. All the details necessary to carry out the
processing on a particular device are contained in the
associated port handler. In other words the handler
provides the interface between the operational software
and the device hardware. There is a standard format for
the interface between the monitor and each port-handler.
In general this software interface will contain a command
and associated data for a device or a status request from
the device controller.

The operational function of the monitor is to establish
communication between the functional unit and the
various devices connected to its processing unit. This
includes communication with another processing unit.
Communication between the functional unit and the
monitor is via a standard interface consisting of a set of
user macros and subroutine calls. The functional unit may
issue requests for data from a keyboard or a record from a
file. The monitor establishes contact with the necessary
port handler to initiate the request. Once a command has
been executed the monitor must check for error conditions
and take any necessary action before allowing the execu-
tion of the functional unit to proceed.

The system function of the monitor includes the
establishment of the configuration of the processing unit.
The transfer of functional units in and out of the pro-
cessing unit is also under the control of the monitor. In
the initial systems considered the functional unit can be
considered almost independent of the execution of other
functional units in real time. In the second phase of the
developments of these systems this is no longer the case.
It is necessary for additional information to be associated
with a functional unit describing the functional environ-
ment necessary for its execution to proceed. This will
include the communication with other functional units.
It will be the responsibility of the monitor to ensure that
the required functional units are located in adjacent
processing units. Since the partition of the application into
functional units will have been accomplished before the
application is loaded then the above exercise ensures the
correct communication between them.

5 A Basic Application

Initially a number of simple business applications have
been considered where the functional decomposition of the
system is fairly well defined. The configuration of the
processing units is correspondingly simple and reflects the
structure of the application. To illustrate the points made
here we consider a typical system allowing several kinds of
dataentry to a central database. The database is composed
of a number of files stored on direct access devices. On-
line enquiries may be made to the database by a user from
a v.d.u. terminal. The data contained in the files must
be processed and reports generated on a printer. Each
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data entry requirement may be considered as an almost
independent functional unit. This is generally true since
and even if the data entered at one terminal is correlated
with that entered at another, as for example in an on-line
seat reservation system, resolution of any possible con-
flict may be handled by a further internal functional unit.
On-line enquiries may be considered to form a further
functional unit and so also the report generating pro-
cedures. No further decomposition of the functional units
is made in this case. A configuration of processing units
capable of supporting these functional requirements is
shown in Fig. 3(a). Thisis a simple star configuration that
has been specifically constructed for the particular appli-
cation. In a cell structure topology of processing units the
functional units would be associated with appropriate
processing units at execution time.

In the representation given the central database has been
shown connected to a single processing unit. In practice
however, for reasons of reliability, this processing
unit may contain two units. At the lowest level of
simplicity of operation the functional units may be
associated with a given processing unit. This allows no
flexibility of operation in the event of component failure.
Each processing unit is reduced to the function of a

—
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(a) Configuration for basic data processing system.
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(b) Distributed files.
Fig. 3
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dedicated intelligent terminal. Moving to the next level
of sophistication the functional units are stored in object
form on secondary storage. A request from a terminal
connected to a processing unit causes the appropriate
functional unit to be moved from secondary storage, first
into the database processing unit and then to the request-
ing terminal processing unit. Since any functional unit
interacting with an operator may be selected from any
terminal processing unit the overall reliability of such a
system is increased compared to single processor equi-
valent. In a star-connected configuration the main node
can be a compound processing unit.

It is not necessary to have the data files located in a
central disk store. Secondary storage devices may be
connected to any processing unit. Furthermore a central
database may be partitioned and access to it is controlled
byseveral communicating processing units (Fig. 3b). The
system software for handling the disk storage devices is an
order of magnitude more complicated than that handling
access to simpler peripheral devices. Not only must it
maintain the structure of the data file access methods but
also resolve conflicts of simultaneous access to data by
several users. Internal functional units may be executed
in any processing unit. In the basic systems however they
are allocated to a specific unit which can be either the
database processing unit or a further unit connected to it.

6 Further Developments

In order to provide a specific system, in terms of its
operational function, on a non-specific hardware con-
figuration, greater definition of the functional units is
necessary together with ability of the system software to
organize functional units. Each functional unit must
contain a description of the processing environment
necessary for its execution. Since each processing unit has
a knowledge of its configuration then the compatiblity
between functional and processing units is possible. If
the decomposition of the function is taken to one or more
lower levels then a given operation function may be
considered to be represented by several elementary
functional units. For instance the data entry operation
may be decomposed to input of raw data, data validation,
pre-processing and update of a file. Of these only the
elementary functional unit concerned with the entry of
raw data need be executed on a terminal processing unit.
The data entry functional unit is therefore composed of
four elementary processing units. Work is in progress to
investigate the possible defintion of a set of primitive
functional units. A given functional unit will therefore
be represented as a combination of primitive functional
units.

A request for a specific system operation will require a
‘working set’ of functional units allocated to appropriate
processors. The breakdown of the operation into func-
tional units is made prior to the system being loaded.
The system software, using the functional unit descriptors,
is responsible for correct allocation to processing units in
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the correct sequence to satisfy the overall processing task.
The ability to perform this kind of processing depends very
much on the decomposition of the task into functional
units. Although a number of guidelines may be drawn
up for the purpose, a unique decomposition is not possible.
A great deal more work is necessary to formalize the
procedures.

7 Concluding Remarks

Current trends in hardware devices resulting from L.s.i.
technology have made possible the investigation of new
approaches to computational architectures. In particular
the system user is concerned with reliability and extend-
ability of his computing facility. Reliability is concerned
with both the hardware operation and the software
operation. Hardware reliability can be achieved by
redundancy. Software reliability can be greatly improved
by reducing the complexity of the system functions. The
low cost of current processors allows the move away from
the complex and large general-purpose system software.

The investigation forming the subject of this paper is
concerned with the decomposition of a system functional
specification to enable it to be executed on a number of
interconnected microprocessors. The initial phase of the
work has examined the decomposition of small and
medium business data processing requirements since these
areas are best suited to the processing power of currently
available microprocessors. New microprocessors have
however been announced by the manufacturers with
instruction cycle time approaching that of the con-
ventional minicomputer. The availability of these pro-
cessors will allow the same techniques to be applied in
applications where greater processing speed is required.

A particular application of the concepts was given using
a small business application on a specific hardware con-
figuration. A generalization of the concepts to include the
definition of a set of primitive functional units was dis-
cussed. Each functional unit contains a descriptor which
allows its processing environment to be realized at
execution time. The main complexity in the system soft-
ware is that concerned with the allocation of functional
units to processing units. In a fully dynamic system the
allocation is made before the functional operation is
excuted. The allocation remains fixed until the operation
is complete. During the period of the operation one or
more processing units are dedicated to the execution of the
operation. No multi-tasking is encountered. Further-
more the overall reliability is increased since the system is
still able to function with other parts idle. Extension of
the functional capability is effected by the addition of
further processing units to accommodate the extra
functional units.
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(b) The convention followed is that a decrease in phase
reading represents an increase in frequency.

(c) Phase differences may be converted to frequency
differences by using the fact that | us represents a
frequency change of | part in 10! per day.
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SUMMARY

The paper reviews the manual, computer-controlled,
and computer-based dynamic testing of control
systems, and the reasons for the popularity of such
tests. It is shown that correlation techniques are
necessary in either time or frequency domains in
order to reduce uncertainty due to measurement
noise. Engineering guidelines for choosing those test
measurements, such as spot frequencies and cross-
correlation function time delays, which contain the
most useful information for system checkout are
included, so that the test time necessary to achieve
user confidence in the particular product may be
considerably reduced. Hardware examples are used
throughout to illustrate the approach.
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Principal Symbols

s Laplace operator

H(s) transfer function of SUT

a; b, coefficients of s' in system transfer function
numerator and denominator respectively

n,q order of polynomials in s

X0 SUT input signal

Y(1) SUT output signal

T, T;  SUT time-constants

e SUT damping ratios

wy;, wy; SUT undamped natural frequencies

z, SUT zeros

Pj SUT poles

A;, ¢,  residue terms in SUT transient response

A ratio of undamped natural frequencies

T transpose (in test feature analysis)

T correlation time

F, ith feature used to check-out SUT

+g check-out gate width set on ith test feature

tep time to reach peak of step response of nominal
system

e time to reach peak of impulse response of
nominal system

oy Jjth parameter affecting performance of SUT

w, excitation frequency

¢ SUT phase lag

| H(jw)| SUT amplitude ratio

D correlation function

n(t) measurement noise

T time delay used in correlation function

a peak amplitude of p.n.s. pulse and of sinusoidal
stimulus

n harmonic number
N wT {27 (in sinusoidal testing)

N (28 —=1) (in p.n.s. testing)

Sy peak step response of SUT

I, peak impulse response of SUT

R, peak ramp response of SUT

R number of stages in p.n.s. shift register

At p.n.s. clock period

a standard deviation

p spectral density of white noise

r number of sequences of p.n.s. over which
correlation takes place

r individual spectral line due to p.n.s. excitation

S(w) spectral density of signal

Ai Rl +.l Qi

6, system input

0o system output

€ system error

@) estimate
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1 Introduction

Very many systems and sub-systems such as amplifiers,
servoactuators, radar trackers, autopilots, compensation
networks, and prediction devices are required to respond
to some time varying input (‘the message’), and to reject
other time varying inputs (‘disturbances’) in order to
perform the operational role for which they are intended.
For example in an aircraft automatic terrain-following
control system, the terrain profile plus set clearance
represents the ‘message’. ‘Disturbances’ will arise from
such sources as sensor noise, internally generated noise
due to discrete signals in the command computer, and
wind gusts tending to deflect the aircraft off course. The
total system is designed to discriminate adequately
between the ‘message’ and ‘disturbances’ so as to achieve
the desired level of mission effectiveness which in this
case is the best balance between the probabilities of
crashing into the ground and ‘mission abort’. In order to
achieve an adequate design for such complex systems,
the system designer must represent both message and
disturbances by realistic time-varying signals. It is
intuitively obvious (and substantiated by many company-
confidential system simulation studies) that dynamic tests
are needed to rapidly establish the operational status of
the system. The purpose of this paperis to review currently
used techniques suitable for dynamic testing and to show
how these techniques may be used in a practical environ-
ment, particularly for production and maintenance
purposes. In particular, there is often a need for test-
time reduction in order to increase test station pro-
ductivity. This paper therefore includes proven guidelines
for the selection of a reduced number of measurements
(or test features, to use pattern recognition terminology)
which have proved most useful for shop floor testing.
Although the detailed examples chosen to illustrate the
paper clearly reflect the author’s practical involvement
with servomechanisms and similar systems, the results

| TYPICAL STEP
RESPONSE

Y
\MASK SUPERIMPOSED
ON 0SCiLLOSCofPE
FACE

Eime
Fig. 1. Manual check-out of SUT via step response.

are much more widely applicable as referenced through-
out.

Although there is a swing towards computer-controlled
automatic test equipment (ATE) implementation of
dynamic testing because of the advantage of speed at
which test data becomes available, there are plenty of
situations in which it is acceptable to have dynamic test-
ing undertaken either in the manual or the built-in-test
mode of operation. Indeed, for a given system, the philo-
sophy used may vary according to the purpose of the test.
This is illustrated in Table I, which lists five different
test modes used in the maintenance of a large electro-
mechanical system.! Note that the system control
computer is involved in two of these tests. There are two
other instances in which computers appear as an integral
part of the test scene.? Firstly, a computer may be
dedicated to the automation of test instruments, and
secondly the computer, supplied with appropriate
interface, may replace instruments in addition to auto-
mating the test. These themes will be developed later in
the paper.

2 What is Dynamic Testing ?

The dynamic response of the system under test is defined
as the behaviour of the system when stimulated by a time-
varying input such as the unit step or one of the many

Table 1

Current maintenance test philosophies for a large electro-mechanical system!

Test philosophy Test Stimulus Display

Function of Test Frequency of Test

Automatic test Direct voltages etc.

equipment (ATE)

Lamp and numerical
displays for go/no-go;

with 3 tolerance levels

Manually-controlled
built-in test equipment
(BITE)

Step, ramp, harmonic
injection to rate and
position loops

System computer Fixed level sine wave

control

System computer Simulated real inputs

control

Manually controlled
(mechanical)

Steady torques
gauge

Pen records of
system error

Lamp display for
£0/no-go

Pen records of
system error

Displacement dial

Routine maintenance Daily
Routine maintenance Bi-monthly
Confidence immediately  As required

prior to use

‘Fingerprints’ performance On commissioning
definition and system before/after refit
comparison

During build,
before/after refit

Quality assurance in
manufacture and spccial
maintenance
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Fig. 2. Sclection of test features for check-out confidence.

alternative signals which will be considered in a later
section. Consequently, a dynamic test is any test which
yields information on the dynamic response of the
system-under-test (SUT), even if the data yielded do not
completely describe the dynamic behaviour of the system,
Thus if only the final value of the response of the SUT is
measured, then the test would be classified as a static
test only, whereas il the behaviour of the SUT is con-
tinuously observed or sampled at various times during
the transient response, then the test would be classified
as a dynamic test.

Figure 1 shows the step response of a servomechanism
as recorded on an oscilloscope. Superimposed is a check-
out ‘mask’ which the test technician uses to categorize
the system into ‘healthy’ or ‘sick’ status according to
whether or not the response crosses the boundary,
‘healthy’ being the pattern recognition term for a system
which is operational. In automatic tests, the response of
the servomechanism is sampled at a few discrete points in
time, and a judgment made by comparison with a set of
check-out gates, or by post-test data processing and
subsequent reference to a decision surface, using, for
example. the nearest neighbour rule. The choice of test
features (in this example the features are the delay times
11, 15, etc. at which the step response is sampled) is crucial
in arriving at a high level of correct classification. In
the language of pattern recognition theory, we are seeking
those test features which readily discriminate between
‘sick” and ‘healthy’ systems, as shown in the two-
dimensional case of Fig 2(a), which give unambiguous
boundaries, and wish to discard test features such as those
shown in Fig. 2(b) which only serve to confuse the status
of the SUT because there is no clear segregation of those
systems which are truly operational from those which are
not. In Fig. 2, terms such as u(7,,) means the value of the
step response of the SUT sampled at the time delay where
the nominal system step response is at the first maximum.

Fortunately, in engineering, the SUT is created by a
known designer, as distinct from the human SUT of
medicine, so that mathematical and functional models
exist prior to test schedule design. Hence provided the
necessary analysis is undertaken at the system design
stage by the design authority it is relatively straight-
forward to sclect adequate test features by simulating the
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response of samples of “sick” and ‘healthy’ systems
Critical regions of the response can then be identified, as
shown in Fig. 3, and competitive feature sets compared on
a statistical basis. It is also clear from Fig. 3 that the
static test only tells us that the system is operating, not
whether or not the system is operational, i.c. will function
in the real life operational role.

Ideally, the four gate widths and test features shown in
Fig. 3 need confirmation from field trials or simulation
studies before final commital within the test schedule.
One technique for initial gate width selection is to assign
realistic tolerances to all parameters, and then compute
the expected boundaries of performance variation of
‘healthy’ systems using sensitivity functions and assuming
the parameter independence rule to hold.* Hence if «;
is the jth parameter, then the gate width +g, set on the
ith measurement is given by

v {2 (Y (=) o
=i ‘aj/af By
Oat; oty

where

are sensitivity functions relating the rate of change of
a measurement to the parameter causing the change, and
(QAo;/a;) is the percentage tolerance set on the jth para-
meter, therc being J parameters in all which are con-
sidered by the system designer to affect system per-
formance. Sensitivity functions may be determined

[ CHECK-OUT STATIC “TEST
r GATES PREN DATA
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v[E C NeMmAL LT —F
(6 / SYSTEM. /ﬁ -
/ /‘/ ” "
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0 //o-'rst !t 1t b,
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SAMPLED TIMES

Fig. 3. Sampling SUT step response for automatic check-out.
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analytically, via simulation, or via breadboard testing,
and in addition to their use in setting ‘gates’ on acceptable
performance, can indicate areas in which parameter
tolerances need adjustment. An alternative and popular
approach to the above method of gate setting is to use
Monte Carlo simulation to predict performance boun-
daries and to base gate widths on the resulting envelope.
It is also common for major system design authorities
to ask for such a Monte Carlo simulation from sub-
system vendors as part of the design certification
requirements.

3 Why Use Dynamic Testing ?
The main reasons for using dynamic testing are as
follows:

(i) User Confidence. Very many systems are designed to
respond to real time varying input signals, so that a high
degree of correlation exists between operational success
and the setting of suitable dynamic performance specifi-
cations. For example, in analysing the integrity of aircraft
all-weather landing systems required to achieve better
safety standards than one accident in 107 landings, it is
possible to allocate a fraction of the permissible touch-
down error to the dynamic response of the system.> After
extensive simulator studies, it is then possible to deter-
mine a frequency response for the system which satisfies
the ‘false abort’ case due to guidance signal noise, and to
check that this design produces suitable dynamic recovery
of the aircraft when disturbed by a wind gust. A dynamic
performance specification for the all-weather landing
system means that dynamic tests are essential for all the
major sub-systems such as servo-actuators, flight control
computers etc.

(ii) Spares Inventory Reduction. If only static per-
formance tests are used to establish the status of a system
which has to meet a dynamic operational capability in
order to confirm the integrity of the system, it is found
that static tolerances have to be made excessively tight.
Consequently many ‘healthy’ systems are wrongly
categorized as ‘sick’, resulting in the setting up of an
excessively large spares inventory in order to provide a
reasonable level of system availability.5

(iii) Repair Costs Reduction. It follows from the previous
paragraph that the repair load on the maintenance depot
will be reduced because a smaller proportion of ‘healthy’
SUTs will be wrongly sent back for stripdown and repair.
In addition, for SUTs correctly classified as ‘sick’,
although beyond the scope of this paper, it is possible
to infer from dynamic test results the likely causes of
failure,”-® thus reducing fault location time and hence
repair costs.

(iv) Increased System Reliability via Component Reduc-
tion. Dynamic tests can be designed to reduce the need
for intermediate access points used to inject or monitor
signals needed in static test schemes. Since it is argued
that provision of access points in itself degrades system
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reliability, their omission will be beneficial in this
respect.’

(v) Increased System Reliability via Failure Prediction.
In the integrity analysis of the Concorde autopilot
expected failures may reasonably be categorized with
equal probabilities of ‘catastrophic’ changes and ‘drift’
changes in performance.!® Although as yet there is no
direct evidence that dynamic testing may help in predict-
ing impending ‘catastrophic’ changes in performance, it
has been suggested that prediction of gradual degradation
via regular testing and time series analysis is feasible!?
so that if suitable documentation is kept, potentially
‘sick” SUTs may be removed prior to failure and restored
to a satisfactory condition.

(vi) Performance Matching for Selective Assembly.
Improved matching during selective assembly is possible
if dynamic performance data are made available for
individual sub-systems. As a hardware example, the use
of frequency response plots to match the correct value of
tuning resistor to an individual amplifier in order to
obtain the desired performance from an R-C coupled
oscillator has been detailed elsewhere.!?

(vii) Control System Tuning. Reasonable component
tolerances must be permitted if systems are to be pro-
duced at realistic costs. It is therefore often necessary to
‘fine tune’ a complex control system on final assembly
especially those with mechanical or hydraulic resonances
so as to obtain the best possible performance for that
specific system. Dynamic testing greatly assists this fine
tuning procedure.

(viii) Design Proving. At the system development stage,
extensive dynamic testing is required to verify the various
transfer function models used during the design phase.
This will necessitate the use of appropriate identification
and parameter estimation packages with the dynamic
test data as input. At this stage, it is also necessary to
establish the likely variation in these mathematical models
which may be expected during normal operation, and any
stability limitations inherent in the design.

Of the eight preceding reasons for using dynamic
testing, it is the last, the design proving phase, that has
received most attention in the literature. In general, this
is the application which most needs and justifies extensive
testing in order to provide a mass of data, and will
frequently, but not necessarily be reserved for the testing
of a few pre-production prototypes. In contrast, the
other reasons for dynamic testing generally apply equally
to every relevant item manufactured, i.e. the high volume
end of the market with an added emphasis on fast-turn
round to achieve high productivity from production and
maintenance test stations. The test engineer is therefore
expected to select the test method most suited to the
economic procurement of the absolute minimum data
necessary to achieve user confidence. By this time, the
system and possible failure modes are better understood,
so that this experience can be utilized in test time
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reduction, so that only a few measurements will suffice.
This problem, although of universal importance, has
received far less attention in the literature, and the aim of
this paper is therefore to provide guidclines to assist
the test engineer in measurement sclection.

4 Transfer Function Techniques
For linear systems, a transfer function model of the
form,

.Eq his'
H(s)= —% 2)

i=n

[
2 diS

i=o0
where s is the Laplace operator, defines the response of
the SUT for all possible inputs so may be used as a
unifying factor in studying dynamic test techniques. For
a test stimulus X(r) with Laplace transform X(s), the
response of the SUT may be written

Y())= L1 X(s)1H(s). 3)

Of particular interest in pre-flight dynamic testing are the
following standard responses:

(a) the unit impulse response (or weighting function)
defined by
y=L-1 H(s)

(b) the previously met unit step response, defined by

u(ry= 21 1)

and (c) the unit ramp response, defined by,
(=21 @

Of thesc responses, the step response is the one most
commonly met mainly because of the ease of signal
generation and the engineer’s intuitive understanding of
displays. Responses are readily available in standard
form for a wide variety of transfer functions.'® [t should
be noted that if the system is mildly non-linear, which is
usually the case with present-day design and manu-
facturing skill levels, the transfer function model may
still be a satisfactory representation of the SUT under
the stipulated test conditions, but care is then needed in
interpretation of the results to other test domains.'#
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