oo | BARE RADIO

INCORPORATED BY

oeieatmenn | AN BHEEBG QN
“To promote the advancement @ T@ m@
of radio, electronics and kindred
subjects by the exchange of

sy | BN GOINBER
of engineering.”’

The Journal of the Institution of Electronic and Radio Engineers

VOLUME 36 No. 1 JULY 1968

Papers for the Practising Designer

THE flood of technical papers which surrounds the engineer today is overwhelming. He is continually
faced with the problem of how best to select, for his own specialized and general needs, good quality
papers of the right kind. Choosing at random, hoarding everything that comes to hand, or shunning
everything until a specific need arises, are unscientific methods; scanning abstracts or using S.D.1. retrieval
methods are far more valuable guides to world literature. Whichever way is adopted, most members of the
1.LE.R.E. place some reliance on the regular issues of this Journal and in consequence responsibility for its
papers’ content is exacting. To meet this responsibility the aim of the Papers Committee is to select and
publish over the year a balanced though necessarily limited collection of good, interesting and suitable papers.

Now we all think we know what constitutes a good paper, but which are the suitable ones? The present
high standard of the Journal has been built up by concentrating on certain types of paper: briefly, these are
original research papers, co-ordinating surveys, and engineering development papers. Some are theoretical,
others eminently practical and the annual Premiums and Awards usually reveal a balance between the best
in these categories. All should rely in part on the use of critical scientific reasoning and judgement. Other
categories, not necessarily any less demanding in these respects, are the tutorial type of paper, short
Contributions, Letters to the Editor, and Discussion reports. The Contribution category embraces interesting
and useful topics, maybe descriptive, very brief or urgent, but not necessarily original, in either experiment,
theory or technology.

The Papers Committee now advocates further types of paper. Elsewhere in this Journal are examples of
two new types of paper specially written by Dr. E. A. Faulkner of Reading University. The first, which may
be described as an ‘interpretive’ paper, can be regarded as the near-prototype of an especially timely and
valuable addition to the present range of types. Such papers ‘interpret’ basic theory in a context relevant
to some particular purpose and should have an immediate interest and value for designers. Empbhasis is on
evolving the engineering design criteria and not on the subsequent details of device or system realization,
manufacture or operation. The second short contribution presents design data which are not readily avail-
able to the designer. The literature is often denied both such useful types of paper due to commercial
security. Again, critical engineering judgement must be seen to operate. The informal style adopted in the
example quoted is deliberate. The reaction of readers will be of interest and letters to the Editor on the
subject are invited. Among other new types of paper being considered is one with graduate-level students
particularly in mind. For an example, a forthcoming issue of the Proceedings will include such a paper on
Satellite Communications Systems by Mr. C. F. Davidson.

If you feel you can write such new papers, you are cordially invited to submit them to be considered for
publication. The call for the other types of paper is, of course, as great as ever if a balanced content is to
be maintained. The main supplier of good papers remains the individual volunteer: may his art prosper!
Other sources are the Specialized Group and other Standing Committees of the Institution, presentations at
evening meetings (including those of Local Sections), and the Institution’s various Conventions, Conferences
and Symposia. From time to time, papers are invited from eminent specialists.

You may think that it is timely to have a paper on a particular subject. 1f so, you are probably the best
person to write it, or you probably know who could be persuaded to do so. There is not a remote and
mysterious group of specialist engineers who produce papers and give lectures: they are produced by typical

engineers writing on their professional activity. E. ROBINSON
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INSTITUTION NOTICES

Professor Leslie Kay

The President and several senior members of the
Institution’s Council recently had discussions in
London with Professor Leslie Kay, Ph.D., C.Eng.,
F.IE.E., FIE.R.E., who is Head of the Department
of Electrical Engineering at the University of Christ-
church, New Zealand. These discussions centred round
the expansion of I.LE.R.E. activities in New Zealand
where there are flourishing Local Sections in Welling-
ton, Auckland and Christchurch. Professor Kay was
able to provide further information to that obtained
by the Director of the Institution, Mr. Graham D.
Clifford, when he visited New Zealand two years ago,
on the setting up of a Division.

Members will be aware already of Professor Kay’s
work in connection with the ultrasonic aid for the
blind which he invented when he was on the staff of
the Electronic and Electrical Engineering Department
of the University of Birmingham and later at Lan-
chester College of Technology, Coventry. He is
continuing the development of this instrument and
while in Great Britain he had discussions with the
various organizations for the blind as well as with
universities and medical institutions. On his return
journey to New Zealand Professor Kay visited several
leading workers in this and associated fields in the
United States. His world tour, which was partly
sponsored by the National Electronics Council of New
Zealand, included visits on behalf of the Council to
organizations concerned with sonar techniques for
fish finding.

Computer Aided Design

The scope of the Conference on Computer Aided
Design, announced in the May issue of The Radio and
Electronic Engineer, has now been defined. The
Conference is to be held at the University of South-
ampton from 15th to 18th April 1969.

All aspects of engineer-orientated computer pro-
grams and topics relevant to computer aided design
and design automation hardware, software, appli-
cation programs and other problems will be covered.
On-line applications, whereby there is conversation
between engineer and computer during the design
process, will be of particular interest and will include
the application of techniques such as graphics,
information retrieval, and man-machine commun-
ications. Off-line engineer-orientated programs of a
general nature that might at a later date be modified
for on-line operation, will also be dealt with.

Contributions of up to 3000 words are invited for
consideration in the programme. Completed texts
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will be required by 15th November 1968, but a 250-
word synopsis should be submitted to the Conference
Secretariat at the I.E.E., before 30th August 1968.

An exhibition of apparatus is planned and sugges-
tions for this, which should be accompanied by a
technical description of the apparatus concerned and
details of the size and power requirements, will be
welcomed.

The Conference is being held under the aegis of the
United Kingdom Automation Council, and is spon-
sored by the I.E.E., the I.LE.R.E., the L.E.E.E. (U.K.
and Republic of Ireland Section), the I.Mech.E. and
the University of Southampton. Further details may
be obtained from the Conference Secretariat, Insti-
tution of Electrical Engineers, Savoy Place, London,
W.C.2, or from the LLE.R.E., 9 Bedford Square,
London, W.C.1.

Electronic' Engineering in Oceanography

The Revised Proceedings of the Conference on
Electronic Engineering in Oceanography, which was
held in Southampton in September 1966, is now pub-
lished. Orders may be placed with the Publications
Sales Department of the I.LE.R.E. and should be
accompanied by a remittance of £6.

All who registered to attend this Conference, and
any other persons who purchased the original Pro-
ceedings, will receive a Supplement Volume containing
additional papers, discussion reports, corrigenda and
lists of delegates. Supplements will be sent out as soon
as possible.

Correction

Due to a printing error four lines were transposed in the
text of the paper ‘Propagation of uniform plane waves in a
Fabry-Perot Resonator containing Ammonium Dihy-
drogen Phosphate (ADP) as Dielectric’ (The Radio and
Electronic Engineer, June 1968).

Page 347, column 2, Section 4.2. should end at five
lines after eqn. (13). Section 5. ‘Application to Fabry-
Perot Resonator with ADP as Dielectric’, should start
with the sentence ‘As in the case of a resonator . . .

Index to Volume 35

The June issue completed Volume 35 of The Radio and
Electronic Engineer. The Index for January to June 1968
will be included in the August issue of the Journal.

The Radio and Electronic Engineer
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Radar Pulse-compression
by Random Phase-coding

By

G. C. BAGLEY,
C.Eng, M.LE.R.E.1

Summary: Integrated-circuit binary shift registers are used to realize the
matched-filter to randomly coded radar signals. The system exploits the
favourable range side-lobe properties of randomly changing binary codes
to achieve pulse compression ratios greater than those obtainable with
fixed coding schemes. The output noise distribution, signal/noise ratio,

range resolution characteristics, range side-lobes and range ambiguities,
and Doppler response of such a radar system are discussed.

List of Symbols

n  number of digits in binary code

P, probability of a decision error

P, probability of a correct decision

E  average signal energy per sub-pulse (watt-
seconds)

N, average noise power per unit bandwidth (watts
per hertz)

p  the correlation between the binary waveforms

o  standard deviation (noise voltage)

¢? variance (noise power)

0 signal phase angle

¢  output phase angle

1. Introduction

Pulse compression is a technique employed in the
field of pulsed radar to increase the range resolution
by the use of a special modulation within the radar
pulse. In the receiver of a pulse compression radar, a
cross-correlation process between the received signal
and a stored replica of the transmitted signal is
effected in a device termed a matched-filter.! The
function of the matched-filter is to maximize the
response of the system to the signal to which the
filter is matched, whose stored replica it holds as a
pattern of the expected signal. The conditions which
must be satisfied in order that the filter may be
matched to the signal may be expressed equivalently
as:

(1) The impulse response /(t) of the filter must be
the time reverse of the signal waveform s(¢). Ignoring
any constant delay necessary for realizability,

h(t) = s(—1t).
(2) The complex frequency response H(f) of the
filter must be the conjugate of the spectrum S(f) of

t Ministry of Technoforgy, Royal Radar éstablishment,
Malvern, Worcestershire.
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the signal, that is, H(f) = S*(f). H(f) with h(t), and
S(f) with s(t) are Fourier transform pairs.!

When the matched signal is applied at the input
of the filter, the output is the auto-correlation func-
tion (a.c.f.) of the signal waveform. It is the central
‘spike’ of this from which the compressed pulse is
derived. When, as in practice, random receiver noise
is also present, the signal/noise ratio at the output of a
matched-filter has the maximum value obtainable.
The noise, being random and unpredictable, receives
no special favour, whilst the matched signal which is
well known to the filter, is enhanced relative to the
noise by the so-called pulse compression ratio. This
is equal to the time-bandwidth product of the signal.

One typical pulse compression waveform is a pulse
of radio frequency with a linearly swept frequency and
having therefore a quadratic phase characteristic. To
take another example, if the phase were restricted to
discrete values, rather than the continuum just
cited, then the phase values might be determined by
the elements of some code sequence, and we then
have ‘digital pulse compression’. A suitable matched
filter might then take the form of a tapped delay line,
and suitable weighting is then applied to the outputs
of the several taps before they are coherently added.

Tapped delay lines are critical of adjustment and,
because of their bulky nature, limit the number of
digits in the code. When a fixed code pattern is used,
as dictated by a fixed pattern of weightings, pulse
compression ratios are further limited by the range
side-lobes which accompany the compressed pulse.
These are the outer fringes of the temporal a.c.f. of
the signal and become troublesome when fixed code
sequences longer than 13 digits are used. Side-lobes
of strong signals appear as spurious returns time
related to the compressed pulse, and may interfere
with weaker returns of different range.

In the present paper inexpensive and compact
integrated circuit binary shift-register stages replace
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the expensive and cumbersome passive delay line,
and the generation and processing of relatively long
coded sequences become possible.

The problem of the range side-lobes is solved by
means of a random coding technique whereby the
transmitted code sequence is changed from pulse to
pulse, and is stored in a memory device to enable
the receiver to be correctly matched to the signal.
The nature of the resulting random side-lobes is such
that they resemble the response of the system to
receiver noise since they occur randomly in both
amplitude and position. This eliminates the repe-
titious false-alarms associated with the side-lobes of a
fixed code sequence.

2. The Digital Matched-filter

It is well known that a filter having an arbitrary
impulse response may te synthesized by the summa-
tion of the weighted outputs of a tapped delay line.
The tapping points are usually equally spaced, and
various phase shifts may be applied to the outputs
to ensure coherent addition (Fig. 1). In the digital
matched-filter (d.m.f.) a binary shift register, driven
by suitable clock pulses, is used in the role of the
delay line, and the weighting coeflicients, which for
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Fig. 1. Passive delay-line matched-filter.

simplicity are restricted to +1 and —1, are obtained
by taking the erect or inverted outputs of the shift-
register stages. Because each digit of the sequence
occupies each stage for the duration of one clock
period, this corresponds to the temporal separation
between the tapping points of the equivalent passive
line and to the sub-pulse duration of the coded signal.
When the code sequence to which the filter is to be
matched is fixed, the pattern of the tapping connec-
tions is the reverse of the sequence. This is necessary
because the early digits of the code are the first to
reach the distant end of the shift register (Fig. 2).
The result of this is that the response of the filter
to a single impulse, equal in duration to one clock-
period, is the time-reverse of the matched sequence.
This satisfies one definition of a matched-filter.2 The
technique can be used to match any chosen binary
sequence (Fig. 3).
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Fig. 2. Digital matched-filter to a fixed code sequence (0100111).
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When the matched sequence is changed on a pulse-
to-pulse basis, a stored replica of each transmitted
sequence must be used to set the appropriate pattern
of erect and inverted outputs from the various stages
of the shift register. This may be effected by means
of a bank of equivalence gates, arranged to compare
the state of each stage of the register with the stored
code digit in the code memory. The stored code sets
the shift register filter to respond to each sequence
and is changed at each transmission. Where there
is agreement between a received and a stored digit, a
unit contribution is made via each input resistor of a
summing network (Fig. 4). A shift register of n
stages will match an n-digit sequence, and the filter
will generate n+ 1 uniformly distributed output voltage
levels.  Complete agreement between the digits
occupying the n stages of the register and the n digits
of the stored code will result in # contributions to the
output summation network, giving a compressed pulse
of maximum amplitude, and equal in duration to the
clock-period.

In the case of both fixed and changing codes, a
sequence of inverted sign, such as that which occurs
when the input signal is phase inverted, will produce
a compressed pulse of inverted polarity since there
will then be n stages having full negative correlation
with the stored sequence.

The Radio and Electronic Engineer
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Fig. 4. Digital matched-filter to a randomly-changing code.

The response of the digital matched-filter to its
matched sequence is the a.c.f. of that sequence for
discrete increments of time equal to the clock-period.
Thus the early digits of the code are firstly correlated
with the code settings of the early stages of the
register, representing the tail end of the code, and
then, after the occurrence of the compressed pulse,
the tail end of the sequence, being last to leave, is
correlated with the pattern of the early part of the
code associated with the final stages of the register.

The auto-correlation function of the code may be
expressed as

n—k
(:k= Za,—.a,—+k ...... (l)
=1
where a;, a;,, are the elements of the code. They

have the values +1 or —1.

The correlation effect of the shift register is illus-
trated in Fig. 5. In this diagram, the binary sequence
from the receiver is seen to move (from left to right)
along the shift-register under the control of the
system’s clock pulses. At each step, the code settings
a, indicated at the bottom of the diagram, are com-
pared digit by digit, with those digits occupying the
shift register. The outputs of those gates where
agreement occurs (a pair of “1's, or a pair of ‘0’s) cause
a positive increment to be made via one of the inputs

(12‘(J|l

| compaRISON  GATES|
1 4 1 1 4 ! | * ]
a + a

'n 94 %n-2 3 9

CODE SETTINGS
Fig. 5. Correlation process in the digital matched-filter.
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of an analogue summation network. A negative
increment results if the stored and received digits
differ.

In a binary system a code sequence cannot exist
in isolation, and must be processed in a context of
preceding and following random digits corresponding
to quantized receiver noise. The noise digits are
equally probable ‘O’s and ‘1’s, and there is no other
alternative state for the shift register, since the system
is binary.

In the laboratory, it is possible, by constructing a
pair of channels in parallel, to study the separate re-
sponses of the systems to both the noise digits and the
code digits. This is done by inverting the noise con-
text in one channel relative to the other, the embedded
code sequence being erect in both channels (Fig. 6).
The matched-filter outputs may then be added or
subtracted in order to display either the signal or
the noise response.

The output of each matched-filter is the sum of n
separate contributions from the stages of the shift
register. When these are random, the output voltage
levels have a (discrete) binomial distribution of order n,
i.e. (n+1) levels. When the noise digits are displaced
from the register by the entry of a code sequence, the
order of the binomial distribution due to the remaining
noise digits is reduced to consecutive lower orders
(alternately odd and even) as each code digit enters
the register, and then, reaching zero (when the code
is in complete possession) increases one order at a
time until the complete noise distribution of order n
is restored. This is illustrated in the bottom trace
of Fig. 7.

For the random code sequences the converse takes
place, resulting in binomial distributions of orders
from unity, when only the first digit has entered, up
to the (n—1)th order. Then, for the matched
sequences, the compressed pulse occurs, followed by
decreasing distributions from order (n—1) down to
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GENERATOR
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Fig. 6. Test arrangement for code evaluation.
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Fig. 7.

Response of digital matched-filter to uncorre-
lated, correlated, and again uncorrelated
sequences.

Top trace:

Centre trace: The compressed pulse of top trace in context of
noise.

Bottom trace: The separate response of the filter to the noise
context removed from the top trace.

unity. Since it will be recalled that the output of the
digital matched-filter to its matched sequence is the
a.c.f. of the sequence, the above family of output
distributions represents the superimposed a.c.f.s of a
number of random sequences, and the response of the
filter when it is matched to each one in turn is shown
in Fig. 7 (top centre trace). Each a.c.f. has identical
but reversed structure on either side of the compressed
pulse. The wedge-shaped envelope is the a.c.f. of the
envelope of the uncoded long pulse of n identical
digits. In Fig. 7 the outer top trace represents the
superimposition of a number of cross-correlation
functions between random sequences when the filter
settings are not matched to these particular se-
quences. Again there is a wedge-shaped envelope, but
no compressed pulse, and therefore no range ambi-
guity. The unmatched response of the filter to the
context of random digits due to noise has a corre-
sponding wedge-shaped gap into which the random
a.c.f.s of the code sequence fit. When the two
responses are combined by the use of only one
matched filter, an undisturbed series of symmetrical
distributions of order » results. Compressed pulses
rise out of this noise background as shown in the
centre trace of Fig. 7. The oscilloscope traces in
Fig. 8 show the corresponding situation when the
code sequence does not change. On the top trace of
Fig. 8, the same a.c.f. from each pulse is shown. The
centre trace shows the resulting range ambiguities.
The last trace of Fig. 8 refers to the noise content,
and is similar to that of Fig. 7.
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Fig. 8. As for Fig. 7, but with fixed coding.

3. The Transmitted Signal

The radar pulse is sub-divided into a number (n)
of discrete contiguous sub-pulses, identifiable as a
pattern of phase angles within the long pulse, and
known a priori to the receiver. The receiver is supplied
with information concerning the fine structure of the
signal once per pulse repetition interval. The phase
modulation of the carrier takes the form of 180 phase
reversals in accordance with the binary digits of each
code. This gives maximum negative correlation
between the binary elements of the signal, and makes
most efficient use of the transmitted energy. It will
be seen in the discussion of error probabilities (Sect. 5)
that a correlation of —1 between the ‘0’ and ‘1’
sub-pulses gives minimum decision error in the
receiver. When, as in the present case, the digits are
equiprobable, and therefore on the average equal in
number, phase reversal keying resembles double
side-band suppressed-carrier modulation in that there
is maximum energy in the side-bands, i.e. there is no
d.c. term in the modulating function. It is the modu-
lation by the narrow sub-pulses that gives the signal
a wide bandwidth, and thereby high range-resolution.

Phase modulation by higher, for example quater-
nary, digital codes is also possible, but while the
simple binary codes lend themselves to implementa-
tion by inexpensive digital integrated circuits, pro-
cessing pelyphase signals seems to be best suited to
passive matched filters.

The binary phase modulation may be applied to the
radar signal at almost any point in the transmitter
chain. When the digit rate is high, the overall band-
width is greater, and frequency stability is not a serious
problem. However, the use of longer overall pulse
durations places some restrictions on frequency
stability, and also limits the range of Doppler shifts
to be tolerated by the matched-filter system. The

The Radio and Electronic Engineer
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latter is also a function of which radar frequency band
is to be used, and is discussed in Section 11.

The selection of random codes transmitted need
only be random over a time which exceeds the
integration time employed in the receiver.

4. The Detection System

Since, in general, a target has unknown range, the
phase angle of the received signal is unknown. It
is convenient to resolve the signal into its quadrature
components, and to process these in separate chan-
nels. These may be termed 7, or the in-phase, and Q,
or the quadrature channels. The incoming signal may
therefore be demodulated by a pair of phase-sensitive
detectors having reference voltages at the carrier
frequency of the i.f. and in phase-quadrature. Each
detector is provided with an integrator, or low-pass
filter having a (sin x/x) type of frequency response.
This is equivalent to having a rectangular impulse-
response, and therefore provides a matched filter
to the individual sub-pulses of the coded long pulse.?
The output voltage will be of opposite polarity for
the two binary phase angles, and a sampling circuit,
or analogue-to-digital converter (a.d.c.), then converts
this to binary digits at the clock frequency. (The
timing of the sampling pulses is discussed separately
in Section 8.)

When no identifiable signal is present, the a.d.c.
makes random decisions based on the average
receiver noise at the sampling intervals. The receiver
noise, assumed to be Gaussian, is resolved into two
independent orthogonal components by the phase-
sensitive detectors, which, when quantized by the
sampling process, give rise to a pair of ‘coin-toss’
binary waveforms.  If the two reference voltages
of the detectors are truly orthogonal, these two
random sequences will be statistically independent
and each digit may be, with equal probability, (=0-5)
either 0 or 1.

When the phase-coded signal is received, the sub-
pulses will also be resolved into their two components,
which are quantized by their respective a.d.c.s, and
supplied to the digital matched-filters as coded
sequences. These may each be inverted or erect,
depending upon the quadrant of the Argand diagram
into which the signal vector falls. This is a function
of target range. A digital matched-filter in each
quadrature channel produces a short ‘compressed’
pulse, equal in duration to the clock-period, each time
a coded sequence is successfully recognized by the
receiver. Finally, as in the classical two-path detector
system, the two channels are recombined by squaring
and adding to produce a unipolar output pulse. A
block diagram giving details of the digital processor
is shown in Fig. 11.
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A detection threshold device may, if desired, be
employed after recombination. It has been shown
that this is preferable to the use of separate thresholds
within the quadrature paths before combination.®
The combination of post-demodulation low-pass
filtering and binary quantization of the separate
quadrature components gives the system some of
the properties of a band-pass limiter. This affects the
determination of the signal/noise ratio (s.n.r.) which
is discussed in Section 7.

5. Decision Errors

In the presence of noise, an element of doubt
exists as to the true identity of each binary digit.
The error probability, P,, ranges from zero, for a
very strong (erect) signal, to 0-5 for the almost blind
guess made by the decision circuit for a very weak
signal. The probability of error is a function of
various factors, which include signal/noise ratio, signal
phase-angle, the nature of the binary wave forms, and
the degree of synchronism between the received
code elements and the clock intervals of the sampling
process. The latter calls for special consideration
and is discussed later.

Several authors have discussed the probability of
errors in the demodulation of digitally phase-modu-
lated signals. The most useful expression is that
derived from basic energy considerations by Lawton:*

1 E(1-p)
Pe=§<l—el'fJ ZNO >

where E = average energy per sub-pulse (joules)

N, = average noise-power density per unit
bandwidth (watts/Hz),

p s the cross-correlation coefficient between
the two binary waveforms,

x

2
erf(x) = —= | exp(—u?)du (‘error function’)
NG
]
For binary phase modulation, p =—1, and the
expression simplifies to
P.=3(1—erfvE[No) .o 3)

The term E/N, is an energy s.n.r., and \/E/No is
therefore proportional to signal amplitude, and may
be corrected for the phase error 0 between the modu-
lated signal and the reference voltage of the phase-
sensitive detectors. Montgomery® gives a similar
expression in his equation (14):

P, =l<l—erf<J£cosﬂ>>
2 N,
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If, due to target range, a signal having inverted phase
is received, the cosine term is negative. Unlike the
telegraphic case, the digital matched-filter of a radar
has no preference for erect or inverted sequences,
and a negative-going compressed pulse results from
a phase-inverted signal.

When the signal/noise ratio is small, \/(E/N,) is
small,and if there is no phase error, erf \/(E,’No) tends
; VE|N,.

T

In this case,

to

s 1 <1 2

e - 2 J;z

In eqn. (5), the coefficient 2/\/}r gives rise to a

slightly optimistic value (1-06 dB) of effective input

s.n.r. This may be explained when the filtering and

sampling operations are regarded as a band-pass
limiter.

VEIN,)

1+2(S/N),
(S/N)ou = (SIN)sa [ + (S/N)m]

4/m+(S/N);,
taken from Gardner® based on the work of Daven-

port.” This shows that weak signals incur a loss of
n/4 which appears within the square-root sign of

equation (5) and cancels the 2/./n outside. This
gives, for small signals,

P.=31-VEIN) ... (6)
or |

P.=31+VEINy) ... (6a)

The weak signal case is of considerable importance
in the phase-coded radar case. When high pulse-
compression ratios are sought, the total signal
energy must be divided between the many sub-pulses

s emeem. ..
B o L

T.-

Fig. 9. The (no-signal) bivariate binomial-distribution due to
quantized receiver noise.
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of the signal, and individual errors will be numerous.
It is only for very strong signals that nearly correct
sequences may be expected, and sequences containing
many errors may be processed in the system described.

6. Output Noise Distribution
When only random input digits are present, the

output noise of each d.m.f. has a symmetrical binomial
distribution which, when »n is large, approximates to

1o /-] $4D|GTTS
| f

32 DIGITS

| 16 DIGITS

| | soiweirs
L~ | |

3 §
SUB-PULSE £/No

Fig. 10.

Output s.n.r. plotted against input (sub-pulse)
s.n.r. (dB).

the normal distribution. The mean output noise
voltage for a single d.m.f. is the standard deviation o,
of this distribution. This is the square-root of the
mean noise power g given by 62 = np(l1 —p), where
p is the probability of a ‘I’, and 1 —p the probability
of a ‘0’ (see Ref. 5). For receiver noise, p = 0-5,
0®> =n/4 and 6 =(\/n)/2. The unit of voltage is the
‘filter-output-voltage-level’.  (This is about 1/n of
the supply-rail voltage.)

When a pair of quadrature channels is employed,
two such output distributions are produced, each
independent, and corresponding to the two orthogonal
components of the Gaussian receiver noise. The
outputs of the two quadrature channels may be
combined by squaring and adding, and possibly
subsequently taking the square root of the resulting
voltage. An insight into the output voltage distribu-
tion may be obtained if the matched-filter outputs are
applied directly to the vertical and horizontal inputs
of an oscilloscope, when the resulting bivariate
distribution will be displayed. For receiver noise, the
digit probabilitics are equal, and for n = 16 the
distribution is shown in Fig. 9. When a signal is
present, the values of P, for the / and Q channels
differ, as they are dependent on the resolved com-
ponents of the signal. When the resulting sequences
are in complete possession of the digital matched-
filters, the resulting radial deflection of the peak of
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the bivariate distribution will have a direction deter-
mined by the signal phase angle, a function of target
range.

For the I channel

P, =31 —erff(WE[Ngcos0) ... %)
For the Q channel
P.=3(1—eff(WE[Ngsin0)) ... (8)

where 0 is the phase angle of the signal.

The modulus of the resulting radial displacement
is the combined output of the two channels of the
receiver, and increases with signal strength. For weak
signals, this is a linear function of input signal/noise
ratio. When the signal is of medium strength, the
shape of the error function causes the signal amplitude
to become compressed. The degree of compression
depends on where in each quadrant of phase 0 lies,
but for practical radar returns the weak signal, quasi-
linear mode may be expected. In the diagram (Fig. 10)
output s.n.r. is indicated as a function of input s.n.r.
(for one quadrature component only).

It is to be noted that the phase angle of the resulting
displaced output is not a linear function of input
phase, since the resolved components of the input
signal are independently ‘compressed’ by the error-
function characteristic.

Thus the output signal voltages of the two quadra-
ture channels are given by

n E

V =§erf<JN—()c080>
'E

Vo =’—21erf<\/ﬁosin0>

The output phase angle ¢, i.e. the angle at which the

output probability distribution is deflected, is given by
tan ¢ = Vo/W

and

which is approximately equal to the input phase
angle 0 for weak signals, and lies in the same quadrant.
A moving target will cause the vector of displacement
to rotate at the Doppler frequency. As signal strength
increases, the vector dwells less at the centres of the
sides of the distribution, and progressively longer at
the corners. The effect is that the compressed pulse,
when present, has a preference for the corners of the
distribution, where it happens to be /2 times greater
than at the middles of the sides. This fact affects the
output dynamic range and is reconsidered later.

7. The Calculation of Signal/Noise Ratio

There are two cases to be considered in the calcu-
lation of the output signal/noise ratio. Firstly, in
the case of very strong signals, the correct identifica-
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tion of the code digits is almost a certainty. In each
of the quadrature channels, the effect of correctly
identified digits is to displace the first moment of the
output voltage distribution, which becomes asym-
metrical. The output signal amplitude is the magnitude
of this displacement, and a limit is reached when all
the digits have been correctly identified. The signal
amplitude is then +n/2 voltage levels; the noise is
(/n)/2 voltage levels, and the maximum value of
s.n.r.is \/n : 1 in a single channel.

When the signal is weak, however, the decision
circuit often guesses wrongly. The probability of
being correct P_ is slightly greater than 0-5, and is
given by eqn. (6a). This value may be used to com-
pute the displacement of the output distribution,
which now becomes a skew binomial distribution.

In the Appendix, this method is used to obtain an
expression for the outputs.n.r. of the digital matched-
filter when, due to noise induced decision errors, a
partially incorrect sequence is processed. It is given
by (/n)erf (J(E/Ny), and has the maximum value

n already quoted.

Table | shows typical cases of input and output
signal/noise ratios, and indicates the extent to which
the output s.n.r. is affected when the correction for
band-pass limiting is applied.

Table 1

Input and output signal/noise ratios for codes
of 16 and 32 digits

Code Input Output s.n.r. (dB)

length s.n.r.

(digits) (dB) uncorrected  corrected
16 0 0-87 0-15
16 301 37 3-25
16 6-02 637 6-31
16 9-03 873 9-09
16 12-04 1155 11-09
16 15-05 11-64 11-92
32 0 0-96 0-08
32 3-01 3-88 316
32 6:02 671 626
32 9-03 9-38 9-32
32 12-04 11-74 12:10
32 15-05 13-56 14:10

For weak signals, where erf \/(E/N,) is directly
proportional to /(E/N,), the output s.n.r. depends
little upon the number of digits in the code, but rather
upon the total energy in the long pulse. Increasing
the number of digits in the long pulse would subdivide
the energy between the sub-pulses, giving an increased
error rate, but the effect would be almost exactly
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off-set by their increased numbers, and the more
compact peak of the probability distribution due to
noise. It is an apparent paradox of this system that
in spite of the digitization into only two states, there
is a linear relationship, for weak signals, between the
input and output signal/noise ratios. This is because
information regarding input signal amplitude is
implicit in the correctness of the quantized digits
(P,), and is recovered by their summation in the out-
put of the digital matched-filter. For code lengths
in excess of 16 digits, and for signal/noise ratios up
to approximately 10 dB, the departure from the
quasi-linear mode is only slight.

When signals are strong, the output s.n.r. may only
be increased by the use of a longer code, because the
higher order binomial distribution has a more com-
pact peak, and the output noise level (¢) is reduced
relative to the amplitude of the compressed pulse.
However, with codes of only 16 digits, the maximum
value of output signal/noise ratio would seem to be
already adequate (Table 1).

8. Sampling-time Errors

Matched filters may be either ‘time varying’ or
‘time invariant’. The first kind are matched to the
signal only at one or at several discrete points in time,
and usually find application, for example, in tracking
operations. The ‘time-invariant’ type is matched
to the correct waveform regardless of when it
occurs.

In the field of telegraphy, the term ‘inter-symbol
interference’ is used to describe the influence of a
particular message element or digit upon its neigh-
bours. This type of interaction between adjacent
sub-pulses may be present when, due to target range,
the sampling times of the analogue-to-digital con-
verters do not coincide exactly with the phase-
transitions of the sub-pulses. Two effects contribute
to the errors resulting from this mismatch. Firstly, a
decision may be made as to the identity of a particular
digit before all the energy of the sub-pulse has been
allowed to make its contribution. Secondly, some
energy belonging to an adjacent sub-pulse is included,
and whose undesired contribution may either ran-
domly reinforce or partially inhibit the correct
decision in the same way that receiver noise does.

When, in the worst case, the sampling intervals lie
half-way between the signal phase-transitions, it is
impossible for the resulting binary decision to favour
the sequence representing one range resolution cell
more than its neighbour, because the binary sequence
cannot simultaneously represent both a code and its
time-displaced version. When, due to varying target
range, further time displacement takes place, the
attention of the whole system is shifted to the next
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range resolution cell, which results in the appropriate
independent compressed pulse.

The whole effect calls for special treatment in the
receiver in a manner analogous to the provision of
separate quadrature phase-reference voltages in the
detector stages in order to cater for various target
phase angles. Indeed, the interleaving of the sampling
pulses of the two channels in ‘time quadrature’ is
one possible solution. Another solution would be
to make the clock pulses of both channels early and
late by half a period on alternate scans.

The response of the complete matched-filter system
is therefore time varying to the signal sub-elements,
but the filter is always correctly matched to the code
pattern, if not the signal, regardless of when it is
received. The effect to be expected when the band-
width of the system is increased to the point where
sub-pulses are comparable in length to targets is a
matter for conjecture, depending on the geometry
of the targets.

9. Signal Energy and the Digital Matched-filter

There is an important fundamental difference
between a conventional matched-filter, in which the
spectral components are coherently added, and the
digital matched-filter, in which code agreements are
counted. It might be argued that the latter is not a
matched filter in the true sense at all, but some sort
of pattern-recognizing artifice.

However, the matching in time to a specified
sequence (rather than matching a distribution in the
frequency domain) also implies matching to the
spectral distribution of the signal to which the time
domain is connected by a Fourier-transform rela-
tionship. To the extent that the code digits are
correctly identified, the filter matches the spectrum of
their modulated waveform.

The magnitude of the response is seen to depend
on the number of correct digits guessed which is in
turn a function of s.n.r. and therefore a function
of the signal energy. Thus, although it is not possible,
as in the analogue matched-filter, to bring spectral
energy ‘into step’, the energy of the received signal is
implicit in the correctness of the binary decision which
each digit represents. In effect, it is the information
regarding the signal, rather than the signal itself, that
is being processed. Thus, although this is a hard-
limiting binary system, information regarding signal
strength is not, in general discarded.

The possibility of a two-level processor having an
extra shift-register to enable both weak and strong
sub-pulses to be distinguished has been considered,
but was discarded because the response to weak signals
is already a linear one with an amplitude resolution
determined by the number of digits in the code.
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10. The Ratio of the Compressed Pulse to Mean
Side-lobes

Since, for random coding, the side-lobes are indis-
tinguishable from the response to noise, the maximum
signal to mean side-lobe ratio is equal to the maximum
output signal/noise ratio, which is shown to be
Jnil

Since the side-lobes are random, bipolar, and
indistinguishable from receiver noise, further post-
detection integration will enhance the signal relative
to both the output noise level and to the side-lobes.
This was the feature which suggested binary random
coding.

10.1. Uncorrelated Pulses

The code sequences are changed from pulse to
pulse, and being random, a given pulse will be
modulated by a code which is uncorrelated both with
its predecessor and its successor. Thus the setting
of the store which is matched to a given pulse will be
mismatched to the previous, and next pulses. Figure 7
(top trace) shows the response of the filter to three
such pulses. The noise response has been subtracted
(as described elsewhere) in order to display the auto-
correlated (top centre) codes, and the cross-correlated
random codes on the same trace.

The foregoing discussion implies that the radar
p.r.f. may be increased above the value which would
normally give rise to range ambiguities, and yet
ambiguity does not arise since the response of the
matched filters to all sequences other than those to
which they are matched is noise-like. The centre
trace of Fig. 7 will illustrate this by comparison with
the top trace. This is not to say that the ranges at
which the cross-correlated responses occur may be
ignored. Masking of other weak targets may still
take place where an undesired uncorrelated return
coincides with a weak wanted return, appearing as a
competing noise. This effect would be most severe
in extended clutter, reducing the advantage to be
gained by an increased p.r.f. The desired targets
will however appear through such clutter whenever
there is a substantial 90° component in their relative
phase angle, or when their velocities differ. The
technique can, however, provide a means of obtaining
increased mean power in the transmitted signal,
without ambiguous indications of range. A memory
staticizor must be provided at the digital matched-
filter for each code sequence which is ‘in flight’ at
any time.

10.2. Dynamic Range

The output dynamic range of the receiver is deter-
mined by the number of stages, n, in the digital
matched filters. The upper limit is fixed by the ratio
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of the signal at the corners of the output bivariate
distribution to the mean noise level of the combined
channels, and the lower end by the combined noise.

The dynamic range of the combined channels is,
surprisingly, the same as that for each separate
channel. This is because although we have two
noise contributions to the output, the maximum
output pulse for a strong signal is associated with the
corners of the output bivariate distribution where it is
\/2 times stronger than at the middles of the sides
(see Fig. 9). Thus the output dynamic range is
\/n : 1 for both single and combined double channels.
For a 32-bit code, for example, it is about 15 dB.
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Fig. 11. Block diagram of a digital matched-filter system.

10.3. Overlapping Signals

The behaviour of the system under conditions of
overlapping signals is complex, and depends on the
degree of overlap, the relative sub-pulse timing and
relative signal amplitude and phase-angles. In a
simplified case we may have signals occupying the
same quadrature channel, or different quadrature
channels where there is a substantial 90° component
in their relative phase angles. Some of the binary
decisions in either or both channels may be reduced
in accuracy so that the output bivariate binomial
distribution is deflected not towards the corners (the
most probable case when the same strong signal is
identified in both quadrature channels) but towards
somewhere along a side depending on the degree of
overlap, and with a reduced magnitude of deflection,
A deflection towards the middle of one side implies
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a total loss of correctly identified digits in one channel,
which will at some point furnish some other com-
pressed pulse due to the overlapping signal.

In either channel, any correctly identified digits
belonging to the signal will make an appropriate
contribution to its own particular compressed pulse
in one or both channels. The overlapping (random)
sub-pulses of other signals will merely reduce the
probability of making such correct identification, and
are a favourable feature of randomly changing codes.
Fixed coding would introduce the danger of fixed,
i.e. repetitive side-lobe interaction between such
overlapping signals. However, as has already been
stated, the selection of transmitted codes need only
be random over a period which exceeds the integration
time employed in the receiver.

11. The Response to Doppler-shifted Signals

The use of random binary coding frees the designer
from the limitation on code length hitherto imposed
by code a.c.f. side-lobes. Instead, the maximum
number of digits is set by the maximum clock-rate,
and the duration of the long pulse. The latter is
itself limited by the maximum required Doppler
channel-width at the particular radar band. If the
target velocity is too high, signal phase shift during
the long pulse may exceed +m/2 radians, and the
polarity of some digits may be inverted, so as to
cause destructive cancellation instead of addition,
reducing the response to sufficiently fast radially
moving targets.

When the target velocity is such that 4= radians
phase-shift occurs during the long pulse, half the
resolved digits will cancel the other half, and a ‘blind’
velocity results. Further increase of target velocity
(phase-shift + 3(n/2) per long pulse) will produce a
further, though lower peak of sensitivity, and so on.
The use of binary, rather than n-ary phase-coding
results in wider Doppler channels or less restricted
long pulse duration.

The effect may be overcome (or perhaps even
exploited?) by the provision of separate channels
having either a frequency-offset detector system,
or a Doppler-corrected pattern of connections of the
digital matched filters. Each additional channel might
be centred on the first null of its neighbour.

12. Conclusions

The technique described enables the matched-filter
for digitally coded signals to be realized with physi-
cally small elements. The shift-register possesses the
reliability of digital techniques, and obviates the
complicated setting up procedures of analogue
matched-filters.
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High values of time-bandwidth product are readily
obtainable and yet the range-sidelobe problems
associated with long fixed codes are avoided.

Under certain conditions a linear relationship is
found to exist between input and output signal to
noise ratios. This is for the weak signal case, or when
a long code, i.e. a large number of sub-pulses, shares
the available signal energy. The maximum output
signal’noise ratio and dynamic range are designable,
being determined by the code length.

The system has a constant false alarm rate, deter-
mined by the code length and an output detection
threshold.

Range indication is unambiguous. When there is
no a priori knowledge of target range, an average
loss of 3 dB occurs due to the mismatch between
range resolution cells and the clock intervals. The
system appears otherwise to be optimum for those
targets whose geometry does not mutilate the code.

When signals are absent, the output of each digital
matched-filter system has a random binomial dis-
tribution. [t was the desire that the a.c.f. side-lobes
of the transmitted waveform should resemble this
‘no signal’ condition in the neighbourhood of the
compressed pulse which suggested the choice of
random binary coding.

It has been possible, by digital computer simulation,
to show that the selection of a group of random
codes having ‘good’ side-lobes has little advantage
to offer. The mutilation of the codes by noise-induced
decision errors quickly destroys their favourable
properties even at moderate signal/noise ratios, and
randomly chosen codes (with no special selection of
the better ones) will be equally effective in practice.
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15. Appendix

Derivation of the expression for the output signal/
noise ratio of a single-channel digital matched-fiiter
when noise induced decision errors exist in the
sequence being processed.

When no signal is present, P, = P, = 0-5
variance of output binomial distribution
= nP.P, = n/4
standard deviation is then (y/n)/2 (voltage levels)
(1

mean of distribution is n/2
When signal is present,

signal output = deflected mean — undeflected mean
=nP,—n/2

3(1 +erfV(E/Ng)—n/2

= ;erf \/ (E]N o) (voltage levels) ...(12)

where E/N, is the sub-pulse signal/noise energy ratio.

Dividing eqn. (12) by eqn. (11).
output s.n.r. = (\/n)erf\!(-E/A'(;) ...... (13)
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FORTHCOMING

Gas-Filled Valves

A Conference on Gas-Filled Valves, to be held at
the University of Southampton from 18th to 20th
September 1968, is being organized by the Institute of
Physics and The Physical Society. All types of gas-
filled devices will be dealt with, covering both electro-
nics and power applications and including thyratrons,
mercury arc converters, ion engines and ion sources,
together with fundamental aspects of electron emission
conduction, recovery, gas/surface effects and beam/
plasma interactions.

It is proposed to hold an exhibition of devices and
experiments related to the Conference. A visit will be
arranged to the Marchwood Engineering Laboratories
of the C.E.G.B. to see work on high voltage mercury
arc valves for d.c. power transmission.

Further details and application forms are available
from the Meetings Officer, 1.P.P.S.,, 47 Belgrave
Square, London, S.W.1.

Education for Quality and Reliability

The 4th Residential Course of the National Council
for Quality and Reliability will be held at Birmingham
University from 4th to 16th August 1968. The course
is designed for those responsible for planning educa-
tional activities in and for industry, in national and
local government, and in educational establishments.
It should also be of practical value to management.
The inclusive fee is £100. Further information may
be obtained from N.C.Q.R., Vintry House, Queen
Street-place, London, E.C 4.

Underwater and Marine Technology

The Society for Underwater Technology is spon-
soring the International Oceanology Conference
at the International Oceanological Equipment and
Services Exhibition at Brighton from 16th to 21st
February, 1969. The conference is intended for
industrialists, economists, scientists, engineers, and
technologists from all nations interested in the ex-
ploitation of the oceans. The theme will be discussed
under the following broad headings:

Biological and mineral resources;

Transport and transmission;

Navigation, communication, meteorology:;

Coastal control and amenities;

Economic prospects.

National contributions on industrial programmes,
organizational problems and international collabora-
tion have been arranged. Parallel technical sessions

are also planned for which papers would be welcome
on machines and techniques, particularly where these
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show novel features or achievement of significantly
lower cost of operation. Such papers will be grouped
into sessions under the following headings:

Underwater (including control from surface) hand-
ling, working, measuring, viewing, sampling and
sensing.

Underwater survey, positioning, navigation and
communication.

Engineering for marine environment.

Data gathering, handling and use.

Instruments, sensors, systems and power supply.

The Conference Working Party which is under the
Chairmanship of Professor D. G. Tucker (Fellow),
invites offers of papers (of about 2,500 words) on
suitable subjects, and Synopses of 150 words should be
forwarded without delay. Completed texts are re-
quired by 1st October 1968.

The Oceanological Equipment Exhibition will cover
all aspects of oceanological investigation and under-
water technology, and will be accompanied by sea-
borne demonstrations with the use of a variety of craft
such as research vessels, hovercraft, hydrofoils,
helicopters and amphibious vehicles.

Further information is available from the Con-
ference Secretariat, Society for Underwater Tech-
nology, BPS Exhibitions Ltd., 6 London Street,
London, W.2.

Microelectronics Conference

The Third International Conference on Micro-
electronics will be held in conjunction with the
Electronica Trade Fair in Munich, from 11th to 13th
November 1968. The two previous conferences, in
1964 and 1966, attracted a large attendance, and it is
expected that approximately 1000 delegates will
participate in the 1968 Conference. The following
topics will be dealt with:

Materials and procedures: new semiconducting
materials, organic semiconductors, bulk-effect de-
vices; new procedures for manufacturing integrated
circuits, application to mass production, computer-
aided design, packaging of the first and second level.

Circuits and applications: new digital and linear
circuits, functional i.c.s, systems approach and
problems with 1.s.i., monolithic memories.

Impact of microelectronics on conventional com-
ponents: hybrid circuits, packaging.

Optoelectronics: light modulation, display, mem-
ories.

Further information on the Conference and details
of registration may be obtained from the Congress
Bureau, Theresienhoéhe 15, 8000 Munich 12, Germany.
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1. Introduction

There are numerous published accounts of the
theory of noise in transistor amplifiers, but it is
evident that many circuit designers are not fully
aware of the engineering realities which underlie the
algebraic formalities. In this work we shall attempt

+ J. J. Thomson Laboratory, University of Reading, White-
knights, Reading, Berkshire.
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Summary: This paper contains: (a) an account of the phenomenological
theory of noise in linear amplifiers operating from resistive signal sources;
(b) a discussion of the noise parameters of bipolar and junction field-
effect transistors; and (c) examples of how these principles can be applied
in practical circuit design for resistive sources.

to show the way in which the theory may be applied
to the practical design of low-noise amplifiers for the
audio-frequency range. To begin, we shall develop
the basic theory in a way which is intended to empha-
size the physical principles.

Throughout the discussion, we shall be assuming
that the impedance of the signal source is resistive.

2. Noise in Linear Amplifiers
2.1. Signallnoise Ratio and Noise Figure

In Fig. 1(a) is shown a signal source, whose impe-
dance will be assumed to be passive, resistive and
equal to R, connected to a noisy infinite-impedance
linear voltage amplifier of voltage gain 4. The
equivalent circuit shown in Fig. 1(b) represents the
source as two voltage generators in series with a
noiseless resistance. The first of these voltage genera-
tors, vyg, is the Johnson noise voltage generated in
the resistance Rg, and has therefore a mean-square
value of 4RgkTAf, where Af is the frequency range
being considered expressed in Hz; k is Boltzmann’s
constant in joule/degK, and T is the absolute tem-
perature in degrees K.} The second generator vg is

signal source, noisy
(a) resistance Rg amptifier signal + noise
|
| - —
—J
Rg
e~ —_———
oYW e — —
v | noisy
amplifier A\S + Ale\ + VN2

® vw()

- - —
L -

Fig. 1. Noise ﬁ_g_u_re of an amplifier.
F =1+ 02,J443RskTAf.

1 For Rs =1 kQ and Af = 1 kHz, this gives 0-13 uV r.m.s.
at 300°K. Note that in the case of a broad-band amplifier with
6 dBJoctave roll-off, the equivalent noise bandwidth is greater
than the 3 dB bandwidth by a factor #/2.
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called the signal and includes all the remainder of the
voltage generated in the source; for the purpose of
this discussion it is simplest for us to visualize the
signal as a purely sinusoidal generator, but in fact it
may contain random components (for instance, from
a noisy transducer or transmission line) and may
even be completely random (for instance, where the
amplifying system is being used to study a random
process). The output of the amplifier contains three
distinct components: an amplified signal voltage Av,
an amplified noise voltage Avng, and an additional
random voltage vy, which is the noise contributed by
the amplifier itself. There will be no correlation
between vy, and vng, so the total mean-square noise
voltage at the output is vf,+A%v%;. The noise
figure of the system is then given by

_ best possible signal/noise ratio

~ actual output signal/noise ratio
Usz/vr%m
A?vg /(A% v +0%2)

e 1)
4A’RkTAS T

Equation (1) may be taken as a general definition
of F.t Itisimportant to notice that the noise generated
by the amplifier can be formally represented as being
due to a generator vy,/A connected in series with the
signal input.

As a practical guide, we may regard any system
having a noise figure of 3 dB or better (F < 2) as
being a low-noise system.

2.2. Models of Noisy Amplifiers

It will help us to understand the properties of
actual amplifiers if we first set up some models which
consist of idealized noiseless amplifiers in conjunc-
tion with resistances and/or generators connected to
the input.

In Figs. 2(a), 2(b), 2(c), the amplifier is assumed
to have infinite input impedance and to be noiseless
so that the signal/noise ratio at the output terminals
is the same as that at the input terminals.

In Fig. 2(a) a signal source, represented by a
generator vg in series with a resistance Rg, is connected
directly to the amplifier, the input signal/noise ratio
is v2/4RskTAf and the noise figure is of course unity.
In Fig. 2(b) a resistor R, has been connected in series
with the amplifier. Because of the infinite input

+ There are some who hold that F should be called ‘noise
figure’ only when it is expressed in dB, and should otherwise
be referred to as ‘noise factor’. Such a distinction seems impos-
sible to justify on a logical basis.
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(b) Vs {

F=1+Ry/Rg

2 F=14+ Rg/Rye

Fig. 2. Effect of series and parallel resistance on noise figure.
The *black box’ represents a noiseless amplifier.

Fig. 3. Norton equivalent circuit of Fig. 2(c).
F = (2 + 2% = 1 + (Rs/Ry).

impedance of the amplifier, R; has no effect on the
input signal voltage but the mean-square input noise
voltage increases to 4(Rs+ R )kTAf; by the method
used in equation (1) we find that

F = 1+(R,/Ry)

Figure 2(c) shows a resistor R, connected in parallel
with the amplifier input terminals. This has the effect
of reducing the noise voltage at the amplifier input,
since the effective resistance is now the parallel
combination of Rg and R,, and its mean-square value
is now 4kTAfRgR,/(Rs+ R,). However, the mean-
square signal voltage at the amplifier input is reduced
by the factor R3/(Rs+ R,)?, and the overall result is
a deterioration in the signal/noise ratio by the factor
R,/(Rg+ R,). The corresponding noise figure is
given by

F =1+(Rg/R>)

This result can be obtained more conveniently by
the use of the Norton equivalent circuit shown in
Fig. 3. The signal, the noise in Rg, and the noise in
R, are represented by parallel current generators and
we arrive at equation (3) for the noise figure by

The Radio and Electronic Engineer
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considering current ratios, without explicitly referring
to the magnitudes of the voltages appearing at the
amplifier input terminals.

A great deal of confusion has arisen over the rela-
tion between noise figure and input resistance. It
should be clear from Fig. 3 that if an amplifier has a
parallel input resistor R,, the effect of this on the
noise figure can be completely described in terms of
the noise current which it generates, without con-
sideration of the simple shunting effect of the resistor
on the actual magnitude of the signal or the noise.
No passive resistor R can develop a mean-square
noise current less than 4kTAf/R (it may develop
more noise if it has direct current flowing through it)
and accordingly it is not possible for an amplifier to
give a noise figure close to unity unless its passive
input resistance is substantially greater than the
source resistance. On the other hand. an additional
noiseless resistance connected across the amplifier
terminals in Fig. 3 will have no effect on the signal/
noise ratio. We see therefore that when the input
resistance is determined by the action of active
components (for instance, by means of parallel feed-
back) it is possible in principle to make it much less
than the source resistance without degrading the noise
figure.

A point which may seem surprising in this discus-
sion is the apparently quite dissimilar roles played
by the series resistor R, in Fig. 2(b), which increases
the noise without affecting the signal, and the resistor
R, in Fig. 2(c), which reduces the noise but reduces
the signal still more. The reason for this asymmetry
is our choice of the amplifier as an ideal voltage
amplifier of infinite input resistance. If we had chosen
an ideal current amplifier with zero input resistance
(infinite input conductance) then R, rather than R,
would have been the one which affected the signal
magnitude; expressions (2) and (3) for the noise
figures would of course be unchanged. If we take
the intermediate case and assume the amplifier to
have a finite, though still noiseless, input resistance,
then both R, and R, will have an effect on the signal
magnitude, the noise figures still being unchanged.

2.3. Variation of F with Rs. Equivalent Noise Voltage
and Current Generators

In Section 2.2 we have considered two simple
models of noisy amplifiers. A noiseless amplifier in
series with a resistor R, becomes a noisy amplifier
with noise figure [1 + (R, /Rg)], and a noiseless amplifier
in parallel with a resistor R, becomes a noisy amplifier
with noise figure [1 +(Rg/R;)]. Now if we calculate
the way in which the noise figure of the most general
linear amplifier can vary with R, making no assump-
tions apart from that of linearity, we find the relation

F =1+4k,/Rs+Rs/k;+kj
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where k,, k, and k; are constants of the amplifier,
all being in general functions of frequency. Equa-
tions (2) and (3) are, of course, special cases of
equation (4).

Now let us consider the equivalent circuit shown
in Fig. 4(a), in which a noisy amplitier is represented
as a noiseless amplifier with a random voltage
generator vy, and a random current generator iy,,
connected to its input terminals. Figure 4(b) shows
the same circuit with all the noise sources, including
the Johnson noise in Rg, shown as voltage generators
in series with the input. In calculating the resultant
noise voltage we must bear in mind that when two
random noise generators ty; and vy, are connected
in series, the resulting voltage vy has a mean-square
value given by

0% = VR + vk + 29(0%, vR2)*
where y is a parameter called the correlation coefficient
between the two generators, having some value
between —1 and + 1. Thus we obtain for the noise
figure F:

VNA Rsi%a
F=1+_——"—++ .
4R kTAf  4kTAf

+2y §v_§A i%mf

4k TAS
This equation has the same form as equation (4),
having one term in Rg, one term in 1/Rg and one term
independent of Rg. It follows that the equivalent
circuit shown in Fig. 4(a) is an appropriate way of
representing equation (4), and that the parameters
ki, k, and k4 can be specified by specifying vZ,, iZ,
and y. The result given in equation (6) is quite
independent of the input resistance of the amplifier,

“NA
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Fig. 4. Equivalent circuits of noisy amplifier. The ‘black box’
represents a noiseless amplifier.

19



E. A. FAULKNER

provided that it can be assumed noiseless—that is,
provided that the noise generators vy, and iy, include
all the noise sources in the amplifier. It can be shown
from linear-circuit theory that the value of k5 is never
great enough to require the magnitude of y to be
greater than unity.

It is important to notice that the equivalent genera-
tors in Fig. 4(a) are a purely formal way of representing
the variation of F with Rg for a given amplifier, and
include the effects of all the noise sources in the
amplifier whether or not they originate in the input
circuit. We can, for instance, choose values of
vﬁ—A, E and y such that the mean-square noise
voltage at the amplifier terminals is quite independent
of the value of Rg. If we assume the input impedance
of the amplifier to be a resistance r;, we find that the
required relation is

”1%1,«/ ina = rt,
These conditions are a means of representing an
amplifier in which the noise comes entirely from the
output stages.

y=1

2.4. Noise Resistance, Optimum Source Resistance and
Minimum Noise Figure

The equivalent input noise voltage and current
generators are nowadays widely used for specifying
the noise performance both of complete amplifiers
and of input devices. The units commonly used are the
‘nanovolt per square-root-hertz’ and the ‘picoampere
per square-root-hertz’ which are somewhat cumber-
some and uninformative. For most applications, and
certainly in the field of a.f. amplifier design, it is much
more satisfactory to use the series noise resistance Ry,
and the parallel noise resistance Ry;. These quantities
are defined by the relations

Ry = EA/4KTAf, Ry; = 4kTAf]iZs

and it is convenient to remember that a noise resistance
of x kQ is equivalent to a voltage generator of 4\/x
nanovolt, or a current generator of 4/\/x picoampere,
per square-root-hertz at 300°K.

Using the noise resistances we can rewrite equa-
tion (6) in the more convenient form

F = 1+RNV/RS+RS/RNi+2'yJRNV/RNi ------ (9)

This expression is obviously related to equations (2)
and (3), which refer to the simplest models of noisy
amplifiers.

The idea of an ‘equivalent noise resistance’ has
long been used in connection with vacuum tubes,
but this concept has traditionally referred to an
equivalent series noise resistance only, and it follows
from (9) that if we restrict ourselves to one equivalent
noise resistance rather than two, we must make it
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depend on Rg. We shall see later that the term in y
can in many practical cases be ignored, so that the
noise performance of a practical low-noise amplifier,
or input transistor, will normally be specified by two
resistances. These equivalent noise resistances will,
of course, be functions of the frequency.

The formulation of equation (9) makes it particu-
larly easy to understand how F varies with Rs.
Because the equation contains terms in Rg and in
1/R, F becomes very large in the limits of large and
small Ry and has a minimum for an optimum value
of Rs. Differentiation with respect to Ry shows that
the minimum occurs when the two terms containing
Rg are equal, and we obtain for the optimum source
resistance

(Rs)opt = \/RNVRNi

the optimum being the geometric mean of the two
equivalent noise resistances. By substituting this
value in equation (9) we may calculate the minimum
noise figure, that is the value of F corresponding

to (RS)opt:
Froin = 1+2(1+ )W R/ Ry;

We see that a good noise figure is obtainable if the
series noise resistance is small compared with the
parallel noise resistance, so that a value of Rg can be
chosen which satisfies the condition

Ry; » Rg > Ry,

and the noise resistances have only a small effect
in the input circuit.

In practical a.f. work, it is usually true to say that
a noise figure of 1 dB = 1-26 is indistinguishable
from the ‘best possible’ figure of 0 dB = 1-0, and
equation (11) shows that this figure can be achieved
for Ry; = 60 Ry, if y is assumed to be zero. As we
shall see later, this condition is easily satisfied by a
high-gain bipolar transistor or a junction field-effect
transistor, under the best operating conditions and
in the best part of its frequency range. In fact, the
assumption y = 0 is correct in these cases, so that
we can completely specify the noise performance at a
given frequency by specifying the minimum noise
figure Fy;, and the optimum source resistance (Rg)op,-
In terms of these parameters we can express equation
(9) in the form

(Reopt , _ Rs J
-)= m—D =2+ —]......

(F=D) = 4 =D [ 32+ |12

It should be clear from this discussion that the

low-noise capability of an amplifier, or of a transistor,

in a given frequency range should be assessed on the

basis of its minimum noise figure, rather than the

noise figure obtained from an arbitrarily chosen

source resistance, or an apparently ‘low’ value of
series noise resistance.
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Although a noise figure of 1 dB may be practically
indistinguishable from 0 dB, it is sometimes very
advantageous to use an input device with a minimum
noise figure of much less than 1 dB, because such a
device will maintain a satisfactory noise figure over a
comparatively wide range of source resistance.

2.5. Noise-matching

Suppose that we have available a low-noise ampli-
fier whose optimum source resistance (Rg),,, differs
widely from the actual resistance Rg of the signal
source to be used. In principle we can always ‘noise-
match’ the amplifier to the source by using an ideal
input transformer of ratio n; this reflects into the
secondary circuit a signal voltage equal to nvg, where
vg is the input signal voltage generator, and a resistance
equal to n?Rs. The ‘best possible’ signal/noise ratio
then remains unchanged at v2/4RskTAf, and accor-
dingly we can improve the overall noise figure by
choosing the transformer ratio so that n?Rg approxi-
mates to (Rg)op- :

In practice, it is often preferable to avoid the
use of an input transformer for noise-matching in
audio-frequency circuits unless a transformer is
essential for some other reason such as d.c. isolation.
In cases where Rs < (Rg),,, One can in principle
achieve the same noise-figure improvement as is
obtainable from an input transformer of ratio n
(n being an integer) by the technique of using n?
identical amplifiers connected in parallel; the com-
bined amplifier has series noise resistance and parallel
noise resistance both reduced by a factor n* compared
with an individual amplifier.! The minimum noise
figure is therefore unchanged, but the optimum
source resistance reduced by a factor n?.

2.6. Noise Figure of Cascaded Amplifiers

An important situation is that in which two ampli-
fiers are connected in cascade, that is with the output
of the first acting as the input of the second.

Suppose that the first amplifier is driven by a signal
source of resistance R,, and has a noise figure F, and
voltage gain A4, referred to this source resistance.
The mean-square value of the noise voltage vy,
generated in the output circuit of the first amplifier
is then given by

vZ, = 4R, kTAf.F, A

Now the noise voltage vy, appearing in the output
circuit of the second amplifier is the sum of two
components: (i) a term equivalent to (13) containing
the noise figure F, and voltage gain A4, of the second
amplifier referred to its source resistance R,, which
is in fact that output resistance of the first amplifier;
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and (ii) the noise voltage resulting from the ampli-
fication of vy, :

v2, = 4kTAfAXR,F,+R,F, 4 ... (14)
We thus obtain for the overall noise figure F the

expression
F= F1+R2F2/R1A%

This result shows that, provided the ratio AZR,/R,
is sufficiently large, the noise figure of the combined
system becomes substantially equal to the noise figure
of the first amplifier. This is of practical importance
when F, > F,, and is the principle of the low-noise
preamplifier.

A convenient way of regarding the action of a
preamplifier is to consider the equivalent input noise
generators of the second amplifier, expressed as a
single input voltage generator vy,, in relation to its
source resistance R,, transferred back to the input
circuit of the first amplifier. The resulting generator
is vna2/A4,, and from this point of view we see that the
function of the preamplifier is to reduce the equivalent
effect on the input circuit of the noise generated by the
second amplifier.

2.7. Measurement of Noise Parameters

If we wish to measure F for a given amplifying
system, it may be necessary first to limit the frequency
response to the required range by means of filters.
A small signal vg at the mid-band frequency is then
introduced from a signal source of the required
resistance Rg, and the output signal/noise ratio is
measured and compared with the calculated ‘best
possible’ value p2/4RskTAf.

It is important to notice that a true-mean-square
or true-r.m.s. measuring system must be used to
obtain the signal/noise ratio. The use of standard
noise sources, which in principle avoids the necessity
for a measuring system of this type (and also avoids
the necessity for an accurate knowledge of the band-
width), is not usually desirable in the audio-frequency
range; this is partly because of their limited accuracy,
and partly because there is in principle no reason
to suppose that their output has the same spectral
distribution as has the noise to be measured.

In order to measure the equivalent noise generators
and their correlation coefficient we must make three
separate measurements of F at three different values
of R. A measurement with a very low value of Ry
gives Ry, directly, the second term in (9) being the
dominant one. Similarly a measurement with a very
high value of Ry gives Ry; directly. The correlation
coefficient y may conveniently be evaluated from a
measurement of F with Rg approximately equal to
its optimum value ,/(Ry, Ry;), but in most practical
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cases y i1s known to be zero. When performing these
measurements one must bear in mind that the band-
width may be strongly dependent on the source
resistance.

3. Transistor Noise

3.1. Noise Parameters of Bipolar Transistors

The noise sources, apart from flicker noise, in
bipolar transistors have been discussed by van der
Ziel.>*® His conclusions can be expressed approxi-
mately in the form of a simplified equivalent circuit.

ing inC
— —O
Bo—&-WA——9p—9 ——oC
2 ’EA \._‘/D’J
r——‘ ulE
'NEQ ‘e
L4
Q
E

Fig. 5. Simplified equivalent circuit of bipolar transistor

including noise generators.

In the circuit shown in Fig. 5, the transistor action
is represented by the resistors r, and r, and the current
generator afg. The transistor capacitances, and also
the collector resistance, have been omitted. Three
noise-current generators are shown, with mean-square
values given by:

@ = 2aletf (16)
iZg = 4kTAf]r,
iZc=2qlc[1— o) ao]Af ... an

For our present purposes, any correlation between
these generators can be ignored.

The generator iyg can be called ‘shot noise” because
its value is given by the same formula as for a tem-
perature-limited vacuum diode. The generator iy
represents the Johnson noise in the base resistance r,,.
The generator iy was labelled ‘partition noise’ by
van der Ziel because in the low-frequency limit it
follows the same equation as does partition noise in
a vacuum tube; but its mean-square value increases
with frequency as |x| decreases and it is responsible
for the falling-off in the noise performance of the
transistor at high frequencies. A simple calculation
shows that the /iy generator is 3 dB above its low-
frequency value at an angular frequency of wq/\/f,,
and then increases at 6 dB per octave. We notice
that the ‘corner frequency’ for this noise generator
is approximately the geometric mean of the common-
base and the common-emitter cut-off frequencies,
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the latter quantity being /.o and /., being
approximately equal to f,.1

In practical audio-frequency designs we find that
if we use modern silicon planar transistors, which are
the only type of small-signal bipolar transistor that
interests us here, we can usually ignore the frequency
variation of iy expressed in equation (17), because
|| is always substantially equal to o,. Experimentally
we find that Fig. 5, in conjunction with equations (16)
and (17), gives a satisfactory description of the noise
behaviour of the transistor at the upper end of the
audio-frequency range, but /2. increases at low
frequencies. The additional contribution to the noise
at low frequencies is variously described as ‘flicker
noise’, ‘excess noise’, or ‘lI/f noise’ and we can
express this effect to a reasonable approximation by
means of the equation

iRe = 2911 — 1) (1 + wf/w)Af
= 2q0, /(1 + wg/w)Af /B, ...... (18)
where wg is a parameter which may be called the
flicker-noise characteristic frequency.

A noise source which has not yet been mentioned
is the noise generated by the collector leakage current.®
For modern small-signal silicon planar transistors
operated at d.c. collector currents of 100 nA and

above, this noise source is negligible; we shall there-
fore not discuss it further here.

3.2. Noise Figure and Noise Resistances of Bipolar
Transistors
From the equivalent circuit of Fig. 5 in conjunction
with equations (16) and (18), we can derive the
following expression for the noise figure F in the
common-emitter configuration:

A2 | (Retr R +og)

F=1
i R 2for.Rs
...... (19)
-—@ = 'w)*<® noiseless
noisy | 2p6re$ i
L

Fig. 6. Equivalent noise resistances of a bipolar transistor,
assuming conditions (21) to be satisfied.

This formula is applicable in the frequency range
well below w/./B,.

T We use the symbol g, for the direct current gain, and the
symbol /.o for the low-frequency value of the alternating
current gain. We use the term ‘frequency’ to refer either to the
cyclic frequency f or the angular frequency w, according to
the context.
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In order to interpret equation (19) in relation to
equivalent series and parallel noise resistances, we
must separate it into the terms in R, the terms in
1/Rs, and the terms independent of Rs. We see that
the effect of the flicker-noise factor in (19) is formally
equivalent to a decrease in 8, as the frequency falls
below wg, and we shall find it convenient to make
use of the parameter 8, defined by the relation

Bo = Bo/(1+ wg/w)
If now we can make the assumptions

B.o>1 and r,Sr, ... 1)
we obtain from (19) the expression
ry+r./2 Rs
Frel4+——+— ... 22
TR o, &

Equation (22) is a very important one. It states
that, provided conditions (21) are satisfied, the noise
generators in a bipolar transistor are equivalent to
two uncorrelated generators which can be specified
as a series noise resistance Ry, and a parallel noise
resistance Ry;:

RNV = rb+ re/z
RNi = ZB; re
y=0

This result is illustrated in Fig. 6.

We can more easily appreciate the meaning of .
equations (23) and Fig. 6 if we take a concrete
example. Suppose that we have a transistor with
B, = 100 independent of I, and r, equal to 200 Q—
a typical value for a modern transistor designed for
low-noise a.f. applications. We remind ourselves
that r, is about 25 Q at room temperature for I
equal to 1 mA, and that r, varies inversely with I.
If we are considering the frequency range above the
flicker-noise region, conditions (21) are satisfied for
values of Ic up to about 100 pA. At this operating
current the series noise resistance is 325 Q, and the
parallel noise resistance is 50 kQ; from (10) and (11)
we see that the optimum source resistance is about
4 kQ, and the corresponding minimum noise figure
is about 0-65 dB. Let us now put /- equal to 1 pA;
r, becomes 25 kQ and the series noise resistance about
12-5 kQ, the contribution of r, being negligible. The
parallel noise resistance is 5 MQ, the optimum
source resistance 250 kQ, and the minimum noise
figure 0-4 dB. We can easily see from equations (23),
(10) and (11) that when r, is high enough (that is,
when I is low enough) to make the effect of r,
negligible, the optimum source resistance is r./B,,
and the minimum noise figure is (1+ 1/,/B,).

It is interesting to notice that the low-frequency
common-emitter input resistance of the transistor,
which is given by (r,+ fi.or.), is approximately equal
to the parallel noise resistance because, generally
speaking,* K, lies somewhere between f, and 2f,.
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It follows that a good noise figure is not obtainable
from a bipolar transistor in the common-emitter
configuration unless it is operated under voltage-
amplifier conditions—that is, with its input resistance
substantially greater than the source resistance. A
great deal of misunderstanding has arisen from the
assertion made by nearly every author of texts on
transistor circuit design that the bipolar transistor is
‘basically a current amplifier.’

3.3 Noise Parameters of Junction F.E.T.s

In audio-frequency amplifiers, the junction fe.t.
sometimes provides a satisfactory alternative to the
bipolar transistor as an input device. The noise mech-
anism in these devices has been discussed by van der
Ziel,® whose conclusions can be summarized by the
statement that in the absence of flicker noise the
series and parallel noise resistances are given by the

equations
Ry, =07/gm
Rni=2kTiqls ..., (24)
y=0

where g, is the low-frequency value of the transfer
admittance, and /I is the reverse gate current under
the specified operating conditions. We have not been
able to confirm these conclusions experimentally with
the same degree of precision as that which applies
to equations (23) for the bipolar transistor. However,
it can easily be confirmed that the expression for Ry,
in equations (24) gives the correct order of magnitude,
and that it correctly shows the general principle
that the lowest value of Ry, is obtained by operating
the device with the highest possible value of g,—in
practice, this means with the highest possible value
of drain current. For low-cost j.f.e.t.s at the present
time, typical operating values of g, are in the region
1-5 mQ~!, and Ry, at frequencies above the flicker-
noise region is in the region 200 Q-1 kQ.

The expression for Ry; in (24) predicts low-frequency
values in excess of 50 MQ for typical j.f.e.t.s, and this
general conclusion can easily be confirmed experi-
mentally; but for various practical reasons it is
difficult to measure the exact dependence of Ry; on /.

The effect of flicker noise in j.f.e.t.s is quite different
from that in bipolar transistors in that it is Ry, rather
than Ry; which deteriorates at the lower end of the
frequency scale. To include this effect in equations (24)
we may rewrite the first of these equations in the
form

RNV = 0'7(1 +wF/w)/gm
although this form of frequency dependence is only
an approximate representation of what is found in
practice. The actual way in which Ry, increases as w
is reduced may vary considerably, even between indivi-
dual specimens of the same type of j.fe.t., and also
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depends on the value of the drain current; in the
flicker-noise region there is likely to be an optimum
operating current for each individual device, which
varies according to the frequency range being
considered.®

By paying sufficient money (up to £5 at the time
of writing, February 1968) one can obtain selected
j-f.e.t.s with values of Ry, less than 25 kQ at 10 Hz,
and Knott” has reported one specimen with Ry, equal
to 1 kQ at 10 Hz and 300 Q at 1 kHz. However, many
low-cost j.f.e.t.s have a series noise resistance in the
region of 1 MQ at 10 Hz.

3.4. Comparison of J.F.E.T.s and Bipolar Transistors

It has already been pointed out that the low-noise
capabilities of a device should, strictly speaking, be
assessed on the basis of the minimum noise figure,
which depends on the ratio of Ry, and Ry; according
to equation (11), which may be expressed in the form

Foin = 1+2\/(RNV/RNi)
if the correlation coefficient y is assumed to be zero.
This condition is in fact always true for a practical
jfet, and also for a practical bipolar transistor
which is being operated under low-noise conditions.

Now for a bipolar transistor operated at a sufficiently
low value of collector current to ensure that the
effect of the base resistance is negligible, we see from
equations (23) that the expression for F,,;, reduces
to (1+1//Bs) if By > 1. It is currently possible to
obtain devices with B in the region of 400 under
these conditions throughout the audio-frequency
range, and the corresponding value of F,,;, is 1-05 =
0-2 dB. To estimate the corresponding figure for a
j.f.e.t.,, we may assume the correctness of equations
(24) and substitute the somewhat favourable values
of g, = 5mQ~" and I = 107'° A. We then obtain
Ry, = 200 Q and Ry; = 500 MQ. With these assump-
tions the value of F,;, is 1-:0013 = 0-006 dB. Even
if we had assumed an unfavourable value of Ry,
taking for example the 1 MQ at 10 Hz mentioned
above, we should have obtained a calculated value
of 1'1 = 0-4 dB.

It is clear from these considerations that the j.f.e.t.
is inherently a much lower-noise device than the
bipolar transistor. However, in audio-frequency
applications with a resistive signal source the advan-
tage of having a better value of F,;, is usually an
illusory one, because with typical devices it is only
obtained in conjunction with source resistances which
are greater than those normally encountered in prac-
tice, and which cannot be achieved by the use of a
transformer because of capacitive effects. Even when
one has a source of very high resistance, one must
take into account the input capacitance of the device
itself, which was not included in the expression for
Ry; given in equations (24). These facts must be
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considered in relation to the fact that, in most practical
audio-frequency applications involving a resistive
source, a noise figure of 1 dB or less is indistinguish-
able from 0 dB. However, where the source is a
capacitive one the f.e.t. may show considerable
advantages over the bipolar transistor. Also, in
instruments which are required to give a good noise
figure over a wide range of source resistance the
f.e.t. may be the best choice of input device, and for
these applications the circuit is sometimes noise-
matched to an acceptably low value of source resis-
tance by the parallel-input technique discussed in
Section 2.5.

4. Negative Feedback and Noise Figure
4.1. Calculation of Noise Figure

In calculating the overall noise figure of a negative-
feedback system, the important first step is to repre-
sent all the noise sources, and also the operation of the
feedback, as equivalent generators in the input
circuit. If the amplifier employs series feedback, we
use the voltage-generator representation shown in
Fig. 7(a). The amplifier noise is represented as a single
generator vy, ; in this case it is not necessary to use
two generators to represent the noise, because we are
assuming the value of Rg to be fixed. The generators
vs and vyg represent the signal and the source noise
respectively, and the generator v represents the
feedback.

Now if A4 is the voltage gain of the amplifier
referred to the input terminals, and f is the feedback
ratio, we have

vg = Afvy
where v, is the voltage across the equivalent input
terminals. Assuming that the equivalent amplifier has
a noiseless input impedance Z; (this implies that the
generator vy, includes the noise in the input resistor)
we may write

vy = (vs+ons+ 0Ny HOR)Z/(Rs+ Z)) ... (27
and combining this with equation (26) we obtain
vy = (v5+onstoni)Zi/(Rs+Z;)(1 - A'B)

A = AZi/(RS+Zi)

Equation (28) will give us the signal/noise ratio at
the input terminals of the equivalent noiseless ampli-
fier and hence the output signal/noise ratio. Before
discussing it in more detail, we shall set up the
corresponding equation for a parallel-feedback
amplifier.

In Fig. 7(b) the signal, the source noise, the amplifier
noise and the feedback are shown as current genera-
tors i, ins, ing, and ip respectively. We can now
write, corresponding to equation (26),

iF = Aﬁll

where
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where A4 is the current gain of the amplifier and B the
feedback ratio (alternatively 4 can be the transfer
impedance of the amplifier and B the feedback
admittance—the product Af still being dimension-
less). The result corresponding to (28) is

iy = (is+ ins+ing)Rs/(Rs+Z) (1= A'B)

where A" = ARs/(Rs+Z))

Now equations (28) and (30) will give us the
closed-loop signal/noise ratio, that is the signal/noise
ratio as modified by the action of the feedback. It is
most convenient to compare this with the open-loop
signal/noise ratio, that is the signal/noise ratio that
would be obtained if the feedback parameter f were
assumed to be zero. We see from equations (28)
and (30) that whether the feedback is of the series or
the parallel type, its action is to reduce the effect of
the signal, the source noise, and the amplifier noise
all in the ratio (1—A’B). It is important to remember
that this is a complex function of frequency.

Rg
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Fig. 7. Equivalent circuit of (a) series-feedback amplifier,
(b) parallel-feedback amplifier. The ‘black box’ represents a
noiseless amplifier.

It follows that if we are considering only the noise
in a narrow bandwidth around the signal frequency
then the closed-loop noise figure is the same as the
open-loop noise figure. However, if we are considering
the noise over a relatively broad band, the ratio of
the closed-loop and the open-loop noise figures
depends on the frequency dependence of the factor
(1—-A4'f). The form of this frequency dependence
also determines the relationship between the closed-
loop bandwidth and the open-loop bandwidth, and
the effect on the noise figure may be conveniently
expressible in these terms; for instance, if (as is
frequently the case) the closed-loop bandwidth is
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greater than the open-loop bandwidth, then the
overall closed-loop noise figure is greater than the
overall open-loop noise figure.

We may simplify the discussion by supposing that
under closed-loop conditions the amplifier is followed
by a filter which ‘tailors’ the frequency response to
be the same as the open-loop response. In this case
the closed-loop noise figure is the same as the open-
loop noise figure. We may summarize this result by
the following statement: after any changes in the
Jrequency response have been allowed for, the closed-
loop noise figure is equal to the open-loop noise figure.

From a practical point of view, the situations
described by Figs. 8 are idealized. In fact, the feed-
back network will have a finite impedance which
appears in series (Fig. 7(a)) or in parallel (Fig. 7(b))
with the input circuit; also it will generate some
noise which adds to the equivalent amplifier noise
generator. It is the job of the circuit designer to make
these effects negligible.

4.2. Practical Application of the Theory

It follows from the result derived in the previous
section that when designing a low-noise feedback
amplifier, one must design the circuit so that it has
the required noise figure before the feedback loop
has been closed. Suppose, for example, that we wish
to build an amplifier to work from a source resistance
of 100 kQ and to have an input resistance which is
very high compared with this value. By the use of
series feedback, the required input resistance can
easily be achieved whatever the operating current
of the input transistor. In order to decide on the
correct value of this current, we must consider what
the situation would be in the absence of the feedback.
Now as we have seen in Section 3.2, a good noise
figure is not obtainable from a bipolar transistor in
the common-emitter configuration unless it is operated
with its input resistance substantially greater than the
source resistance; it follows that in the example
quoted, the common-emitter input resistance of the
input transistor must be more than 100 kQ, and the
operating current must be chosen accordingly.

This example helps to make clear a fallacy which
has often led to unsatisfactory circuit and system
design. This is the idea that the application of series
feedback to an amplifier, because it increases the input
resistance, can enable the amplifier to give a satis-
factory noise figure from a higher source resistance
than before.

Another error which has often led to difficulties
is the failure to realize that when a series feedback
resistor is inserted in the emitter lead of the input
transistor, this resistor is effectively in series with the
signal source and its value must be added to the
series noise resistance of the amplifier.
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Similarly, any resistor used for parallel feedback
has the effect of reducing the parallel noise resistance
of the amplifier. These considerations do not, of
course, affect the general result that, for a given
frequency response, the closed-loop noise figure is
equal to the open-loop noise figure; but in calculating
the open-loop conditions we must take care to include
the effects of all the components of the feedback
network, even although the latter is assumed to be
inoperative.

4.3. CE, CC and CB Connections

It is often said that there are three basic ways of
using a bipolar transistor in a linear circuit, these
being the common-emitter (CE), common-base (CB),
and common-collector (CC) configurations. Now
although this approach is often useful it can also be
very misleading, and has certainly led to a plethora
of time-wasting algebraic work. Generally speaking,
we should regard the basic amplifying action of the
transistor as being with the input voltage applied
between base and emitter, and the output current
generated in the emitter-collector circuit; this approach
is clearly brought out by the well-known hybrid-n
equivalent circuit. The CB and CC configurations
then appear as feedback modifications of the basic
action: in normal feedback terminology, the CB
arrangement is one of parallel current feedback, and
the CC (emitter-follower) one of series voltage
feedback.®
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Fig. 8. CB noise figure.

The application of the theory of this section to the
CB case is perfectly simple. Figure 8(a) shows the
a.c. equivalent circuit of a CB-connected transistor,
with an emitter resistor R, and operating from a
signal source of resistance Rg, shown here in its
current-generator equivalent form. The corresponding
open-loop arrangement is shown in Fig. 8(b) and, by
the principle developed in Section 4.1, we see that
Figs. 8(a) and 8(b) will both give the same noise
figure at any given frequency, assuming of course that
the transistor is operating under the same d.c. con-
ditions in the two cases. Some designers have made
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the mistake of assuming that, because the CB arrange-
ment has a much lower input resistance than the
CE arrangement, it can be used in conjunction with a
much lower source resistance without detriment to the
noise figure; it should be clear from Fig. 8 that this
is not correct.

The case of the CC (emitter-follower) amplifier is not
so simple, because of the fact that the output is the
voltage across the emitter resistor itself, rather than
the output current of the transistor. When a detailed
calculation is done, we find the result illustrated in
Fig. 9.

Since the feedback is of the series type, the signal
source is most appropriately represented as a voltage
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Fig. 10. Noise figure of CE amplifier with emitter feedback.

generator. The figure shows that in calculating the
noise figure of a CC stage we must regard the resistor
R, as being merely shunted across the output and not
as being an additional resistance in series with the
input circuit.

This is in contrast with the situation shown in
Fig. 10, which is a CE amplifier with emitter feedback.
Here the feedback is of the normal series current type,
and the emitter resistor appears in series with the
input circuit.

It is easy to make an experimental demonstration
of the essential difference between the CC stage and
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the CE stage with emitter feedback. The circuit of
Fig. 10(a) may be set up with Rc = R,, and driven
from an a.f. signal source of very low resistance. With
typical circuit values, say /c = 1 mA and resistors of
several kilohms, there is a spectacular difference
between the signal/noise ratio measured at the emitter
and at the collector, although of course the magnitude
of the signal gain is unity at each point.

4.4. Use of Negative Feedback to Improve Noise
Figure

In one sense, as we have seen, it is impossible to
improve the noise figure of an amplifier by applying
negative feedback; this statement is true when we
are comparing the closed-loop situation with the
open-loop situation for an amplifier whose circuit
remains otherwise unchanged. On the other hand,
we may compare one amplifier which provides certain
performance parameters (e.g. gain, input impedance,
output impedance, power output, efficiency, band-
width) without the use of negative feedback, with
another amplifier which utilizes the principles of
negative feedback to obtain the same performance
parameters. On this basis of comparison, it is often
possible to obtain a great improvement in noise figure
by the use of negative feedback.

A simple example of this arises in the case where
one requires an amplifier to have a very low input
resistance, say 1 Q, but to give a good noise figure
from a comparatively high source resistance, say
1 kQ. One could obtain the required input resistance
by connecting a 1 Q resistor across the input terminals
of a non-feedback transistor amplifier; but the effect
on the noise figure would be disastrous. By the use
of the parallel-feedback (operational-amplifier) tech-
nique we can obtain the required input resistance
without any adverse effect on the noise figure.

Another example arises when we are dealing with
power output stages, which may have a very poor
noise figure. By adding a low-noise preamplifier, as
discussed in Section 2.6, we may improve the noise
figure; on the other hand, this preamplifier may in-
crease the overall gain to an unacceptably high value.
The use of negative feedback will enable the gain to
be brought back to the required value without change
in the overall noise figure.

Yet another case of practical importance is that
in which we are required to provide a low-noise
amplifier of widely variable gain. An output attenua-
tor is usually not acceptable because of its effect on
the dynamic range; and an input attenuator will ruin
the noise figure. It is often possible to obtain a variable
gain with constant noise figure by providing a negative-
feedback network with variable feedback ratio.

Basically, the virtue of negative feedback is that it
enables the input resistance, and the gain, of the
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system to be adjusted to the required value without
detriment to the noise figure.

5. Practical Circuit Design

5.1. Worst-case Design of the Input Stage

The discussion in the previous sections has in
principle given enough information to enable