
WIßliLF.titi 
ENGINEER 

Vol. XXVII MARCH 1950 No. 318 

Selectivity in Television 
THE expansion of the British television ser- 

vice is creating some selectivity problems 
for designers. In view of its reputation for 

selectivity, therefore, it is not surprising that many 
are considering the possibility of the super- 
heterodyne being more suitable than the t.r.f. 
set so widely used hitherto. 

Most people, if asked which of the two types of 
receiver is the more selective, would unhesitating- 
ly say the superheterodyne. A few would pro- 
bably say that there is no difference between 
them. We shall show that the answer depends 
on circumstances and that the important factor 
is the relation of the product of bandwidth and 
circuit Q to signal frequency. 

We are primarily interested in the television 
conditions and it is necessary to bear them 
carefully in mind. The main problem is to obtain 
sufficient selectivity in the vision channel to 
prevent the sound signal from interfering with 
the picture. It is, of course, one which has been 
present for years in receivers designed for the 
London station and for this a satisfactory 
solution has been found. The problem has been 
intensified in receivers designed for all other sta- 
tions, however, by the adoption for them of 
vestigial-sideband transmission. This has made 
the solution appropriate to London inapplicable. 

Television Standards 
In all cases the sound -channel carrier lies 

3.5 Mc/s below the vision -channel carrier, which 
carries modulation frequencies up to some 2.75 
Mc/s. For the reception of London, where both 
sidebands are transmitted, there are three possi- 
bilities. Double-sideband reception can be used, 
in which case a vision -channel bandwidth of some 

6 Mc/s at -6 db is needed and the sound -channel 
comes only o.5 Mc/s below the lower edge of the 
vision pass -band. Alternatively, vestigial -side - 
band reception can be adopted with a 6 -db 
bandwidth of only 3 Mc/s. The sidebands 
selected can be the upper or the lower. In the 
latter case, the sound channel again comes only 
0.5 Mc/s below the vision pass -band, but if the 
upper sidebands are selected, the channel separa- 
tion becomes 3.5 Mc/s. 

Needless to say, this last case is a favourite 
with receiver designers and it is not difficult to 
obtain adequate discrimination between the two 
channels. The natural selectivity of the vision - 
channel intervalve couplings, supplemented by 
one rejector circuit tuned to the sound signal, 
usually suffices. 

In the case of the new Midland station, and in 
all future stations, vestigial-sideband trans- 
mission is adopted and it is the lower -frequency 
sidebands, lying between the vision and sound 
carriers, which are employed. The receiver de- 
signer now has no choice but to adopt a 3-Mc/s 
vision -channel bandwidth with a o.5-Mc/s separa- 
tion from the sound channel. 

In addition, he has to look forward to the time 
when more stations are operating and when the 
sound channel of another station may be 1.5 Mc/s 
above the vision carrier. Although such a signal 
may be weak in many districts it will not always 
be so. Moreover, it will be capable of producing 
more severe interference than the sound s gnal 
belong:ng to the wanted station. The d.rect 
beat between the carriers of the sound and 
v:s:on s gnals of one station is at 3.5 Mc/s. Even if 
this frequency is transmitted through the vision 
channel, the resulting pattern on the picture is so 
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fine that it is not very noticeable. The important 
interference comes from the modulation on the 
sound channel. 

With the sound signal of another station 1.5 

Mc/s above the vision carrier, however, the beat 
will be 1.5 Mc/s and it will cause a very noticeable 
pattern on the screen. Because of this, it has been 
recommended that 50 -db attenuation should be 
provided against the sounti signal of an adjacent 
station, while only 3o db is needed against the 
sound signal of the wanted station. As a result, 
the receiver must have a vision -channel response 
curve somewhat as sketched in Fig. I. The fre- 

quency scale has signs correspond.ng to the case 
of an i.f. amp'ifier in a superheterodyne having 
the local oscillator frequency above the signal 
frequencies. If the oscillator frequency is below 
the signal and for a t.r.f. set, the signs must be 
reversed. 
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After this preliminary statement of the selec- 
tivity requirements for television, we can turn 
to our main theme-the relative merits of the 
superheterodyne and the straight set. In the 
first place, there is nothing at all in the frequency - 
changing process which affects selectivity. All 
the frequency differences existing before the pro- 
cess persist unchanged after it. An interfering 
signal df away from the carrier of the wanted 
signal is still [If away from it no matter to what 
intermediate frequency the signal is changed. 
Any difference in selectivity which may exist 
between superheterodyne and straight set is 

thus due solely to the difference of operating 
frequency. 

The characteristics of a parallel -tuned circuit, 
such as that of Fig. 2, arc most simply expressed 
as 

S = RIZ - .V [I + Q2(I - x2)2/x23 .. (I) 

where Q2 = CR2/L, x = w1/LC = w/wO = f/fo, 

fO = I/(27r /LC), and S is the ratio of the 

resonant impedance to the impedance away from 
resonance. 

If we write f = fo df and df . fo we get 
the approximate relation¡ 

S2 .: I + 4Q2df2/J02 .. 
An alternative, and often more useful, result is 

obtainable. There are two frequencies f, <f, and 

f2>fO for which the values of S are equal. If 

n = f2 - f1 
S2 = I + Q2n2/f02 .. .. .. (3) 

exactly. If fO were (f1 + f2)/2, n would be 2df 
and equations (2) and (3) would be the same, 
However, f 0 = \/(f rf2) and there is some difference 
between them. Now Q2 = CR2/L and f02 = 
1/47r2LC ; therefore Q/f0 = 277CR. The equations 
can thus be written 

S2 1 + 167T2C2R2df2.. .. (2a) 

S2 = I + 47r2C2R2n2 .. .. .. (3a) 

At any level of response S the bandwidth n = 
f2 - f1 is quite independent of the resonance 
frequency and dependent only on the CR product. 
The same thing is true of df as long as df < f0. 
When it is not, the resonance curve is, in effect. 
tilted slightly and for equal values of df the res- 
ponse is greater on one side of resonance than 
it is on the other. To put it differently f2 - f0% 

fo .fi. 
Although we have examined here only a single 

resonant circuit the results with combinations of 

circuits are much the same. Cascades of single 
circuits all resonant to the same frequency ob- 
viously are equally independent of the resonance 
frequency. Stagger -tuned single circuits in cascade 
are also independent of the mid -band frequency, 
although this is less obvious, and coupled circuits 
have similar characteristics. What is true of the 
single circuit can be taken as being generally true 
of more complex networks, although there may be 
minor discrepancies in particular cases when 
df/f0 is large. 

For the reception of 
a given signal a certain 
minimum bandwidth nr 
is needed and it is often Z- 
specified for an edge 
response of -6 db, for 
which S2=S12=4. For 
selectivity some other 
bandwidth n2 is required 
for which the response is S,. 
have 

\ 22 
S 2 - S I / r 

n2 21rCR 
and rat = 

27TCR 

.. .. (2) 

Fig. 2 

From Equ. (3a) we 

hence the difference of the bandwidths, n2 - n1 

is constant and quite independent of f0. With any 
given form of amplifier no control over the selec- 
tivity is obtainable by any change of f0 so long as 
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the pass -band is not greater than that needed for 
the signal. 

In view of this, how did the tradition of the 
superior selectivity of the superheterodyne arise 
and why is it still normally used in cases where 
selectivity is all important 

The answer is that in many common c'rcum- 
stances it is impracticable to make the pass -band 
only just wide enough for the transmission of the 
desired signals when the circuits are operating 
at the frequency of that signal. Equ. (3a) may 
be misleading here, for it gives the impression that 
the bandwidth can be reduced to any desired 
extent merely by increasing C but, in practice, R 
is likely to vary with an alteration of C. Equ. (3) 
gives a truer picture and at a given frequency 
bandwidth depends only on Q. At any frequency 
it is proportional to fa/Q, but there is no simple and 
precise relation between fo and Q. It is found, 
however, that for coils of a given physical size and 
type Q is roughly proportional to v fo. The band- 
width is thus roughly proportional to - /fo. 
Consequently for a given bandwidth requirement, 
there is always some frequency above which it is 
impossible, impracticable or uneconomical to 
obtain circuits of high enough Q to meet the re- 
quirement. 

Receiver Type 
Comparing t.r.f. and superheterodyne receivers 

having the same form and number of circuits 
affecting selectivity, the use of the latter is advan- 
tageous only when it is impracticable to reduce 
the bandwidth of the t.r.f. set to the minimum 
necessary for passing the signal. For the 
reception of sound signals, and generally when- 
ever n/fo is very small, the superheterodyne 
is advantageous. Even with the bandwidth of 
2-2o Mc/s needed in radar fo is so high that the 
superheterodyne would probably have to be used 
on selectivity grounds even if it were not already 
necessary for amplification. 

Even in cases where adequate selectivity is 
possible at signal frequency, the use of the super- 
heterodyne may still be necessary. When a 
receiver must be tunable over a band for station 
selection, there is a limit to the number of circuits 
which can be economically provided at signal 
frequency. This limit is usually around two or 
three only. Selectivity may demand the use of a 
dozen or more circuits, and the proper course is 

obviously to put most of them at the fixed fre- 
quency of the i.f. amplifier. 

In the television case, it is easy to secure the 
minimum bandwidth in the vision channel at sig- 
nal frequency and up to the present there has been 
no call for tunable receivers. On the sound side 
the minimum bandwidth for the transmission 
of the signal cannot be obtained at signal fre- 
quency, but this is not important for, in spite of 
this, adequate selectivity can still be secured. 

It would appear, therefore, that in television the 
superheterodyne would offer no advantage over 
the t.r.f. set. This is quite true so long as the 
receiver does not include rejector circuits for 
sound -channel rejection or when such rejectors 
can have a considerable bandwidth. This condition 
exists in vestigial-sideband reception of the upper 
sidebands of the London transmitter and then 
there is little or nothing to choose between the 
two forms of receiver. 

For other stations, however, vestigial-sideband 
reception of the lower sidebands is necessary. 
Rejectors of narrow bandwidth are then needed 
to prevent interference from the sound channel 
while leaving the vision -channel bandwidth 
unimpaired. If the required rejector bandwidth 
is less than can be obtained at signal frequency 
the superheterodyne has the advantage. 

The choice between the two thus hinges not at 
all upon the main characteristics of the vision 
channel but entirely upon whether or not it is 
feasible to obtain rejector circuits of high -enough 
Q at signal frequency. In connection with rejector 
bandwidth it should be pointed out that, if it is 
attainable, it is possible to use a narrower band- 
width in the t.r.f. set than in the superheterodyne 
because in the latter some allowance must be made 
for frequency drift of the local oscillator. 

We should not like to have to forecast what the 
eventual decision of designers will be, assuming 
no extraneous matters enter, for, although it is 
very hard to obtain a high -enough Q for proper 
rejector operation at frequencies around 6o Me/s 
there are alternatives to the simple rejector. 
Some bridged -T networks, for instance, enable the 
equivalent of a rejector with infinite Q to be 
obtained. The decision will probably be made on 
extraneous grounds, however, such as the need 
for a tunable receiver and if so, it will almost 
certainly be in favour of the superheterodyne. 

W. T. C. 

WIRELESS ENGINEER, MARCH I950 

www.americanradiohistory.com



SYNTHESIS OF W1DEBAND 
TWO-PHASE NETWORKS 

By H. J. Orchard, B.Sc. 
SIIMMARY.-Hitherto, networks providing a two-phase supply from a single-phase supply 

over a wide band of frequencies have been designed empirically. A synthesis technique is now available 
which gives exact design formulae both for the network components and also for the relations between 
the design parameters. It is shown that the most general circuit meeting the requirement is essentially 
a pair of all -pass networks. By utilizing elliptic functions, such networks can be designed to have a 
Tchebichef approximation to the ideal requirement : this represents the most efficient condition. 
Simple computing schemes, design curves and a numerical example are included. 

1. Introduction 
IN the design of single-sideband modulator 

circuits and various other pieces of equipment, 
pairs of transmission networks are called for 

having the property that the two members of a 
pair shall give equal attenuations and have phase 
shifts differing from one another by 7r/2 radians 
over a wide band of frequencies. 

Several publications 1, 2, a have been made 
concerning the theory of such network pairs and 
various design methods have been proposed, 
some graphical and some analytical. However, 
they all proceed, essentially, by analysing some 
special configuration and trying to adjust its 
parameters empirically to meet the requirements. 
This technique is time consuming and, more- 
over, the methods give no indication of the best 
performance of which the networks are capable 
for a given complexity. 

Recently it has been found possible to place 
the whole of the theory on a completely analytical 
basis which yields both exact design formulae 
and also clear-cut information as to the theo- 
retical limitations of any possible networks 
which might be capable of meeting the require- 
ments. 

2. General Theory 
The precise requirement on the network pair 

is illustrated in Fig. i. From one harmonic 
voltage, V, two more 
harmonic voltages, V, 
and V2 must be de- 
rived, such that V, and 
V2 are equal in mag - 

Fig. r. Basic phase - 
splitting circuit. 

NETWORK 
Nº I 

NETWORK 
Nº2 

nitude but different in phase from one another 
by 7r/2 radians. The system may be regarded as 
a device for producing a two-phase supply from 
a single-phase supply. However, it is required 
to operate, not merely at one frequency, but 
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equally well over a specified band of frequencies 
possibly many octaves wide. It is in this 
aspect of the problem that all the difficulty lies. 

Now the phase shift which occurs in any net- 
work may, following the nomenclature introduced 
by Bode', be considered as being composed of 
the minimum phase shift which can accompany 
the attenuation of the network, and which is 
uniquely defined by it, together with the phase 
shift of an all -pass network or phase -equalizer 
network which may be ' concealed ' in the 
network. If this latter part is zero the network 
is a minimum -phase network. Thus : 

(Total phase shift) = (Minimum phase shift) + 
(all -pass phase shift). 

But both network No. i and network No. 2 in 
Fig. i must have equal attenuations at all 
frequencies in order that V, and V2 shall be 
equal in magnitude. Hence the minimum phase 
shifts for the two networks must be identical. 
Therefore if V, and V2 are to be equal for all 
frequencies they can differ in phase only by an 
amount which is the difference in phase shift 
between two all -pass networks. It is pointless 
to consider, consequently, the case where the 
two networks, No. i and No. 2, are other than 
all -pass networks, for it would imply that 
superfluous components existed in the networks, 
producing identical extra phase shift. 

The problem thus resolves itself into one of 
finding two all -pass networks which have phase - 
shifts differing from one another by Tr/2 radians 
over a prescribed band of frequencies. 

3. Properties of All -pass Networks 
The most general all -pass network is a sym- 

metrical lattice whose arms are inverse react- 
ances ; i.e., the product of their impedances is 
equal to the square of a constant resistance. 
Such networks are characterized by the fact that 
they have a resistive characteristic impedance, 
independent of frequency and zero attenuation 
for all real frequencies. However, at real fre- 
quencies they do introduce a phase -shift and, 
within some restrictions, this may be given a 
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wide variety of shapes by altering the arm 
reactances in the lattice. One restriction is that 
the slope of the phase -shift v. frequency curve 
must be positive. 

The simplest all -pass network is shown in 
Fig. 2(a) and the one next in complexity in 
Fig. 2(b) : these are referred to as first -degree 
and second-degree networks respectively. Every 
all -pass network of higher degree can be replaced 
by a tandem connection of suitable first- and 
second-degree networks and such a tandem 
connection is, from the practical point of view, 
usually preferable. 

(8 ) (b) 

Fig. 2. All -pass networks. 

The behaviour of an all -pass network, what- 
ever its complexity, is most simply described in 
terms of its transfer impedance as defined in 
Fig. 3. If Ro be the characteristic impedance of 
the network and ZT the transfer impedance, 

then ZT = v/i 

For design purposes it is most convenient to 
normalize the impedances of the network, taking 
Ro = i : this is finally changed to some suitable 
value at the end of the design. The transfer 
impedance is a rational function, with real 
coefficients, of the variable p = jw. The zeros 
of ZT, which are identical with the transient 
modes of the terminated network, must, from 
considerations of stability, lie in the left half of 
the complex p -plane. In order that the imped- 
ance shall be appropriate to an all -pass network 
its modulus must be unity for all real frequencies, 

Fig. 3. Circuit for 
defining transfer 

impedance. 

and this requirement forces the poles of ZT to be 
equal in number to, and the negative of, the 
zeros. Hence all the poles lie in the right half 
of the complex p -plane and the transfer imped- 
ance may be written as 

A + pB 
ZT A- (I) 

where A and B are even polynominals in p. 
It will be seen that, at real frequencies, the 
denominator polynomial in Equ.(r) is the complex 

conjugate of the numerator, and this forces the 
requirement of unit modulus on to ZT. 

The pole -zero patterns in the complex -plane 
appropriate to first- and second-degree networks 
are shown in Fig. 4(a) and 4(b) respectively, where 
circles denote zeros and crosses, poles. Due to 
the reality of the coefficients the poles and zeros 
must, if complex, occur in conjugate pairs. 

The phase shift introduced by the all -pass 
network at real frequencies is equal to the phase 
angle of ZT and consequently is given by 

tan zß - B(- 2)) .. (2) 

where ß is the phase shift in radians. Numerator 
and denominator polynomials introduce equal 
contributions to the phase at real frequencies as 
they are conjugates and so it is necessary to 
consider only the numerator. 

Having thus summarized the properties of all - 
pass networks and their transfer impedances - 
from such aspects as are necessary,* the next 
problem is to see how two transfer impedances 
can be derived, suitable for all -pass networks, 
and having 7r/2 radians difference between their 
phase angles. 

p -PLANE 

o X 

P - PLANE 

X 

o 

(a) (b) 
Fig. 4. Pole -zero patterns. 

x 

4. Derivation of Transfer Impedances 
Let network No. I have a transfer impedance 

Z Al + pB1 
(3) T1 Al-pB1 

and network No. 2 have 
A 2 + pB 2 

ZT 2 A, 2 

We have 
wB1 wB2 

tan zß1 = ; tan 4192 = A 
1 2 

and hence, by the addition theorem, 
wB1 wB2 

A2 A 
tan z (191 192) _ + w2B B2 

A1A2 
w(A2B1 - A1B2) 

(A1A2 + w2 B1B2) 
. . 

(5) 

. (6) 

For further properties see Ref. (q) Chap. tr. 
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Put P = 11,13, - AIB2 
and Q = A IA 2 + w2BIB2( 

so that 
tan . (ßI - ß2) -- 

(P 

(7) 

(8) 

Fig. 5. Typical curve for tan #/2. 

It will be seen that P and Q are even poly- 
nomials in p = jw. Over the prescribed band of 
frequencies we require (ß1 - ß2) to approximate, 
as accurately as possible, to 71/2 and so we are 
interested, not so much in the magnitude of 
(ßI - ß2), as in the error which is involved ; 

i.e., in the quantity 
7T 

2 
(ßl - ß2) 

} 
. Forming 

the tangent of half this error we get 
(.0P 

r ( 
¡ 

Q 
I - 

tan { - 2\ßI - ß2)I = 
Q l wP 

or tan --Q-"'P 
2 Q+wP 

where 96 = 
Z 

(ßI - ß2) 

(9) 

Thus tan 16 is seen to be a rational function 
2 

whose poles and zeros are the negatives of one 
another, for the denominator polynomial is 
derived from the numerator by reversing the 

sign of w (or p). Also for w = o, tan = I. 
2 

Therefore we can write 
wQ -w tan- =17( I .. .. (io) 

2 o=t wa + co 

where the wo terms are the zeros of the poly- 
nomial (Q - coP). As long as the wo terms are 
either real or occur in conjugate pairs they are 
quite arbitrary. For the purpose of the present 
problem it is almost obvious that to get a good 
approximation over the prescribed band they 

should all occur at real values of w and be dis- 
tributed over that band. Then the typical form 

for the function tan is as illustrated in Fig. 5. 

The problem is now clearly one of finding the 
best approximation of this rational function 
over the prescribed band and, under these 
conditions, of obtaining a numerical relationship 
between bandwidth, error and the number of 
wo terms required ; i.e., the complexity of the 
networks. 

The most efficient form of approximation is 
when the wo terms are so chosen that the 

maximum excursions of tan (fr(and hence of ek) 

from zero are all equal and arranged as shown in 
Fig. 6. This is the so-called Tchebichef form of 
approximation and the problem of producing 
it with a rational function usually involves 
elliptic functions. 

The method of obtaining the Tchebichef 
approximation is to represent the rational 
function and its variable by a pair of parametric 
equations in a manner analogous to that by 
which, for example, the cycloid is represented 
by the two equations. 

y = a(i - cost) x = a(t - sin 1) 

where the parameter is t. For the rational func- 
tion, however, the parametric equations require 
not circular but elliptic functions. 

Before describing in detail the particular 

TAN 

Imo- PRESCRIBED BAND -3I 
Fig. 6. Tchebichef appro.ri»Iation in. tan ¢12. 

parametric equations needed here for tan - and 
2 

w it may be of interest to recall some of the basic 
properties of the elliptic functions. The elliptic 
functions are generalizations of the elementary 
circular functions sin, cos, etc., and stand midway, 
so to speak, between them and the hyperbolic 
functions. The most common one is the sn 
function which is defined by the integral 

('sn(u) 

0 

u= dt 

oV(1 
- 12)(r - k2t2) 

the other elliptic functions are defined by similar 
integrals. 

The integral contains the constant k which is 
called the modulus. (This is an unfortunate 
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fo 
Now the fundamental property of the circular 

and hyperbolic functions is that they are periodic : 

the former have a single real period of yr or 
27r ; the latter have a single imaginary period of 
fir or j27r. The elliptic functions combine these 
two properties and have both a real and an 
imaginary period. 

The real quarter -periods of the circular and 
elliptic functions are given by 

and 

choice of name and it should not be confused 
with its alternative meaning ' absolute magnitude 
of.') The elliptic functions are thus seen to be 
functions of two variables, the main variable 
u, and the modulus k. This is denoted symbolicaly 
in the sn function for example by writing it as 
sn (u ; k), and similarly for the others. In general, 
k may be any complex number, but in most 
practical applications, as here, it is restricted 
to be real and lie between o and I. 

When k = o the functions degenerate into 
circular functions, and when k = i, into hyper- 
bolic functions. For these two special cases the 
sn integral becomes : 

sin(u) 

u= dt 

and -/(I - t2) 

tanh'u) 

u= 

77. dt 
2 o(I - t2) 

K= 
oV(I - 

dt 
(I - t2) respectively. 

dt 

t2)(1 - k2t2) 
respectively, 

while the imaginary quarter -periods of the 
hyperbolic and elliptic functions are given by 

iO3 
7r- dt 
2 ( I - t2) and 

o 

dt 

- t2) (I - k2t2) 
respectively. 

or, with a slight change of the variable of integ- 

ration, t = j x I - x2 

rr dx 
2 IV (1- 

K' 

x2) 
and 

dx 

V(I - x2)(1 - k'2x2 

k' = Vi I - k2 is called the complementary 
modulus. 

Due to the double periodicity of the elliptic 
functions, the complex plane of its variable u 
is divided up into an infinte lattice of rectangles 
which are such that, at geometrically similar 
points in all the rectangles, the function has 
the same value ; these rectangles are called the 
period rectangles. The sides of the rectangles are 
4K (or 2K) and j4K' (or j2K'), depending upon 
the particular function. 

Another way of looking at this property is 
to consider that the complete complex plane of 
the elliptic function is mapped conformally on 
to each one of the period rectangles in the complex 
plane of its variable. This happens also with the 
circular and hyperbolic functions except that the 
rectangles degenerate into infinite strips parallel 
to either the imaginary axis or the real axis 
respectively. 

When the elliptic functions are used to represent 
parametrically a rational function, say y = R(x), 
with Tchebichef behaviour, both y and x are 
mapped with different elliptic functions on to 
rectangles in the complex plane of the parameter. 
By using different moduli for the two elliptic 
functions and by having suitable multiplying 
constants on the parameter, the rectangle for 
x is arranged to be some simple integral multiple 
of the rectangle for y and this guarantees that a 
rational function will be generated. 

The two elliptic functions required in the 
present application are the cd function and the 
dn function. The cd function is related to the sn 
function as the cos function is related to the 
sin function ; i.e., they arc shifted relative to one 
another by a real quarter -period (7r/2 or K). For 
real values of the variable the cd and the cos 
functions behave in very much the same way, 
oscillating between j I.0 and having real 
periods of 4K and 27r respectively. 

The dn function is related to the su function 
by dn(u) = V/(I - k2sn2(u)) : when u = o, 
dn(u) = I and when u = K, dn(u) = k': it has 
a real period of 2K. There is no circular equiva- 
lent to the dn function but it degenerates into 
sech (u) for k = r and for real values of the 
variable its behaviour, between -K and + K, is 
somewhat similar to that of sech (u) between - oo and + oo. 

The exact parametric equations are 

tan 42 = /k cd [2n I u ; k1] .. (Ira) 

w = I du iu ; k . . . . .. (IIb) 

With this choice of functions the prescribed 
band of frequencies is normalized so that the 
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geometric mean of the end frequencies occurs 
at w = i. K and K1 are the real quarter -periods 
of elliptic functions of moduli k and k1. n is an 
additional constant, always integral, which 
specifies the degree of the rational function 
being generated : its physical significance will 
appear later. 

k' = - k2 is defined as the ratio of the 
lower to the upper end frequency of the prescribed 
band. Thus, in Fig. 6 

k' 0.) a 

wb 

k1 is chosen relative to k so 
ponding modular constants 

K'1 
as q = exp (- 

q1 q 
4 

This relationship, together 

of the multiplier 2n Kl in Equ. 

that the two. rectangles in the u -plane, on to 

which the w -plane and the tan l' -plane res - 
2 

pectively are mapped, have the same length 
of side parallel to the imaginary axis but have 
their sides which are parallel to the real axis, 
in a ratio of n to I. 

Vk' 
of the cd function in Equ. (ria) increases from 

o to 2n.K1 so causing tan ' to oscillate between 
2 

ykl n times. This gives rise to the Tchebichef 
behaviour. The remainder of the curve is genera- 
ted when u is complex and travels round the 
rectangular contour with vertices K, K + j2K', 
j2K', o. 

Having now defined a suitable functional form 

for tan 0 by means of Equs (iia) and (rib) it is 
2 

next necessary to find some means of evaluating 
the poles and zeros of the two transfer imped- 
ances. As the poles are the negative of the zeros 
it will be sufficient to find the zeros, or the poles. 

From the definitions of Q and P it will be seen 
that 

Q +.lwP = (AIA2 + (02B1B2) + w (A2 B1 

etc.) 

(I2) 

that their corres - 
q1 and q (defined 

are related by 

(i3) 
with the choice 

(Ila), arranges 

The portion of the curve of tan between 
2 

wa and w in Fig. 6 is generated when the para- 
meter u is real. As u increases from o to K, 
w decreases, by virtue of Equ. (lib) from 

to Vk' while at the same time the argument 

Now the zeros of (A, + pB1) are the z' ros of 

ZT1 and lie in the left half of the p -plane while 
the zeros of (A2 - pBs) are the poles of ZT2 and 
so lie in the right half of the p -plane. This gives 
a clue to the means of finding the required poles 
and zeros : the zeros of (Q + jwP) must be found 
and then expressed in terms of the variable 
p = jw, whereupon the zeros of ZT1 are those 
which lie in the left half p -plane and the poles 
of ZT2 those which lie in the right half p -plane. 

The zeros of (Q + jwP) are the roots of the 
equation 

Q+jwP=o 
or Q = j . (i5) 

and hence the roots of 
i -wP/Q I -j 
I + wP/Q I -+- j 
Q - wP 

Le., Q + wP ' 
7 

From Equ. (ma) this is equivalent to 

\/kicd[2nKu; k11=-j .. 

The parameter values which satisfy 
are given by 

2n K u = (4a + i)Ki + 9 Kí 

.. (i6) 

(r7) 

Equ. (17) 

(18) 

[o = any integer] 
By using the relationship between the various 
quarter -periods, namely 

K' 
4n -k 

as imposed by the requirement of Equ. (13), 
Equ. (i8) may be written as 

a +I 
u = K + jK' .. (20) 

2n 
Substituting this value for u into Equ. (iib) 

leads immediately to the required values of w. 
Thus the zeros of (Q + jwP) are given by 

w 
k 

do[4a+IK+ jK' ; Ik1.. (2I) 
2n 

By a slight transformation of the elliptic function 
this becomes 

w =- 

cn [4a2n I K , k 
i L 

sn r 4 
2+ I K; kl 

cnr4a+I K; k] 

P - 
I 2n 

or 
r k 

sn 14a+i K' kJ 2n 

A1B2) = (A1 +7wB1)(A2-9wB2) = (Ai +pB1)(A2-pB2) 

(19) 

(22) 

.. (14) 
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The function cn [u ; k] i 
sn [u ; k] 

is the elliptic analogue 

of the cotangent function and degenerates into 
it when k = o. The cotangent function has a real 
period of it (not 21r) and similarly the function 
cn [u ; k] 
sn [u ; k] 

has a real period of 2K, K being 

analogous to iT/2. For real values of the variable 
the two functions behave in very much the same 
way ; they are both infinite at u = o and u = 2K 
(or 7r) and zero at u = K (or Tr/2) ; positive 
from o to K and negative from K to 2K. The 
general shape of the function is shown in Fig. 7 : 

altering the value of k alters the ordinates whilst 
retaining the main characteristics. 

Fig. 7. Typical curve for cn(u)/sn(u). 

If, in Equ. (22), the integral variable a is given 
successively the values o to (n - 1) inclusive, 
a set of n different values of p will be generated. 
Any other values for a will simply repeat some 
member of this set, for increasing a by n merely 
adds a whole period to the variable of the elliptic 
function. 

The main result of the analysis, to be noticed 
at this point, is that, as the variable in the 
elliptic function is real for all values of a, all the 
values of p which are generated will also be 
real. This means that the zeros of Z.C1 and ZT2 
are all real and that the all -pass networks could 
be realized physically as a tandem connection of 
first -degree networks. 

Those values of p which are negative are 
immediately the zeros of ZT1 ; reversing the 
sign of the positive ones gives the zeros of ZT2. 
It will be seen, after a little examination, that the 
zeros of ZTI interlace the zeros of ZT2. Altogether, 
distributed between ZTI and ZT2, there will be 
n zeros and hence in the physical realization there 
would be n first -degree all -pass networks required. 
The network pair, considered as a unit, may thus 
be said to be ' of degree n.' 

This completes the analysis necessary for the 
derivation of the two transfer impedances. In 
Sections 6 and 7 will be given methods of com- 
puting the elliptic functions of Equ. (22) and 
details of networks having the transfer impedances 

so specified. The next problem to be solved is 
that of finding the relationship between band- 
width, tolerance and network complexity ; i.e., 
between k', and n. 

5. Performance Relationships 
Equ. (Ira) shows that 

tan - Vk1 cd [2n 
K1 

u ; kid 

The maximum excursionLL of away from zero 

coincides with that of tan 2 away from zero. 

Over the band of approximation u is real and the 
maximum value of the cd function is ± 1. 

Therefore the maximum value of tan is + \/k1. 

Denoting the greatest value of by (/),, it follows 
that 

tan em = 1/k1 .. .. (23) 

Normally k1 i and then to an extremely good 
approximation 

k12 1681 .. .. .. (24) 
Using this relationship together with Equ. (13) 
yields the required form of 

tan rn = 2qn (5) 2 

Equ. (25) relates the maximum error in the 
phase difference ¢m to the number n of elemen- 
tary all -pass networks required, and the band of 
approximation k' which is uniquely related to 
q by the pair of equations 

q = E + 2E5 + 15E9 + 150E13 + 1707E17 + 
20910E21 + .. .. .. .. (26a) 

with E _ 
I 

.. .. .. (26b) 

or ,-k'_I-2q+2q4-2q9+2g18-... 
I + 2q + 2q4 + 2q9 + 2g16 + 

. . 

Equs. (25) to (27) are sufficient to allow the 
examination of any design pcssibility in a matter 
of minutes. As a general guide, curves of ç 
in degrees, agairst k' for several values of n 
have been prepared and appear in Fig. 8. The 
various series involved are highly convergent 
and in normal cases two or three terms will 
give adequate accuracy. 

6. Computation of the Elliptic Functions 
In a normal design the parameters k' and 

q!,,n are prescribed from the beginning and the 
first operation is to find, according to Equ. (25), 
the smallest value of n which will meet the 
requirements. The curves of Fig. 8 will in most 
cases prove adequate for this purpose. It remains 

(27) 
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then to find the zeros of ZTI and ZT2 from Equ. 
(22) and finally two networks having these 
transfer impedances. 

The evaluation of the elliptic functions in 
Equ. (22) is simplified to some extent by a 
consideration of the following points. 

91m 

l0° 

5° 

2° 7/773 -67 
- --- 

. 

2 3 5 10 20 

(V) 
First, the cn function and the sn function 

are related by the equation 
sn2(u) + cn2(u) = I .. .. (28) 

and so, if the appropriate sn functions are found, 
the corresponding cn functions can be computed 
from this relationship. 

Secondly, once it is appreciated that the 
information provided by Equ. (22) simply implies 
that the zeros (and poles) of the two transfer 
impedances interlace one another, it is best to 
ignore the signs involved and to compute all 
the quantities as positive numbers ; i.e., to 
compute the poles. They can subsequently be 
allocated to ZTI and ZT2 from the knowledge 
that they interlace. It will be found that all the 
poles are included in the set of numbers defined 
by 

cn 2Q -{ i K ; k] 
I 2n 

sn I 

2a + I K; k] 
L 2n 

(a = 0,I,...,n - L) 
where all the arguments of the sn and cn functions 
lie in the first quarter-pericd. 

Thirdly, all the poles will be found to be 
symmetrically disposed on a logarithmic scale 
around unity : hence it is necessary to compute 
only half of them, the remainder being found 
by reciprocation. In addition if n is odd the 
middle pole will be unity and so needs no com- 
puting. 

Thus it will be seen that it is necessary to find 
the values of 

sn 
L 

(2a+I 
2n 

K ; k] 

for values of a from o up to the largest number 

which satisfies the inequality a < 
2 

I . For 

instance if n = 9 then the a values would be 

0,1,2,3- 

1, 00 

As far as the evaluation of the functions is 
concerned tables do exist : however, inasmuch 
as the elliptic functions are virtually functions 
of two variables, namely the argument and the 
modulus, it becomes difficult even in quite 
bulky tables to provide other than rather coarse 

gradations of the variables. Hence 
if tables are used extensive inter- 
polation in two variables must 
be expected. For this reason the 
writer has found it preferable to 
compute the functions directly 
via a sequence of Landen trans- 
formations from the correspond- 
ing circular functions. The 

Fig. 8. Design cuvzes. 

computing scheme is simple, straightforward and 
reasonably foolproof, and not the least of its 
merits is that every number involved is positive. 
The other practical possibility for computation, 
that of using the theta functions, is perhaps 
slightly quicker but it is not so straightforward 
and great care must be taken with signs. 

In its present application the Landen trans- 
formation is most conveniently expressed by 
the equations : 

sn[aK; k]=(I+A)sn[aA; Al 
'-' I+Asn[a/\; A] 

.. (29a) 

I -k' 
where A = 

k' 
. .. (29b) 

It relates two elliptic functions of different 
moduli, k and A, connected by Equ. (29b), whose 
arguments are the same fraction of their res- 
pective quarter -periods, a.K and a A. A is smaller 
than k. By repeating the transformation on the 
modulus indicated by Equ. (29b) only a few 
times, a point is soon reached where the modulus 
is vanishingly small. At this point the sn function 
and the sin function are near enough identical ; 

so the procedure is to replace the sn function 
by 

sin a - Tr ] 
2 

and, by using Equ. (29a) the appropriate number 
of times, to retrace the path back to sn (a K ; k). 

In the present case a =2a+ I 
The quantities 

2n 
[ a + 

sin L 
21/ 2 

are independent of k and may 

be tabulated once and for all. Table i shows 
how the scheme is arranged. k' is known and is 

filled in to start with. Next A is calculated from 
Equ. (29b) and A' from the relation A2 + X2 = I. 
This is repeated, a new and smaller modulus 
being derived from A' by Equ. (29b) and placed 
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below A, and so on until a point is reached 
where it cannot be continued with the number 
of figures being used because the modulus 
vanishes and the complementary modulus equals 
unity. 

TABLE I 

Comple- Ist Sn znd Sn 
Modulus mentary Function Function 

k 

Modulus 

k' 
A A' T î 

t 
Modulus Comp. Mod. Sin Sin 
Vanishes I.0 Function Function 

Then, alongside this negligible modulus, is 
placed the sin function of the same fraction of 
7r/2, as is the required sn function of its quarter - 
period. By using Equ. (29a) the sn functions of 
the different moduli in the chain may be computed 
one after another until finally that for modulus 
k is reached. 

Having found all the sn functions in this way 
the cn functions are found by Equ. (28) and then, 
finally, the values of the poles. This yields those 
poles greater than unity : the remainder, less 
than unity, are found by reciprocating those 
computed. To these is added one at unity if n 
is odd. The poles can now be allocated to ZTI and Z_T2 by the fact that they interlace. 

It is hoped that the numerical example in 
Section 8 will clarify these points completely. 

7. Physical Realization of Transfer 
Impedances 

As the poles and zeros of the two transfer 
impedances are all real it follows, as mentioned 
in Section 4, that the impedances could be pro- 
duced by a tandem connection of first -degree 
networks. In such an event each network is 
responsible for producing one pole -zero pair 
in the transfer impedance and the values of the 
elements, L and C, in any one network are given 
by R 

C 
i 

A. W 0 p, Ro.. o 

where Ro is the characteristic impedance of the 
network, wo the geometric mean of the end 
angular frequencies of the required band and 
pr the normalized pole value as given by the 
computation of Section 6. 

All the sections which are joined in tandem 
must have the same characteristic impedance or, 
if not, must form an image -matched tandem 
connection, preferably with the aid of matching 

.. .. (30) 

L, Lz 

attenuators. Also they must be correctly matched 
at the unparalleled ends. 

Despite their simplicity first -degree networks 
are not the most practicable. This becomes 
apparent whenever an attempt is made to 
produce a pair of networks operating over a 
reasonably wide band of frequencies : then 
it is found that the networks which are operating 
over the low -frequency end of the band as 
' all -pass ' networks are also acting at the higher 
frequencies as low-pass filters with a cut-off 
frequency inside the prescribed band. The cause 
of this is the self -capacitance of the coils, and 
it being normally impossible to place the self - 
resonance of the coils in the low -frequency 
sections outside the complete band. 

The remedy for this is to combine pairs of 
first -degree networks together and realize them 
as second-degree networks. It is then possible 
to place across the offending coil an intentional 
capacitance which can more than absorb the 
coil self -capacitance. In combining a pair of 
first -degree networks use may be made of the 
equivalence of Fig. 9. 

L, Lz 

Fig. 9. Combination of all -pass networks. 

It will be found most advantageous if the 
pairs which are combined are, first, the ones 
highest and lowest in frequency; next, the highest 
and lowest of what remains, and so on until 
either none or one is left. The impedance of 
the networks should then be made as low as 
possible, compatible with the capacitors being 
not unreasonably large. It may frequently turn 
out that different impedances are desirable for 
different networks in the tandem connection. 
In this case impedance matching attenuators 
should be fitted between the networks where 
appropriate. 

Where exact equality 
of the output voltages 
be experienced due to 
works. This causes an 

sensibly proportional to 

whole. As 
dß is not the same for each arm of 

the network pair the equality between the volt- 
ages tends to be destroyed. One possible remedy 

between the magnitudes 
is required trouble may 
dissipation in the net - 
attenuation component, 
(iß, 

in the network as a 
dw 
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is to use the equivalence indicated in Fig. Io, 
absorbing a suitable attenuator into each second- 
degree network and using one of the resistors 
so produced in each arm to represent the dis- 
sipation resistors. It means, that, physically, 
the element values in the network are changed 
slightly and one additional resistor is fitted to 
each arm. aLi c, 

R, 192 = 
L,= 

C =R°Z a = I -R' 

Fig. io. Scheme fur absorbing dissipation. 

8. Numerical Example 
The full significance of all the various points 

dealt with in the preceding sections will, perhaps, 
be appreciated more easily with the aid of a 
numerical example. The following design has 
been chosen with this specific end in view : it is 

not an example which has occurred in any 
particular practical problem and it should not 
be considered necessarily as typical. Usually 
practical designs are somewhat more stringent 
and as such are unsuitable for illustrative pur- 
poses because they become numerically rather 
tedious. 

Consider the case of a network pair required 
to operate over the band of frequencies 200 c/s 
to 4,000 c/s and to have a phase angle tolerance 
of not more than +3.0°. The first problem is to 
decide upon the degree of the network pair ; i.e., 
the value of n. From Fig. 8 it can be seen that 
for a frequency ratio of 4,000: 200 = 20:1 a 
network of degree 4 will provide a tolerance of 

+2.5°. 
This is checked by means of Equ. (25) to (27) 

as follows : the complementary mcdulus, k' 
is given by k' = 200/4,000 =0.05, and hence 

1/k' = 0.2236,0680. From 1/k' is derived, by 
Equ. (26b), 

E = I + 0.2236,0680 
= 0.3172,5600 

and the sum of the first four terms of the series 
of Equ. (26a) gives the modular constant q = 
0.3242. Finally from Equ. (25) 

tan 'em =214=0.0221 

I - 0.2236,0680 

and so ,,,, = 2.5° thus confirming the figure 
obtained from the curve. 

The next process is to set up the table of Landen 
transformations : this is shown in Table II. 

First, the quantities in the k and k' columns are 
computed : each quantity in the k column is'' 
derived from the k' value in the row above by 
Equ. (29b) and each value of k' from the adjacent 
k by the fact that the sum of their squares equals 
unity. The process terminates after five oper- 
ations when the value of k' is indistinguishable, 
to eight significant figures, from unity. Then 
in the same row and in the columns labelled 
sn [K; k] and sn UK; k] are placed the values of 

sin [-1g 71 and sin [ s 
J 

respectively. By using 
2 2 

Equ. (29a) and with the value of modulus ap- 
propriate to each row, the elliptic function in 
the row above is obtained. This is repeated until 
row 1 is filled in. 

The Landen transformations give 
sn ; k] = 0.4990.8787 
sn [RK ; k] = 0.9284,7394, 

by Equ. (28) cn [$K ; k] = 0.8665,5138 
cn [RK ; k] = 0.3713,9755 

and so 
I cn [áK ; k] = 7.7648,3617 

Vk' sn [K ; k] 

I cn [$K ; k] = 1.7888,9278 
sn [UK ; k] 

These are two of the four poles : the other two 
are the reciprocals of these. Thus the four 
poles are 

I. 7.7648,3617 ; 3. 0.5590,0499 
2. 1.7888,9278 ; 4. 0.1287,8571. 

Poles No. i and No. 3 belong to network No. 1, 

while poles No. 2 and No. 4 belong to network 
No. 2. It is now a straightforward matter to 
compute from Equ. (3o) the component values 
in the elementary first -degree networks and to 
combine them with the aid of Fig. 9. A suitable 
value for Ro is 1,2001-2 ; and co, is given by 

27r 1/200 X 4,000 = 5619.85. 

TABLE II 

k k' snaK ; k] snaK ; k] 

I 0.0500,0000 0.4990,8787 0.9284.7394 

2 0.9047,6191 0.4259,1770 0.2807,0024 0.7093,8393 

3 0.4026,0549 0.9153,7360 0.2034,6320 0.5725,0008 

4 0.0441,8271 0.9990,2347 0.1951,8200 0.5557,5785 

5 0.0004,8850 0.9999,9988 0.1950,9033 0.5555,7025 

6 o.0000,0006 I.° -18 x io -16 0.1950,9032 0.5555,7023 

8o 
WIRELESS ENGINEER, MARCH 1950 

www.americanradiohistory.com



The final circuit is shown in F'g. Ir. 
L, 

Fig. ix. Circuit for 
numerical example. 

The component values arr 
LI 0.4094 H 
L2 0.0236 H 
L3 = 1.7774 H 
L4 .. 0.1113 H 
Cl = 0.0178 µF 
C2 - 0.2844 µF 
C3 = 0.0773 µF 
C4 = 1.2343 tiF 
R = 1200Q 
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RC -COUPLED POWER STAGE 
Conditions for Maximum Output 

By M. G. Scroggie, B.Sc., M.I.E.E. 

FOR drawing the a.c. power output from a 
valve it is usual to employ a choke or 
transformer coupling whose d.c. resistance 

is small and a.c. impedance large compared with 
either valve or load impedance. By so doing, 
the device for excluding d.c. from the load can, 
to a first approximation, be neglected when 
calculating the power relationships of the stage. 

Fig. 1. The type of 
coupling considered is 
shown here as applied 
to a cathode follower, but 
the analysis also covers 
connection in the anode 
circuit. C is assumed 
to have negligible im- 
pedance at the working 
frequency, so the effective 
a.c. load, denoted by 
RA, is RD and RL in 

parallel. 

There are various familiar expressions, based 
on this assumption, giving the load resistance for 
maximum output power as a function of the 
valve characteristics, depending on the particular 
conditions laid down ; e.g., constant grid drive, 
constant distortion, etc. 

When the valve feed or coupling device is, 
like the load, a resistance (as for example in 
Fig. r) both enter into the problem ; and their 
values for maximum power in the load do not 

MS accepted by the Editor, July 1949 

appear to be well known. The conditions for 
which they will now be derived are those giving 
maximum ' undistorted' power output of a sine 
wave ; viz., the grid bias and grid drive are so 
adjusted as to swing the valve exactly between 
the points at which grid current starts and anode 
current is cut off. The valve characteristics are 
assumed linear. The output circuit may be 
connected on either anode or cathode side of 
the valve, but in the latter case the ideal con- 
ditions which have just been assumed are ap- 
proximated more closely by reality. (With no 
negative feedback, distortion usually becomes 
appreciable before anode -current cut-off is 
reached). It will be shown that under these 
conditions the maximum power, P,nax, is obtained 
in RL when 

R, ra 
and RD = Vira 

and that when these conditions are fulfilled 
Pmax V2/93ra 

where ra is given by the nearest linear approxi- 
mation to the la/Va curve at the threshold of 
grid current (BE in Fig. 2) and V is the anode 
supply voltage less the voltage at the point where 
the ra line cuts the Va axis. 

Fig. 2 also shows the RD line, drawn between 
the point C marking the anode supply voltage, 
VAT, and the ra line at D. To fulfil the specified 
conditions, the working point A, must be so 
placed on the RD line as to bisect the a.c. load 
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Substituting (3) 

line, EF. Since RA, the a.c. load, is RD and R,, 

in parallel, 

R 
RD RA (I) 

Denoting the peak voltage across the load by 
y, and the power output fór any values of RD and 
RL by P, 

P = v2/2R,, 

I, 

V, 

Fig. 2 (above). A.c. and d.c. load 
lines on the linearized valve character- 

istic plane. 

Fig. 3. (right). Calculated power 
output (P) in RL as a function of 
RL and RD, generalized as regards 

ra and V. 

From the geometry of Fig. 2 and 
the conditions specified 

HF BH R, 
v = = 

2 Y 

SoBH=2vRA 
a 

Also y = GC RR -A 
D 

_ [V - (BH+v)] 
RD 

v=[V-(2vRÁ+v)]j¿D 
VRA 

P&1)1103V 
2 

RA+R+2ra 
VRDRL 

RDRL + (RD + 2Ya) (RD + RL) 

and, from (2) 

(2) 

II 

Io 

9 

8 

7 

Differentiating P with respect to RL and equating 
to zero, 

RL - RD (RD -{- 2ra) (6) 
2(RD + ra) 

which gives a maximum for P. 

Substituting (6) in (5), 

V2R 
P 

(7) 
16(RD2+ 3raRD + 2Ya2) 

Differentiating P with respect to RD and equating 
to zero, 

R D= i/2ra .. (8) 

which is the value giving maximum P. 

Substituting in (6), 

RL = ra .. .. (9) 

Substituting (8) in (7) to find the maximum power, 
V2 V2 

P max- (io) 
(48+32v2)ra 93.26ra 

.. 

Also RA - I + I//2 = o.586ra . . (n) 

Using equation (5), the relationship between 
output power and load resistance is shown in 
Fig. 3 for several values of RD, from which it can 
be seen that the optimum values of RL and RD 

IIIIIIIIIIIIIIIIIIIIIIIMM9_1110 - 1=\3:o_2:-' i iiiiremii- 1.1=4.3:1.22:-' riZiilI.S-miniIri-IM - rff.Mgel R`v g 
MUM \IIMI\ WII IA', I ó`' W, O 

O. 

ó Z Il ó.`' 
i 

s ô ' w 
o 

(4) 

VR» 
D 12 RL (5) 

RDRL+ ( 
Z 
DD+2ra) (RD -1 -RL) 2 

02 04 06 OB t 

r, 

I4 I8 0 

are not at all critical. If both are multiplied or 
divided by any factor not exceeding V2, the 
consequent loss of power does not exceed 3 per 
cent. 

The measured power, using a triode -connected 
SP61 valve as a cathode follower, with ra = 6.6 kû2 

and V = 210V, agreed very satisfactorily with 
the foregoing theory, the calculated Pmax (72 mW) 
being obtained close to the point at which dis- 
tortion of the sinusoidal waveform began to be 
clearly visible on an oscilloscope. 
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TRANSIENT RESPONSE OF A 
REGULATOR CHAIN 

By H. Jefferson, M.A., A.M.I.E.E. 

MANY communication systems depend for 
their satisfactory operation upon the 
functioning of automatic level regulators, 

which may be controlled either by the actual 
signal or by a special pilot signal. One example 
of such an automatic regulator is the automatic 
gain -control circuit of a radio receiver, in which 
the carrier may be regarded as a pilot signal, in 
contrast to the use of the speech modulation in 
the constant -volume amplifier which follows the 
receiver in a single-sideband radio -telephone 
circuit. Carrier telephone systems on lines and 
cables, and microwave radio links, may include 
a number of repeater stations, each incorporating 
a regulator to maintain the signal at the correct 
level before transmitting it to the next section. 

Level regulators are not instantaneous in 
action but have a finite operating time. If a 
change of level occurs at the input to a regulator 
there is, in consequence, a transient change of 
level at the output. The effect of this transient 
on succeeding regulators in the chain is of 
considerable importance, for it is known that a 
transient of damped oscillatory character can be 
set up at points along the chain. These oscilla- 
tions of level are, of course, associated with 
oscillations of gain in the amplifiers of which the 
regulators form a part. Not only are such changes 
of gain disturbing to the users of the circuit, but 
should the amplitude of the gain oscillations be 
excessive a four -wire circuit may oscillate due 
to excessive loop gain. Should the oscillations 
of level be excessive, distortion due to over- 
loading may result. The frequency of the oscil- 
lations is usually very low, periods of the order 
of I to io seconds being common. The frequency 
is dependent on the characteristics of the level - 
regulating system. 

In the discussion which follows certain assump- 
tions are made regarding the control law of the 
regulators. These assumptions are chosen to 
provide a simple mathematical solution, but the 
characteristics chosen do not deviate too widely 
from those of practical regulators. 

A regulator circuit consists essentially of two 
components : a variable attenuator in the 
signal path, and a control or operator circuit 
bridged across the signal path. The operator 
circuit measures the level of the signal and 
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produces a voltage or current which is fed to the 
variable attenuator to adjust the loss. When the 
regulator is required to maintain a constant 
output level it is preferable to bridge the operator 
circuit across the output, thus ensuring a mono- 
tonic input-output characteristic. Expander 
circuits, which belong to the same general class 
of level -control devices, are best designed with the 
operator bridged across the input. The two 
basic units described above are normally supple- 
mented by an amplifier, which provides the 
required output level. 

The portion of the communication system 
between the output of one level indicator and the 
output of the next in the chain, which will 
include a length of cable or a single radio path 
and one level regulator, will be referred to as a 
repeater section, and it will be assumed that the 
regulator is adjusted to provide unit amplification 
in the normal condition, measured over a repeater - 
section. This is often referred to as zero, 
equivalent. 

All gains and losses will be referred to in 
logarithmic units ; which unit is used is un- 
important until numerical calculation is involved. 

It is assumed that the operator circuit measures 
the average value of output level, and uses this 
to control the attenuation. Normally the 
output level is zero ; that is, equal to the refer- 
ence level for the logarithmic units. (For 
example, the output level may be o db for r 
milliwatt). In this event there is no output from 
the operator circuit. Averaging may be effected 
either by rectifying the output voltage and 
storing charge in a capacitor, or by applying the 
controlling signal to a thermal element, the 
temperature of which affects the attenuation. 

With these assumptions the characteristics of a 
repeater section become 

N2=A+NI .. (I) 

A=Aa-kJtN2dt (2) 
o 

where 
NI = input level in logarithmic units 
N2 = output level 
A, = ` standard ' gain 
A = actual gain of the section at time t 
k = a constant of the system 
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Writing 
t 
dt = 1/p, equations 

0 

N2=Ao-P-N2+N, 
or 

p + k N2=Aa+NI.. .. (3) 

The standard gain A, is to be zero, so that we 
have 

N2= N1 (4) 

If the input level is suddenly increased by one 
unit (say 1 db) the output level is given by 

N2=p kl.. 
the solution of which is known to be 

N2 = e -kt t>o .. .. (6) 

For a single repeater section, therefore, a 
sudden increase in input level produces instan- 
taneously an equal increase in output level. 
The output level then falls exponentially towards 
the standard value with time constant I/k. 

For two repeater sections in tandem, we have, 
for the first, 

N2= p+p N1 

and for the second section 

N3 = 
p + k 

N2 

where N3 is the output from the second section, 
and N2 the output from the first section is also 
the input to the second. Clearly, then, 

r p 2 

N3 = \p { kl N, 
Considering a step input as before, with N1 = 1 

N3 =, 
(11 

P k12 1 

p 
p 

(p+ k)2 
= p(te-kt) 

_ (i - kt)e-kt (9) 

A response of this sort has a zero at t = i/k 
and a turning point at t = 2/k, when the value is - e-2 = - 0.135. It indicates that two re- 
peater sections in tandem, when the input level 
is raised suddenly, give an output which at first 
rises by an amount equal to the rise in input. 
It then falls, passing through the reference level 
after a time 1/k and reaches a minimum at a time 
2/t, after which the level rises monotonically to 
the reference level. The amplitude of the over - 

(7) 

(8) 

1 

swing is 13.5 % of the input step amplitude. 
Extending the equations to apply to n identi- 

(i) and (2) lead to cal repeater sections, we have : 

for the first N2 = 
p 

+ N1 

for the second N3 = N2 

for the nth Nn .1 = P+ Nn 

so that 
p 

Nn+1 ( k/ NI 

(5) Assuming, as before, that N, is 
input, and rearranging (II) slightly : 

Nn+I = pn-1 
(p + k)n (I) . . 

.. (1I) 

a unit step 

.. (12) 

The solution of this is known, being 
do --1 in -1 

kt Nn+i = dl" I ' (n - I)! 
e .. (13) 

For a small number of repeater sections 
this can be evaluated by carrying out the in- 
dicated differentiation. A more formal solution, 
however is obtained by using the Laguerre 
polynomial.' 

Then 
e -kt 

Nn ` 1 (n - 1)! 
L. AN).. (i4) 

The properties of the Laguerre polynomial 
L(z) are known, and tabulated values have 
been published, although they are not easily 
accessible. The function has all its zeros, a 
finite number, between zero and infinity, and 
they are all real. In consequence, the output 
level from a regulator chain to which a change 
of input level is made oscillates a finite number 
of times about zero level and then decays mono- 
tonically to zero level. A system having n 
repeater sections will have an output response 
characteristic which crosses the reference level 
axis (n - I) times. The time scale depends only 
on k, which is a characteristic of the regulators, 
but the amplitude is independent of k and depends 
only on the magnitude of the initial disturbance. 
The actual form can be seen from the figure, 
which shows the results for up to five repeater 
sections. It will be noted that the oscillations 
become more rapid and larger in amplitude as 
the number of repeater sections is increased. 

The condition that k shall be the same for all 
regulators in the chain is one normally set by 
the equipment designer. If this limitation is 
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not made, equations (ro) become : 

.V 2= p+kl N1;N3= p+k2 N2' 

Nn+1 _ - N 
P 

n (r5) 

so that 
Nn +1 = N1 (i6) 

n (p + k) 
V = r 

This expression can be expanded into partial 
fractions, which then give the solution, for a 
unit step input : 

N,? -1= ¡ (-kµ)n-I exp ( - kt) . . (r7) II (kV-kµ) 
µ T fort. - o. 

Expressions of this type are encountered in 
studies of sequences of radioactive disintegrations2. 
As the regulators for which this study was carried 
out cannot conveniently be constructed to 
operate with different values of k, no further 
investigation of (17) has been made. 

o. 

o 

-o 

z 

o 

2 
5 

3 
4 

4l1 2 3 4 5 6 

kt 
Relative output level from a system of (n i) regulated 

repeaters following a i -db increase of input level. 

In a practical regulator the integration process 
is imperfect owing to the presence of leakage. 
A thermally -controlled system will lose heat by 
radiation and convection whenever its tempera- 
ture deviates from the rest condition tempera- 
ture : a capacitance will lose charge by leakage. 
If the discharge time constant is i/m, the 
characteristic equation for a single repeater 
section becomes : 

p+k NN ) 2 . (r8 

For n identical repeater sections, equation (it) 
becomes : 

P + m n 
Nn+1=Cp+m+k) NI 

For a unit step change of input level, the 
output is 

(r9) 

Nn+ 
C 

p+m1- 
IIrr 

- 
p n- I+ 

r)(n - 2) 

1 = 
m 

k )n 

- + 
m2(n 

m n- r n 2 
( ) 

pn-3 p 
2! 

I 
+mn -1] I)1 (2o) / (p+k+nt)n 

[pn-1 m (n - r) pn-2 mn-lj 
to -1 

(2r) (n-r)! 

-LLn 
1{(k 

m)t} 
Ln 2{(k + m)t} mt 

L (n- I)! (n-2)! 
+ . . n-I.tn-1 e-(k+ºn)t (22) 

The three solutions derived in this paper pro- 
vide a way of estimating the effect of the ampli- 
tude oscillations which may occur in a practical 
system incorporating a number of automatic 
level regulators. They are also of value in showing 
how the amplitude -oscillation frequency depends 
on the number of regulators, an effect which is 
of importance if a final high speed regulator is 
to be used to eliminate these oscillations. It can 
be seen from the figure, for example, that after 
five repeater sections the apparent time constant 
has been reduced to about one -fifth of that of a 
single regulator. Deviations from the simple 
assumptions made do not normally produce any 
qualitative change in the behaviour of the system. 
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INDUCED GRID NOISE 
By R. L. Bell, B.Sc., Ph.D. 

SUMMARY.-It is shown that under favourable conditions there is an exact relationship between 
mean -square noise currents induced at the grid of a triode valve and the ` space -charge' component of 
input capacitance measurable at that point. In practice this provides an approximate relation useful 
for estimating the total mean -square induced noise from other measurements. 

Techniques of grid -noise measurement are discussed and attention drawn to the occurrence of 
various inherent errors. Results are presented of measurements of induced grid noise in microwave 
triodes at zoo Mc/s. 

It is concluded that available three -halves power -law treatments are inadequate to explain the 
induction of shot noise at a control grid, but that values of space -charge admittance measured on the 
valve together with other low -frequency measurements may be made to yield much closer estimates 
of induced grid noise in any structure, for moderate transit angles. 

1. Introduction 

j T is widely accepted that the shot -effect 
fluctuations ' induced ' at the control grid are 
of importance in determining the signal/noise 

performance of amplifying valves at the higher 
frequencies. The precise effect of this grid noise, 
however, is difficult to estimate since reliable 
methods of calculation are not yet available and 
measurement of the effects on commercial valves 
is a prohibitively laborious process. There is 
evidently required some method of estimating the 
induced grid noise in terms of other and more 
readily measurable phenomena. 

It is shown in the following that, for small 
transit angles, the noise induced at the grid is in 
fact intimately related to the component Ct of 
input capacitance at that grid traceable to the 
presence of space charge in the valve. This C, 
is measurable as the increase in input capacitance 
of the valve between the cut-off and specified 
working conditions, provided that both anode 
and cathode are effectively earthed at the fre- 
quency at which the measurement is made. 

A random noise current i(t) is conveniently 
referred to in terms of its ` frequency spectrum ' 

g(w) and its ` power spectrum ' s(w), where 
w = 27r x frequency will be referred to hereafter 
as ' frequency.' Suppose we arc given a definite 
i(t) in the time interval (o, T), then for that 
interval 

g(w) = a(t)e fir dt .. (I) 

is defined as its frequency spectrum, and 

s(e0) 
lam *4)12 

(2 oo 

its power spectrum. The factor 2 enters by virtue 
of the fact that Ig(w) 12 is an even function of w and 
thus that values of w>o only need be considered. 

If we suppose i(t) to flow through unit resistance 
the time -mean power dissipated will be i2(t). 
The quantity 

di2 = s(w) dui 
MS accepted by the Editor, May 1949. 

involving the power spectrum s(w) may be re- 
garded as the contribution to the total power 
i2(t) attributable to the Fourier components of 
i(t) having frequencies between w and w = dw. 

If for a triode, sa(w) and sg(w) are the power 
spectra of anode and induced grid noise respec- 
tively, Yi(e0) [ . je0Cj] the component of grid 
input admittance due to space charge, and 
gm(G)) the high -frequency mutual conductance, 
it is shown in Section 3 below that 

sg(w) = G2 g I(( ) su(w) .. .. (3) 

The value of the factor G2 depends on geometrical 
and emission conditions inside the valve and is 
undetermined, except that it is known to lie in 
the vicinity of unity. 

In general, the case G2 = r corresponds to the 
ideal valve ' in which all electrons are emitted 

from the cathode with identical normal velocities, 
and in which the grid is approximated to by a 
continuous but permeable electrode, field varia- 
tions parallel to the valve electrodes being eli- 
minated. Since it is not possible to calculate G2 
upon the removal of either of these restrictions, 
it must in effect be assumed that both conditions 
hold. Attempts at estimating G2 from subsidiary 
measurements on the valves investigated have not 
proved very successful, and in practice calculations 
are made using the approximate value G2 = r. 

2. Grid Current and Admittance 

We are interested in the short-circuit grid 
current in a triode in which anode and cathode 
are connected to a common earth point by leads 
of negligible impedance. Results may then 
be derived in terms of the injected currents 
associated with the ` nodal ' method of circuit 
analysisl, and the general case of impedances 
in the leads may be had therefrom by the applica- 
tion of circuit theory. Thus an assumption of 
zero lead impedances implies no loss of generality. 

The relation (2) between the frequency and 
power spectra of i(t) may be used to deduce the 
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following result. Given that a random fluctua - 
ton current í12(t) of power spectrum so(w) flowing 
in one branch of a (linear) network gives rise to, 
and is thereby completely correlated with, a 
fluctuation current i34(t) of spectrum sb(w) in 
some other branch, the relation between sa and 
sb at a given frequency w may be obtained by 
considering the behaviour of two sinusoidal cur- 
rents I12(w) and I34(w), analogous to i12 and 134 
and flowing in the specified branches. One has in 
fact that 

sb(w) .134(co) 
sa(w) 112(w)í 

as might be expected. 
If we suppose that a sinusoidal current I12(w) 

flows in the branch joining nodes r and 2 of a 
valve circuit and gives rise, by any mechanism 
whatever, to the current I34 in another branch, 
the fundamental assumption of all small -signal 
valve analyses may be made ; viz., that the 
two currents are linearly related : 

134(w) = P(w) 112 (w) .. .. .. (5) 
where p(w) is some complex circuit parameter. 
Suppose now an impedanceless signal generator 
of voltage V34(w) to be applied between terminals 
3 and 4. This will give rise to a current 

112 = YT(w). V34 
where Yr(w) is the transfer admittance relating 
112 to 1'34. The resultant current flowing between 
3 and 4 will therefore be expressible in the form 

134 = Y01 V34 + P YT V34 
the input admittance between 3 and 4 being 

= Yoi +PYT 
Whence in terms of admittances 

Yi - Yo1 
P 

YT 

Thus we have for fluctuation power spectra 
y -y .12 

(6) 

51(w) 
, 

YT 
oe sa(w) .. .. (7) 

where is the spectrum of some fluctuation 
internal to the network, sb the spectrum of the 
observable fluctuation due solely to the source 
sa, Yi the input admittance at the point of 
observation and YT a transfer admittance from 
that point to the above internal branch of the 
network. 

Since p is finite [p< oo], from (6) Yoi is the value 
of Y1 observable when YT = o. In general YT 
will be some function YT(p) of the ' feedback 
coefficient ' p and will be expressible in the form 

YT(P) = YT(0) PYT'(o) 
P2 Y"T(o) .... . 

Substituting this in (y), 
Yoi'2 sb(w) yi YT'(o) - p2 x" (0) r + P YT(o) 2 YT(o) 

The values of the terms p 
o 2 Y "( o) 

YT(o) ' 2 YT(o) °etc, 
encountered in the problems to be discussed are 
such that their contribution to the second 
bracket is in the nature of a small ' correction ' 
only. Neglecting this effect, we have to a close 
approximation in the presence of feedback 

yi - yoi 2 

Sb(w) _ 
YT(0) 

sa(w) .. .. (9) 

Here YT(o) is the value of YT calculable in the 
absence of feedback (p = o). 

In calculating the fluctuation power spectrum 
appearing at a valve grid, we let sb and sa be the 
power spectra of the short-circuit current fluctua- 
tions in the grid -earth and cathode -anode branches 
respectively. The value YT(o) of the transfer 
admittance YT in the absence of feedback to the 
grid is simply the high -frequency mutual con- 
ductance g,.a(w) of the valve. Yi is the input 
admittance at the valve grid under actual 
operating conditions and Yoi the value of Y1 
when g,,a = o ; i.e., at cut off. The difference 
Yi - Yoi may be expressed as an ' active ' 

component of grid input admittance Y1. 
Hence, as a close approximation for the grid 

fluctuation spectrum sa(w), we have 

59(w) = Yi(w) 2 

sa(w) .. 
gm(w) 

where the admittance Y3 itself arises from the 
effects of feedback to the grid. Examples of such 
admittances are the ' space charge ' component 
of input capacitance at a grid due to finite electron - 
transit time, and the input conductance at a grid 
due to anode and cathode lead -inductance effects, 

(io) 

3. The Distributed Case 

In this Section we investigate the effect on the 
expression (ro) of a variation of the feedback 
coefficient p to the grid, with say emission energy 
and trajectory of the electron. The discussion 
will be relevant only to the case of the ' induced ' 

component of grid noise (i.e., that due to electron 
transit -time effects) and will clearly not apply to 
external ' circuit ' effects such as the lead - 
inductance feedback grid noise, since all electron 
groups are treated indistinguishably by external 
feedback mechanisms. 

It is easily shown that for a sufficiently negative 
grid the potential minimum in a triode will attach 
itself to the grid wires and approach the cathode 
only in the regions between, as shown in Fig. r. 

Considering the electrons of emission energy A 

which finally arrive at the anode from a point z 
on the cathode of Fig. I ; one 

-2 of these electrons will cause an 
anode current which is a func- (8) 
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tion of A, z, and time t, is (t, A, z) and will at the 
same time induce a grid -current pulse i g(t, A, z). 
These two currents, being due to the single event 
of the transit of a particular electron, will be com- 
pletely correlated. Taking the Fourier transform 
(deriving frequency spectra) of these currents 
gives the two harmonic ' currents ' Ia (w, A, z) and 
I (w, A, z) which are completely defined, one 
implicitly in terms of the other. The conditions 
for the application of the admittance relation 
(io) are thus satisfied by the transit of every elec- 
tron of this type, and some form of (io) will 
therefore apply to the grid noise induced by the 
` transmitted ' type of electron. 

NEGATIVE GRID WIRES 

POTENTIAL 
MINIMUM 

CATHODE 
SURFACE 

Fig. I. Shape of potential minimum and electron 
trajectories jor a negative grid. 

Considering next an electron which fails to cross 
the potential minimum and returns to the cathode 
in the region midway between grid wires, it will 
momentarily effect the space -charge distribution 
in the triode, giving rise to an anode current 
is (t, A, z). The net effect will induce a grid current 
i g (t, A, z) and the two currents will specify each 
other completely. We are led to the result that the 
admittance relation applies equally to electrons 
of this group. Moreover, it is clear that there is 
no essential difference between the type of re- 
flected electron just discussed and that which is 
emitted from that part of the cathode immediately 
under a grid wire, for all of these will have 
some effect on the anode current. 

We have then that for all A and z there is an 
induced grid current 1, (t, A, z) with a spectrum 
I9(a), A, z), anode currents ia(t, A, z) and I2(w, A, z), 
and that the corresponding anode and grid 
currents are completely correlated. We may, 
therefore, attempt an application of (io) to the 
total induced grid noise. 

Ifµ (A, z) di dz be the rate of emission of elec- 
trons of normal component of emission energy 
in the range (A, A + dA) from a region (z, z+ dz) 
of the cathode, and the frequency spectrum of the 
grid -current pulse due to one of these electrons 
be I g(w, A, z), then following the method of a 
previous paper' the power spectrum of the total 
induced grid noise is given by a repeated applica- 
tion of Campbell's theorem : 

S g(w) = 2f dA J µ (A, z) 19 (w, A, z) 2 dz (n) ) 

Clearly, if Y1(w, A, z) dA dz and gm(w,A,z) dA dz are 
respectively the contributions to grid admittance 
and mutual conductance made by electrons in the 
above group dA dz, we can write 

I g(w z) - Yw 1(, A, z) dA dz 
Ia(w, A, z) (i2) 

gm(w, A, z) dA dz 

where Ia(w, A, z) is the frequency spectrum of the 
anode -current pulse due to an electron of that 
group. It is to be noted that the angle of emission 
of the electron (or alternatively transverse 
emission energy) can be taken into account by a 
slight extension of the procedure here, and will 
therefore be ignored. 

One has then from (ii) and (12) that 

Sg(w) = 2f dA f/z(Az) 
gYmil(w,, 

(w z'z) 

,J a Z,,) 
IIa(w,A,z)I2dz .. . . (13) 

and similarly for the anode noise 

sa(w) = 2f dA f µ (A, z) 11Ia(W,A,z)2 dz 
Z 

For the ` ideal valve ' with single -valued fields 
and velocities, Y1(w, A,z) and gm(w, A, z) no longer 
vary with z, and only a very narrow band of 
values of A is possible, hence 

2 

Yi (w,A,z) 

2 

YI(w,a,z) dA dz 

2 

gm(w,A,z) 
J J 

g,(w,A,z) dA dz 

-11714) 12 

Igm(w) 
This factor may then be taken outside the integrals 
of (i3) and there follows from (r3) and (14) the 
result (io) : 

(i4) 

- Yi(w) 
gm((.0) 

In any other situation we can combine (13) and 
(i4) only by writing, by analogy with (io), 

2 

sg(w) = G2 

gnl(w) w) sa(w) . . . . (15) 

where the factor G2, which may be greater or less 
than unity, takes into account the ` distributed 
correlation ' between anode and grid currents, 
as expressed in the variation over A and z (initial 
energy and point of emission of the electron) of 
the factor 

2 

Sa(w) 

YL(w,A,z) 2 

gn, (w,A,z) 
In many cases of practical interest G2 will not be 
much different from unity, since the quotient (i6) 
will tend to be independent of A at least, but this 
is by no means necessary. 

(io) 

.. (i6) 
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4. Microscopic Theory 
There have already been made 3' 4' 5 various 

attempts at estimating the noise induced at a 
control grid in terms of the transit time in an 
equivalent simple system, such as the ' three - 
halves power -law.' Unfortunately, however, 
these treatments have so far made such sweeping 
assumptions as almost to invalidate subsequent 
conclusions. For instance, all considerations of 
the potential minimum and of essential pheno- 
mena connected therewith are omitted-it is 
assumed that all electrons are emitted with the 
same (zero) velocity, and thus necessarily that 
all induced electrode currents are similar and are 
similarly affected by space -charge damping pheno- 
mena. This turns out on examination to con- 
stitute a serious limitation, for in practice both 
the induced grid current and the magnitude of 
space -charge damping effects6 may vary con- 
siderably with emissicn energy. Further, no 
account is taken of the fact that the grid is 
actually at a potential very different from that 
effective at the grid plane, magnitudes of induced 
grid currents being dependent on actual grid - 
cathode potential. Thus in general, no great 
confidence can be placed in results so far available. 

An attempt is being made to develop an approx- 
imate ` microscopic ' theory of induced grid noise, 
bearing these points in mind, by considering 
the effect on the grid of the transit of a particular 
electron group, and integrating to obtain the 
accumulated effect. In this article, however, there 
will be adopted a result of Campbell and others3 
derived by a similar procedure but based on pure 
three -halves power -law conditions ; viz., 

\2 
Sg(W) = 

\ 5) ' 2eIaf2.. (17) 

Here T is the electron transit time in a three - 
halves power -law diode, with cathode at the 
potential minimum and anode at the grid plane, 
WT the corresponding ' transit angle ' and 2eIaP2 
the anode shot -noise spectrum of the triode. 

All of the quantities on the right-hand side of 
(17) are measurable on the valve, yielding an 
estimate of the induced grid noise which can 
immediately be compared with measured values. 

5. Measurements.-Neutralization of Lead - 
Inductance Noise 

In making measurements on the induced grid 
noise, it is convenient to reproduce as closely as 
possible the assumed conditions of Section 2- 
that the anode and cathode of the triode are 
connected to a common earth point by leads of 
very low impedance. At the frequencies involved, 
however, there remain inevitably residual anode - 
and cathode -lead inductance effects which make 
undesirable contributions to fluctuations observed 

at the grid. The active component of grid input 
admittance consists of lead -inductance and 
transit -time admittances respectively : 

YI YL YT 

the total fluctuation at the grid being given, 
therefore, by 

YL Y,r'2 
Sg(w) _ s,,(w) . . . . (is) 

gm 
(In this Section and the next it is sufficient to 
assume that the ' admittance relation ' applies 
in its simple form (io) to the induced effect, as to 
the lead -inductance effects). The active part of 
the lead -inductance admittance (see Section 2) 

is given to a second -order accuracy by 

YL = gn. (w2 L k Cg k - W2 La C ga) ' ' (19) 

which is purely conductive. The induced com- 
ponent of grid noise is accounted for by the 
' transit -time ' component of input admittance 

YT = GT 7BT .. .. .. (20) 

and may therefore be expressed as 

{GT2 + Br2 gm2 

In the working range of a valve functioning as a 
low -noise amplifier, the approximate 3/2 power - 
law theory suggests, and measurements confirm, 
that 

SgT(W) = Sa(W) (21) 

BT2 GT2 .. (22) 

Hence to a sufficiently close approximation, one 
has for the two components of input admittance 

YL = GL, YT = jBT .. .. (23) 

where BT = WCL is the ` space -charge com- 
ponent ' of input susceptance. The total grid - 
noise spectrum according to (18) is then 

sg(w) -I GL2 +2 BT21 Sa(W) (24) 
,l gn1 J 

and the induced grid noise, from (21) is 

B 
sIT(W) = T2 sa(w) .. (25) 

girl 
which is obtained from (24) by setting GL = 0. 

This is in turn effected by satisfying in (19) the 
' bridge relation ' 

IaCgs = LkCgk 
by introducing extra reactance into the anode 
lead and adjusting this for minimum noise output 
from the grid ; i.e., from (24) 

d 
sg(W 

grn) 
= 2G2sa(w) = o 

dGL 

therefore, CL = o 
a 

and sg(w) T2. sa(W) 
gm 

as required. 
It is of interest to note, by way of a check, that 

substituting for Gr. from (19), the mean -square 
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noise current transferred to the grid circuit from 
the anode circuit by lead inductance effects alone 
is given by 

S0L(W) = IW2 
L1. C01. - W2 La Cqa 12 

Sa(W) 
which is the result derived by direct application 
of circuit theory to the problem. 

In order to avoid major difficulties with lead - 
inductance effects, actual measurements of grid 
noise were performed on u.h.f. disc -seal triodes, 
having very low residual lead inductances. 

6. Measurement Process 
The preliminary sketch given in Section 5 

above, while indicating the principles of neutraliz- 
ing to be observed in dealing with the lead - 
inductance feedback noise, omits all reference 
to the effects of associated impedance changes on 
the measuring instrument. The first stage of the 
amplifier used for the measurements employs a 
microwave triode in common grid connection, an 
equivalent input circuit appearing in Fig. 2. 

VALVE 

UNDER 
TEST - 

iiìi 
I:n 

Fig. 2. F_yuiealeut measurement circuit. 

If sq(W) be the power spectrum of the noise 
current appearing at the grid of the valve under 
test, the spectrum of the output from the first 
stage is given by 

S2(W) 
sq 1-- 41eTG, IdI2 

92` 3221 
2 

2e1 P2 22 312 
4k7G2 

22 I 

In this expression, i refers to cathode 
to anode of the common -grid amplifier, 

322 = gm + ga + Y10 i- Y12 

312-gnc+ gn + Y12 
B1 = Bq B,,, 

G1 G G. 

y10- GT2.%B1 

2 

+ 

(28) 

and 2 

Where B0 is the grid input susceptance of the 
test valve and Bu is the adjustable grid circuit 

susceptance, G and Gu corresponding conduc- 
tances, and n a transformation ratio defined 
later. gm and g,, are the mutual and anode 
conductances respectively and 2e1 r2 the anode 
shot -effect spectrum of the common -grid ampli- 
fier. The quantities Y12, the admittance of the 
feedback path across the amplifier, and G2, 
its anode -load conductance, may be neglected 
here, when the input noise power spectrum equiva- 
lent to (28) above appears as 

s, = S {- 4kTGu 4- 2e1 r2 

where get = (gnt + g11)2 

The procedure in measurement is to note the 
quiescent value of the output noise associated 
with si, [i.e., corresponding to the value of 
(29) with sq = o]; the test valve is then switched 
on, with the following effects. The input circuit 
is detuned by the extra space -charge capacitance 
thrown across it, G1 is slightly varied by the 
onset of transit -time and lead -inductance damp- 
ing Gq at the test grid, and a small fluctuation 
current is injected by the valve into the new 
impedance. The capacitance change is tuned out, 
the conductance change partly neutralized (as 
will appear later) and the net change in output 
noise noted. The test valve is then turned off, 
a standard source (noise diode) tuned on, the 
circuits retuned and the standard injected 
fluctuations adjusted to cause the same small 
deflection of the output meter. The amount 
of the standard fluctuations is noted, and is 
assumed to be a measure of the test -valve grid 
fluctuations. 

It is to be noted that s0, which we wish to 
measure, is very much smaller than the rest of 
the terms on the right-hand side of (29). Thus 
apart from various rudimentary difficulties, 
the accuracy of the measurement is particularly 
sensitive to variations during the measurement 
process of these ` quiescent ' terms, due to slight 
changes of amplifier gain and to variations of the 
total input -circuit conductance G1. 

The same consideration necessitates also that 
the amplifier he worked with maximum attain- 
able signal/noise sensitivity, which entails that 
the impedance viewed from the cathode input 
terminal shall have a fixed optimum value, in 
practice very nearly conductive at the mid -band 
frequency. This optimum conductance is ob- 
tained experimentally by adjustment of the 
transformation ratio i : n from the grid of the 
test valve to the input of the amplifier, the value 
of which will vary according to the value of 
grid -circuit conductance G1. 

The susceptance B is adjusted throughout 
the measurement independently of any other 
adjustment to give minimum noise output from 

g 

2 

+ (29) 2 
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the amplifier; i.e., 
d d 

dBu 
SI e9 dB, 

sI e 

whence BI =- o 

= 2eI r2. 2BI 

n2 ge 
. . . (3o) 

It is clear from the work of Section 5 that, if 
we are to have a reasonable estimate of the in- 
duced grid noise (the admittance change as- 
sociated with it is mainly susceptive and can, 
therefore, be tuned out) conductance changes 
G, at the grid involved in switching on the test 
valve will have to be small compared say with 
the resistive grid -circuit conductance G,E. In 
calculating their effects a first -order accuracy 
is obtained by assuming that they are, in fact, 
of differential order compared with G,,. Sub- 
stituting (3o) in (29) we have then that the 
increase in ` output ' noise on switching on the 
test valve is given in terms of the actual injected 
noise s, and the conductance change dG, == G, 
by 

Si=S,+2eIr2.2GI.G 
2 n g,. 

where by (26) 

SJ(w) 
(GI, G,)2 + BTzl 

S2 
S (CO) 

S is the test -valve mutual conductance, 
its anode shot effect spectrum and 

G,=GL+GT 
the sum of the lead -inductance and transit - 
time conductances (see Section 5). It is of 
interest to note at this point that the spectrum 
of the anode noise in the test valve can be 
written approximately6 

sa(w) , 3 x 4kT S 
the cathode being run at normal temperatures. 
One has also, for the first amplifying stage 

2eIr2ti3 x 4kT.ge 
If then we suppose that by some method we have 
set GL (and thus the lead -inductance grid 
noise) equal to zero, we have from (3i) that 

sI 3 
B,2 

8 
GT2. 

4kTS + 3 x 4kT ge 2 2I 
2T S n ge 

(3i) 

i.e., 

SI .e = 3 x 4kTS BT2 +-GT2 G, 2GI} S2 S n2g 

s(w) 

(32) 
e 

The first term in the bracket of (32) represents 
the induced grid noise in the valve under test ; 

the second indicates an error in the measure- 
ment due to transit -time damping of the input 
circuit by the test valve. The expression 
GI/n2 is the admittance of the input circuit 
as viewed from the amplifier, which is fixed by 
the noise -factor requirements. If the perform- 
ance of the first valve is of a high standard 

Setting d 

gives 
dGL 

SI e, = o 

GI. GI 
S n2ge 

and (33) becomes 

(i.e., the value of this optimum source admittance 
is low) the coefficient 2GI/n2ge of the error 
term may be quite small. It is clear from (29) 
that there is nothing to be gained by heavy damp- 
ing of the input circuit (i.e., increasing G. and 
G1) since this will have to be taken up by an 
adjustment of the transformation ratio n, and 
will only make the measurements more difficult 
by decreasing the sensitivity of the measuring 
gear. 

If, as in the elementary neutralizing process 
discussed previously, we decide to vary GL 
until the noise output is a minimum, (3i) be- 
comes 

SI eo. = 3 X 4kTS{BT2 
+ GL2 2GI GL + 
S2 n2ge S 

(33) 

ZGIGT GI2. si eg = 3 X 4kTS 
S2 -F 

n2g,S n4gc (34) 

The first term in (34) represents quite closely 
the induced grid noise, the second term is again 
the positive transit -time damping error, and the 
third represents a fixed negative error, depend- 
ing with the GT error on the conductance ratio 

GI . The two errors may be expected to cancel n g 
somewhere in the working range of the valve. 
This ` minimizing ' process is that most conven- 
iently used in practice. 

The above analysis is given in order to demon- 
strate the errors inherent in measurements of 
small amounts of induced grid noise, and is not 
applicable to quantitative correction of the results, 
since for instance it has not taken into account 
the effects of impedance changes in the first 
stage on the feedback conditions in the second. 
These effects are not, in practice, negligible 
compared with those we have already discussed, 
but are not calculable with any degree of con- 
fidence. 

7. Subsidiary Measurements 
Substituting in (25) for the quantity BT, 

one has that the induced grid noise spectrum is 
given by 

Sr(w) = I Ct 2 

G2 Sa(w) .. .. (35) 
m I 

where the anode shot noise sa(w) is given at low 
frequencies by the familiar expression 

sa=gela f2 .. .. (36) 

WIRELESS ENGINEER, MARCH 1950 91 

www.americanradiohistory.com



To check (35) against grid -noise measurements, 
we have to measure or to estimate the behaviour 
with variable electrode potentials of each of the 
quantities C,., G2, g,,,, and s,, on the right-hand side. 

tia 

ó 
o 

100 

BO 

6 

4 

2 

MEASURED 

FROM ADMITTANCE 
POWER -LAW 

CALCULATED 

_ _ 3/2 

50 

e 

- 250 " 
.: V '100'1 

/ -- 

7-7.;_:_ - =- _ 
250V 

150V 

2 4 6 

ANODE CURRENT (NIA) 

IO 

Fig. 3. Induced grid noise in experimental type 
E1600, No. 321A, at zoo Mc/s; voltages indicated 
are those on the anode. 
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FROM ADMITTANCE 

3/2 POWER -LAW 
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__ 
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50\1 
0 1 

250V" 

/ "-- 

/ . _- T-- - _ _250V 

I ISDV 

0 Z 4 6 8 

ANODE CURRENT (m A) 

Fig. 4. Induced grid noise in experimental type 
Ex600, No. 273A, at Zoo Mc/s ; voltages indicated 
are those on the anode. 

The capacitance Ct is the space -charge com- 
ponent of grid input capacitance, and is measured 
as the increase in input capacitance of the valve 
from cut off to specified working conditions. 
These measurements, performed at a frequency 
of I Mc/s, need not be discussed further, since 
a report of very similar measurements has 
already been published.' The mutual conduc- 
tance was measured under the given working 
conditions at a low frequency. It is known that 
neither the capacitance change nor the magni- 
tude of the mutual conductance varies apprec- 

10 

iably up to quite high frequencies. 
For convenience, the anode shot -noise density 

(36) was measured at 45 Mc/s. Though this 
is known to increase considerably at extremely 
high frequencies, it is not to be expected that 
there will be appreciable error in assuming 
that the measured values hold up to Zoo Mc/s, 
at which frequency the grid -noise measurements 
were performed. 

The measured values of mutual conductance 
gm and of anode current I,, were also used to 
determine the equivalent 3/2 power -law transit 
angle WT involved in the estimate of grid noise 
of Section 4. The cathode/grid transit time T 

is given, from 3/2 power -law theory for plane 
triodes3, as 

T4=5.34 x IO -411ZAg A2 (K.la/ 1 

where µ, approximates to the value r for a fine - 

BO 

60 

40 

20 

MEASURED 

CALCULATED FROM ADMITTANCE 

_ _ 3/2 POWER -LAW Fr, 
.1.111 
VIZEN. 

4 6 e 10 

ANODE CURRENT (mA) 

Fig. 5. Induced grid noise in DET 22, No. 3136, at 
zoo Mc/s ; voltages indicated are those en the 
anode. 

mesh grid, and A is the electrode area. 
We have no accurate method so far of deter- 

mining the value or behaviour with working 
conditions of the factor G2 in (35). It is possible, 
by making various highly arbitrary assumptions 
and approximations, to deduce from measure- 
ments of ' total emission' induced grid noises 
and an associated admittance change, a quali- 
tative estimate of the behaviour of G2 with anode 
current and voltage. It would appear from these 
measurements that G2 is, in fact, scarcely influ- 
enced by changing electrode potentials, but this 
is by no means certain. 

\504 

250 

250VV 

150V 

8. Results 
In Figs. 3-6 values of induced grid noise measured 

on typical high -slope microwave triodes are 
compared with values predicted from the admit- 
tance relation (io) and estimated from the three - 
halves power -law relation (17). It is assumed 
that the power spectrum of the fluctuations may 
be expressed in the form 

S(w) = 2e I,, 
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results being given in terms of the pure shot noise 
in an equivalent temperature -limited current ID. 

It is to be seen that for two Ei600 valves 
measured there is a striking similarity between 
the functional dependence on valve parameters 

50 

40 

30 

2 

MEASURED 

CALCULATED FROM ADMITTANCE 

POWER-LAW 

o 

\6 , 
3/2 

0 

o 

150V 

- O _2SOV 

i /150V 
2 4 6 8 

ANODE CURRENT (m A) 

Fig. 6. Induced zrid noise in DET 22, No. 313.5, -at 
200 Mc;'s : collages indicated are those on the 
anode. 

(anode current and voltage) of the measured 
and admittance -estimated values of induced 
grid noise. The 3/2 power -law estimation on 
the other hand is seen to bear little resemblance 
to observable fluctuations in any respect. 

The DET 22 type of triode, represented in Figs. 
5 and 6, has a very much coarser grid than the 
experimental type E i600 (grid -pitch to clearance 
greater) and cannot be expected to follow closely 
any of the assumptions of internal uniformity 
which have so far been found necessary in the 
theory. Considered in this light and bearing in mind 
the ' possibilities of considerable experimental 
error as discussed in Section 6, features of agree- 
ment between the predicted and measured curves 
of Figs. 5 and 6 appear all the more significant. 

Reconsideration of Section 6 and, in particular, 
of Equ. (34) shows that experimental error is 
qualitatively of the same nature as the discrep- 
ancies observable between measured and admit- 
tance -predicted grid noise, and may be expected 
to be large. Thus it is not inconceivable that the 
predicted results are in fact more reliable as to 
magnitudes than the measured values them- 
selves. 
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APPENDIX 
Induced Grid Noise and Noise Factor 

It is interesting to note that the ' distributed ' nature 
of the correlation between induced grid currents and 
anode shot -noise currents has an effect identical with 
that of partly uncorrelated grid currents (such as the 
so-called ' total emission grid noise ') as far as the 
operation of the valve as an amplifier is concerned. 
This may be shown roughly as follows, taking the 
simple case of the common -cathode triode. Suppose 
our total cathode -anode shot effect may be represented 
by 

s,(w) _ Iiu(w) .. 

where the 4,(w) are elementary shot -effects currents 
due to the separate electron groups. Then according 
to the treatment above, the induced noise observable 
at the grid is of the form 

Sck(w) IP,,(w) i0(w)I2 .. 
If there is a current gain G between grid and anode, 
the net noise spectrum at the anode terminal is 

So = IrR + GP. 'i.I2 .. .. .. .. (3) 

I1:oI2 II + (Por +7Pni) (Gr + Í Gi)I2 (4) 
71 

which on expanding and collecting terms becomes 

sR = 14,21 {1 + 2Pnr Gr - 2 pi Gi + IP,G2Ii 

By proper choice of Gr and G5 this may clearly be made 
less than the value 

IZn2I {I + IPn 
GI21 .. .. .. .. (6) 

pertaining to a totally uncorrelated grid fluctuation of 
the above magnitude 

in Pole 

Considering now the hypothetical case where some of 
the grid currents are uniquely correlated with the anode 
currents (p independent of n) and there exist other grid 
currents a2 1i,, 12 uncorrelated with anode currents. 

We have then an output noise spectrum of the form 
5a = I + PGI2 I4=2I + a2IG2I IZn2I (7) 

which by analogy with (5) can be written 
S = iT + 2Pr G,. - 2Pi Gi + IPGI21 + IZR2I + 

a2 G21 I121 
The conditions for minimum noise output on varying 
the real and imaginary parts of the gain G are 

2Pr + 2Gr IPI2 + 2 x2 Gr = 0 

i.e., G 
P2I-+ a2 

.. (8) 

and - 2pi + 2 Gi ft! 1321 + a2) = o 

(2) 

(5) 
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i.e., Gi - 
2 

Pi 
2 .. (9) IPI+a 

Substituting in (7), the minimum value of noise output 
due to the valve is given by 

a2 s 
IPZI 

14=21 .. .. .. .. (fo) 

This minimum has the value zero if the independent 
noise source at the grid is zero ; i.e., if a2 = o. 

In general, minimizing (5) with respect to G, and 
Gi, one has 

Ii I {2Pn, + 2G, IPnI2) = o 

Par I2n2 i.e., t', 
I Pu i 2 

Similarly, Gi = + P"' Ih' i IPi 2 

Substitution of (II) and (12) in (4) will clearly give a 
value for the output noise which is less than that given 
by (6), but this value will not in general be zero. 

Thus we see that, for the two models to give identical 
results, the assumption of a simple unique correlation 
between anode and grid currents implies also the assump- 
tion of an independent internal source of noise at the 
grid. It is clear that noise phenomena which require 
the invocation of uncorrelated ' total emission ' com- 
ponents of grid noise are, in fact, more accurately 
explicable in terms of a continuous amplitude- and phase - 
distributed, but nevertheless complete, correlation 
between the currents. 

NEW BOOKS 
Electric and Magnetic Fields 

By S. S. ATTW00D. Pp. 475 + xi, with 276 illustrations. 
Chapman and Hall, Ltd., 37 Essex St., Strand, London, 
W.C.2. Price, 44s. 

The author is a professor of electrical engineering at 
the University of Michigan and this is the third edition 
of the book, which was first published in 1932. In the 
preface the author says that " in spite of the time 
devoted during the first two years to the sciences which 
are basic for electrical engineering, the student needs 
further training in the development of the fundamental 
concepts, formulas, terminology, and units used in 
electric and magnetic field study." This book is intended 
to provide this training. It is divided into four parts, 
the first dealing with electric fields, the second with 
magnetic fields of constant permeability, the third with 
ferromagnetic fields, and the fourth of only 34 pages with 
combined electric and magnetic fields ; that is, with 
electromagnetic waves. 

Although some parts of the magnetic section have 
been rewritten to emphasize currents rather than poles, 
" the magnetic pole concept has not been abandoned 
entirely since its value as a pedagogical tool is too well 
established." Considerable attention has been given to 
field mapping and many diagrams are given of electric 
and magnetic fields showing the lines of flux and the 
equipotential surfaces. " A by no means unimportant 
benefit that should accrue to the student from the 
presence of many carefully developed field drawings is the 
stimulation of his imaginative sense." The rationalized 
m.k.s. system of units has been adopted but tables 
are given showing the relations between the units in the 
various systems. 

There is a very strange arrangement of material at the 
beginning of the book. The first eight pages deal with 
units and dimensions, and if one then jumps to page 23, 
one proceeds in a normal manner with " elementary 
facts and definitions," but pages 9 to 22 are devoted to 
such things as the electronic energy levels in the hydrogen 
atom, the Lyman, Balmer and Paschen series, and 
Maxwellian velocity distribution curves. It is difficult 
to see why this strange material was inserted at this 
point between the definitions of the international ohm 
and ampere on p. 8 and Coulomb's law on p. 24. There 
are other things about the book that are unsatisfactory, 
and it is surprising to find them in a third edition. In the 
diagram showing the dependence of dielectric constant 
and losses on frequency, the dielectric constant is shown 
going down to o.5 at certain frequencies, and a curve is 
stated to give the loss per cycle although the ordinates 

are labelled power ; even when the loss per cycle is shown 
as constant over a wide range of frequencies, the total loss 
is also shown as constant and not increasing with the fre- 
quency. All this should be carefully explained or omitted. 

On looking into the calculation of the force between 
two parallel conductors and their inductance, one finds 
the same unsatisfactory treatment. The wire radius is 
assumed to be small, and the formula for the force is 
stated to be for ReD, whereas it applies for any size of 
wire and the assumption is quite unnecessary and 
misleading, as is obvious from the fact that the flux 
density in which one wire is situated, and therefore the 
force on it, is independent of the size of the other wire. 
The calculation of the inductance is quite amusing ; 

having calculated the inductance of one wire due to its 
external flux, the author says " When the flux inside the 
wire is considered it is difficult to determine the number 
of flux linkages, so we resort to the energy definition." 
Here again the mistake is made of assuming that the 
formula is only correct when R.D, whereas, if the 
current density is uniform, the formula is quite correct 
whatever the size of the conductors, as can be easily 
shown. It is simpler to assume that the conductors 
have the same permeability as the surrounding space ; 

any marked departure from this is so rare that it need not 
be considered in such a book. 

The book concludes with a very interesting 8 -page 
historical outline of electricity and magnetism from the 
earliest times down to the present day. 

G. W. O. H. 

The Frinciples of Television Reception 
By A. W. KEEN, M.I.R.E., A.M.Brit.I.R.E. Pp. 319 
xv. Sir Isaac Pitman & Sons Ltd., Parker St., 

Kingsway, London, W.C.2. Price 3os. 
An unusual feature of this book is the extent to which 

the American television standards are treated. Through- 
out, there is a parallel treatment of circuit detail from 
both the British and the American viewpoints. While 
this is helpful in showing very clearly how the different 
transmitting standards affect receiver design, it does 
make it rather more difficult for those interested 
primarily in only one system to obtain a comprehensive 
picture of that system. 

The book opens with a table of British and American 
technical terms. This is a good point, for it emphasizes 
the differences of language which are liable to be con- 
fusing-especially the American use of ' frame ' to mean 
picture. The first chapter describes in simple language 
the basic principles of television including the scanning - 
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process and the British and American waveform standards. 
The next chapter covers a wide field, for not only does it deal with ' waveforms ' and the circuit response to them but the basic r.f. amplifier circuits, including the earthed -grid stage, are also treated. As one might expect there is no analysis of the circuits but merely an elementary description of how they work. The transient response section, however, is quite well done and gives a very good account of the effect of simple circuits upon pulses of various kinds. 
Chapter III covers the c.r. tube with its focusing and deflecting arrangements and, again, a good general picture of the subject is given without going into it very deeply. E.h.t. supplies are also discussed. Chapter IV 

is devoted to time bases and covers, not only the saw - tooth and pulse voltage generators, but current amplifiers 
for magnetic deflection and linearizing circuits. A chapter on sync separation follows. 

A single chapter covers the whole of vision -signal 
amplification in only 4o pages. As v.f.,i.f. and r.f. ampli- 
fiers, detectors, gain control, sound -channel rejection, fre- quency -changers and noise are covered, it is plain that the treatment can only be superficial. 

The sound channel has a chapter to itself, but is not much more detailed since, in addition to the British a.m. and the American f.m. systems, methods using pulse - width modulation are also described. 
There is a lengthy and well -illustrated chapter on the complete receiver in which circuit diagrams are given of several British and American sets. Aerials and feeders have a short chapter, receiver test equipment another and one on colour television ends the book proper. There is a short appendix containing a number of useful mathematical expressions. Each chapter contains a useful, if condensed, bibliography. 
In his preface, the author states that the book has 

grown out of material originally produced as a short correspondence course for engineers of a receiver manu- facturer's servicing organization. It is certainly not a servicing book and is not intended to be. It is meant to cover principles only and it does so. Whether or not it does so adequately is another matter and a debatable 
one, since it depends on how much one expects a service technician to know. In the reviewer's opinion it does no more than lay a foundation for further study. 

Mathematics are almost non-existent in the body of the book and even in the Appendix are quite simple The book can be recommended for those who have little 
or no knowledge of television but who have a good background of ordinary wireless theory and practice. It will enable them to obtain a good general, but hardly 
a detailed, knowledge of television. The book is not entirely free from errors, but where they are not obvious they are unlikely seriously to hamper the student. 

W. T. C. 

Quirlende elektrische Felder 
By FRITZ EMDE. Pp. 118 vii, with 41 illustrations. 

Friedr. Vieweg and Sohn, Braunschweig, Germany. 
Dr. Emde, who was formerly Professor of Electrical Engineering at Stuttgart, is known to a wide circle outside the field of electrical engineering through his 

Tables of Mathematical Functions. This present small 
volume on electric fields was handed over to the publishers 
in 1943 but has only just been published. It is confined 
to whirling or curl fields, that is, to the relatively small 
fields associated with magnetic fields, and does not deal with the powerful electric fields occurring in high voltage 
work. The author states that his main object is to give the reader a clear conception of the principles under- lying the fundamental laws of Maxwell, Heaviside, etc. 

The treatment is very full and clear and illustrated by 
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simple numerical examples. On p. 48 a field is resolved 
into its two components, one a curl field and the other a 
curl -free field ; this is done very simply for the case of a packet of iron laminations with numerical examples. 
Several well-known paradoxes, such as the revolving bar 
magnet and Hering's spring tongs, are examined on 
p. 72. Several pages are devoted to the movement of dielectrics in a magnetic field, and Wilson's classical experiments are described. The final twenty pages are 
more mathematical, dealing with divergence, rotors, 
Spreizung, Drillung and Affinors, but in the introduction 
Dr. Emde says that he trusts that those readers who put the book down without working through it to the very 
end will have gained something from it. The author 
decided to omit electromagnetic waves as they are treated 
so fully in a number of books. This is a book that can be unreservedly recommended to anyone with a knowledge 
of German. 

G. W. O. H. 

Ein Ultrakurzwellen-Telefoniesystem hoher Kanalzahl 
mit Frequenzweiche 

By G. C. FONTANELLAZ. Pp. 74, with 41 illustrations. 
Verlag Leeman, Zürich. Price ro francs (Swiss). 

This is the author's doctorate thesis at the Zurich 
Hochschule, on work carried out under the guidance of 
Dr. Tank. 

The first 3o pages are devoted to a discussion of the 
general problem of multiple -channel telephony, with a very large number of channels. The remainder of the 
book contains a description of a proposed system which 
was constructed and tested in the laboratory. Photo- 
graphs of the actual apparatus are given. The system 
contains 6 u.h.f. bands, each with 12 speech channels ; the aerial is of the highly -directive narrow -beam type. 
The frequencies discussed are between 200 and 3000 Doc/s. 
Various methods of producing and modulating the pulses 
are discussed. It should be noted, however, that this is the fourth monograph published by the Hochschule 
during 19g9 dealing with closely interlinked subjects, or branches of the same subject, and anyone interested in the subject would be well advised to obtain the four 
monographs. The others were " Ultrakurzwellen Fre- 
quenzweiche,' by Staub (7.50 f), " Breitband Richtstrahl 
Antennen,' by Peter (8 f), and " Impulsmodulation," by 
Bachmann (9 fl. G. W. O. H. 

Stetige Regelvorgänge (Servo -mechanisms) 
BY WINFRIED OPPELT. Pp. 144, with 42 illustrations. 

Wissenschaftliche Verlagsanstalt K.G., Hannover. Price DM.7.8o - 

In March 1948, p. 88, we reviewed a book by the same 
author entitled " Grundgesetze der Regelung " and stated that it contained the basic mathematical equipment, the practical application of which would be dealt with in 
another volume. This is the volume referred to. It 
deals with every possible type of servo -mechanism, 
mechanical, electrical and thermal, with diagrams of 
the mechanism, and numerous graphs illustrating their 
operation, stability, etc. The book concludes with a very full bibliography of the subject. 

The book was completed, and ready for publication, 
in 1945 ; the author states in the preface that subsequent 
developments are of course, not dealt with in the text, 
but the bibliography has been brought up to date. The 
new volume is not an austerity production as was the 
first ; the production, and especially the illustrations, are 
excellent and the two volumes form a valuable intro-' 
duction to a subject of growing importance. We 
commend them to anyone with even a small knowledge 
of German ; so much of the material is graphic. 

G. W. O. H. 
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SIGNAL -TO-THERMAL NOISE RATIO 
Comparison of F. M. and A. M. Receivers 

By M. V. Callendar, M.A., A.M.I.E.E. 

SUMMARY. Curves are given for output signal/noise ratio for thermal noise with an f.m. receiver, 

including conditions where the signal is equal to or less than the noise, as well as the well-known case 

where the signal greatly exceeds the noise. Corresponding curves are also given for an a.m. receiver, 

and a comparison is drawn between the results for f.m. and a.m., bringing out especially the effect of the 

fatio of pre -detector to post -detector bandwidth in each case. 

It is concluded that, apart from its well-known advantages for high -quality broadcasting, f.m. can 

give results at least equal to a.m. in respect to signal/noise ratio for communication work provided that 

the pre -detector bandpass is no wider than necessary to accept the full deviation, and that the limiter is 

fully efficient : the deviation ratio for such work should not exceed about four. However, these conditions 

are not always easy to comply with in practice (for example, in cases where a wide bandwidth is 

necessary from frequency -drift considerations) and thus an a.m. receiver will, in some instances, be 

found to give a slightly better range of intelligible reception than its f.m. counterpart, particularly if 

any slight mistuning be present. 

1. Introduction 
THE question of signal/noise ratio in f.m. 

receivers has been discussed by many 
writers since Armstrong's original paper'. In 

that paper, the improvement in signal/noise ratio 
for an f.m. receiver as compared with an a.m. 
receiver was evaluated for the case where the 
signal at the detector is considerably greater than 
the noise ; this analysis is all that is necessary 
when considering good quality broadcast recep- 
tion, but sheds little light on the important 
question of the relative merits of f.m. and a.m. 
in respect of maximum range of intelligible 
communication. In a recent paper2 the present 
author evaluated formulae for signal/noise ratio 
in a.m. receivers and examined its variation with 
bandwidth. Since that paper was written a 

paper3 by Stumpers on noise in f.m. receivers has 
been published ; on the basis of his results we 

can calculate signal/noise curves for f.m. down 
to below the noise level, and thus compare 
f.m. and a.m. receivers at any level, and for any 
bandwidth. 

As regards the requirements in audio signal/ 
noise ratio for the various types of service, the 
following table may be taken as a fair indication 

Telegraphy .. .. .. o db 
Bare minimum intelligibility (tele- 

phony) io db 
Comfortable intelligibility (tele - 

phony) .. .. .. 20 db 
Minimum acceptable for broadcast 

listening .. .. .. .. 3o db 
Good quality broadcast reception . 4o db 

2. Theory 
The results of Stumpers' excellent mathematical 

paper3 are expressed in a series of curves for a.f. 

MS accepted by the Editor, July 1949 

noise output against noise -to -signal ratio at the 
input to the detector, for various value of the 
ratio df/fo, where 2df is the pre -detector band- 
width and fa is the audio bandwidth. The 
detector is here assumed perfect ; i.e., it responds 

Ó' 

IÓI 

lá 

s 

10100 50 20 10 5 2 0.5 04 0.1 

INPUT SIGNAL/NOISE POWER RATIO SIN 

Fig. 1. Variation of output noise from an ideal f.m. 
detector with input signal/noise ratio. For a rect- 
angular pre -detector filter of bandwidth 2df and audio 
band fa. From Stumpers3 (Figs. 2 and 3), who 

gives noise output = A 4f2/2. 
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only to changes in frequency and not to changes 
in amplitude._ Curves for the case of a rectangular 
pre -detector bandpass characteristic are repro- 
duced here as Fig. i, and clearly form a basis 
from which signal/noise ratio can be obtained : in 
their existing form, however, they are apt to give 
a misleading impression of the relation of signal/ 
noise ratio to bandwidth since the ' noise -to - 

signal ratio ' used as ab- 
scissa is itself a function 
of bandwidth (see below). 

Fig. 2. Block diagram for 
an f.m. or a.m, receiver. 

E, 

R.F./I.F. AMPLIFIER - DETECTOR AND A.F. FILTER 

BANDWIDTH 2df BANDWIDTH f 
POWER IN S/G+N/G POWER IN S+N 
POWER OUT S+N - POWER OUT Sa+Na 

1Rz 

Stumpers also gives a formula for the suppres- 
sion (due to limiter action) of the signal modula- 
tion by the noise when the noise -to -signal ratio 
is large ; the amplitude of the signal modulation 
is reduced in the ratio B = (i - e-siN) where N 
is noise and S is signal, both in terms of power at 
the input to the detector. 

Assuming that the frequency detector is 
perfect ' (i.e., that it includes a perfect limiter 

as well as the usual frequency to amplitude con- 
verter and amplitude detector) we may define a 
conversion factor C such that the detector gives 
an output of C watts per cycle deviation at the 
input. The assumption that C is invariable 
under all conditions (of input amplitudes, etc.) is 
made by Stumpers ; this assumption is evidently 
not true if the input to the detector diodes is too 
small, but this is perhaps unlikely in practice 
(since the detector follows the limiter). How- 
ever, it is necessary to take into consideration 
the suppression of modulation by noise which 
must occur in the diodes which ` convert ' the i.f. 
signal (here amplitude modulated) from the 
discriminator into the required audio signal. 
This correction factor D is small and only ap- 
preciable for very low signal/noise ratios 
(S/N<say 6 db) where we may assume the 
output noise spectrum roughly uniform (Stum- 
pers' Fig. 6) : thus we can put D - i/(i+N'/2S') 
approx. (vide formula for a.m. below) where 
N'/S' is the output noise/signal ratio for 4f = fa 
as calculated direct from Stumpers. 

Then signal a.f. output power = 
Sa=m28f2XCxDXB2 

where 8f is peak deviation, m is fractional modula- 
tion, and B and D are modulation -amplitude. 
suppression -ratio factors for the limiter and the 

detector respectively. And noise a.f. output 
power = Na = A x 42/2 multiplied by 2C, since 
Stumpers assumes a d.c. output of i V across i 12 
for r -c/s deviation. Here A is the ordinate in 
Fig. i, and zdf is pre -detector power bandwidth. 
Thus the a.f. signal/noise ratio = 

Sa m28/2 B2D 
Na JP ' A 

If, as in Fig. 2, a signal e.m.f. (Ea) from a 
source of resistance R1 is applied to a receiver 
having a total pre -detector power gain G, the 
signal power at the input to the detector will be 
G x Ea2/4RI, assuming matching of the receiver 
to the source. The corresponding noise power 
will be G x FKT . 24f, where F is the receiver 

noise factor ' and KT has the usual significance 
(noise power available from a resistance per cycle 
bandwidth) . 

Thus the signal/noise power ratio at the input 

to the detector = S = Ea2 
Ñ 8FKTdfRI 

For convenience, we will here define a para- 

meter Sr = Ñ -ff and call this the ' ` relative 
Ea2 

signal input." Then we have Sr = 8FKTRI fa 
and this represents the signal relative to the 
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Fig. 3. Signal/noise ratios for an ideal f.m. receiver 
compared with those for an a.m. receiver. Number 
marked on curves is ratio of half pre-dstector band- 
width to post -detector bandwidth (df/f,,). Full lines 

for f.m., dashed lines for a.m. 
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noise in a bandwidth 2fa. We can now plot 
curves (Fig. 3) for a.f. signal/noise ratio against 
Sr, which is independent of the pre -detector 
bandwidth : for simplicity, we take the case 
where m = i and 4f = 8f : the actual signal/ 
noise ratio for any lower deviation will be pro- 
portionally less. 

For comparison, we have also plotted the 
signal/noise ratio for an a.m. receiver from the 
relation : 

n2Sr 

Na N fa (I+N/2S) (I +N/2S) . 

This is taken from Section 2.5 of the paper2 by 
the present writer cited above ; it refers to 
a parabolic detector but holds also tor a linear 
detector to within, say, ± t db at all inputs. 
In the case of a linear detector, the factor 
I/(I + N/2S) allows for the suppression of modu- 
lation by noiso when the signal/noise ratio is low : 

with a parabolic dr, tector, the same factor merely 
expresses the quadratic relation between input 
and output. 

The curves as plotted give all the information 
necessary to compare theoretical signal/noise 
ratios for a.m. and f.m. for any ratio of pre - 
detector to post -detector bandwidtn ; such com- 
parisons will be unaffected by the a.f. bandwidth, 
the noise factor, or the signal -source impedance. 
However, if we require the numerical signal/noise 
ratio for any particular case, it can readily be 
re -plotted in terms of microvolts input (Ea) from 
the equation given above relating Sr to Ea for 
any given values of F, RI and fa. A scale of 
microvolts for the particular case of a typical 
v.h.f. receiver having RI = 7512 F = to and 
fa = 3 kc/s, has been added to the figure by way 
of illustration. 

When the signal is much larger than the noise 
(S/N > to) the curves conform to the simple 

3 

formula Sa = 3 X S X 8f3 which agrees 
Na N fa 

with Armstrong's original formula, for signal/ 
noise ratio. Fig. 4, derived directly from Fig. 3, 
gives the effect of increasing the pre -detector 
bandwidth without altering the deviation, and 
agrees with the above simple formula in showing 
that when S/N < about io, an increase in pre - 
detector bandwidth does not affect the a.f. signal/ 
noise ratio for a given deviation ratio. 

It should be noted that the curves of Fig. I 

assume a rectangular selectivity curve for the 
pre -detector circuits : Stumpers also gives figures 
for a curve of Gaussian form, but the results 
from this are not substantially different and do 
not, in the present writer's view, approximate 
any more nearly to practical conditions. In 
practical cases, where the curve is not rectangular, 
df must be taken as the ' power bandwidth ' 

Sa m2S di I 

i 1-00 

defined by 2df = .1 S. df 
Smax r -co 

A further limitation on accuracy is that the 
noise output is not strictly independent of devia- 
tion of the carrier : (see Stumpers3 p. Io90). 
It is felt that it is justifiable to neglect this second - 
order effect in practice, since it will only occur at 
large deviations where the noise will be usually 
masked by the modulation. This effect should 
not be confused with the large effects of deviation 
or detuning when the limiter is not in operation 
and the balance of the discriminator is relicd upon 
for noise reduction. However, it does mean that 
signal/noise ratio deteriorates appreciably with 
mistuning even with a perfect limiter in action. 
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Fig. 4. Increase in signal input required to restore 
output signal/noise ratio if pre -detector bandwidth 
is made wider than ideally necessary (i.e., if df>f 
for fin. or if df>f for a.m.). Full lines for 

fin., dashed lines for a.m. 

Curves arc also given by Stumpers for the case 
where pre -emphasis at the transmitter enables a 
de -emphasis filter to be inserted at the receiver. 
For the case of a high fidelity system where 

fa = 15 kc/s and the filter time constant is 75 
microseconds (3 db cut at 2 kc/s), the output 
signal/noise ratio is improved by 12 db approx. 
when S/N is > to. For lower values of S/N, the 
output noise spectrum progressive changes from 
one increasing linearly with frequency to one 
roughly uniform over the audio band (and thus 
similar to that obtained on a.m.) : the improve- 
ment from pre -emphasis thus becomes smaller 
and eventually falls to about 6 db for S/N = i 
on f.m., where it is equal to that obtained for a.m. 
For a communication system having fa = 3 kc/s, 
since the maximum permissible pre -emphasis is 
about 3 db at I.5.kc/s (time constant too micro- 
seconds) it is clear that the gains in signal/noise 
ratio will be much less and for an output signal/ 
noise ratio of to to 20 db (i.e., for S/N values 
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around i to 2) the gain from pre -emphasis will 
be small (about 2 db) and not materially different 
for a.m. and for f.m. 

3. Practical Conclusions 
It is important to emphasize at the outset that, 

while there is no reason why the curves of Fig. 3, 
for a.m. should not hold under practical con- 
ditions, the curves for f.m. represent an ideal 
receiver, and results from actual receivers will be 
worse for two reasons :- 

(a) It is assumed that the peak deviation (8f) 
can be made equal to half the power bandwidth. 
Even for a good ' square ' bandpass, this would 
entail loss of linearity for high mcdulations and, 
in practice, a df of 1.38f to 28f must be allowed for. 
From Fig. 4, an increase of z to 4 db in signal 
input will be required to restore the a.f. signal/ 
noise ratio when the latter is of the order of 
10-20 db. In certain cases, notably where a 
small deviation is used at v.h.f., the i.f. bandwidth 
will have to be made much greater than the 
deviation in order to cover possible frequency 
drift : here the signal/noise ratio will be notice- 
ably worsened. 

(b) The detector will not necessarily be com- 
pletely insensitive to the amplitude modulation 
energy in the noise. The correction required here 
will by less than I db with really good limiting 
and accurate tuning, but may be quite large for 
small signals in receivers of inadequate sensitivity: 
in such cases, the signal/noise ratio will be sharply 
dependent upon the exact centering of the carrier 
and the symmetry of the tuned circuits, and the 
noise will increase notably with modulation. 

An increase of 3 db in signal at small inputs, 
falling to o db at larger inputs (see Fig. 4) is 
considered adequate to cover the above factors 
for a really efficient practical f.m. receiver : our 
conclusions for such a receiver are expressed in 
the table. 

TABLE 
R.F. INPUTS required for a given output signal/noise 
ratio (expressed relative to an a.m. receiver having 

4f = fa.) 

aflf,, 
Required 

odb 

A.F. Signal/Noise 
Ratio 

iodb 2o db I 4o db 

Amplitude 
Modulation Io 

odb 
3 

odb 
1 i 

odb 
o 

odb 
o 

I00 7 +4 
I -I ; o 

-2 -2 
Frequency 2 -i-3 -2 -ci -Io 
Modulation 5 +5 -1 -8 -18 

Io +6 1-2 -6 -22 

In this table, comparisons are of course only 
to be made in the vertical columns : the deviation 

ratio may be taken as three-quarters of the band 
ratio quoted in the table. 

As regards, then, a communications receiver 
for telephony, we conclude :- 

(i) The f.m. receiver should be equal to, or 
slightly better than, the a.m. receiver as regards 
range of intelligible reception, provided that it has 
(a) a limiter fully operative at the smallest in- 
puts, (b) an i.f. curve shape not far from rect- 
angular and an i.f. bandwidth not exceeding 3 
times the deviation, (c) a suitable deviation 
ratio (not exceeding 4), A small improvement 
(some 2 db), may be obtained for both a.m. and 
f.m. by pre -emphasis. Accurate tuning is 
assumed. 

(ii) If, however, these conditions are not 
satisfied, the a.m. receiver will tend to have an 
advantage . In particular, the citi ctive sensitivity 
of an a.m. receiver is but little affected in most 
practical cases by the pre -detector bandwidth (see 
previous paper2 for examples) but, in the case of 
f.m. communication receivers, it is essential that 
the pre -detector bandwith be kept dcwn to the 
minimum compatible with the requirements of 
the signal deviation. As an example, an increase 
in bandwidth from df = 5fa to df = sofa could 
lower the a.f. signal/noise ratio from 18 db to 
6 db (for m8f = 4fa and Sr = ro db). For high 
quality broadcast reception, however, the pre - 
detector bandwidth ceases to be important, as 
indicated by Fig. 4. 

As an extreme case where a.m. will give superior 
signal/noise ratio and range, we may take a 
miniature portable receiver on, say, i6o Mc/s, 
where the normal ± o.or% overall frequency 
stability on both receiver and transmitter imposes 
a bandwidth of at least 8o kc/s for - 3 db and 
gain is insufficient (due to space and weight 
limitations) to permit of efficient limiting below, 
say, Io µV. Accurate centering of the receiver 
discriminator on the transmitter is likewise im- 
practical and it is clear enough that the input for 
ro db signal/noise ratio for f.m. will be appreci- 
ably greater than that for a.m., whether wide or 
narrow deviation is used. At the other extreme, 
of course, we have the usual high quality broad- 
cast receiver, where the range for 40 db audio 
signal/noise ratio will be nearly three times 
better with f.m. than with a.m. 

In the only practical example in which the 
writer has made actualcomparative measurements 
(a battery -operated Services f.m. set), it was found 
that an input of 1.2 µV was the minimum for 
intelligible signals with f.m. and gave an a.f. 
signal/noise ratio of o db for 30% modulation : 

the same figure for minimum input was obtained 
on changing the detector to operate on a.m. In 
this case, the limiter was not fully operative at 
the inputs in question and the i.f. curve was that 
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obtained from four tuned circuits in cascade : 

df was about 15 kc/s and 8f was about ro kcls. 
If tho receiver was slightly detuned, results 

were of course worse on f.m. than on a.m. 
Since the above was written, a paper entitled 

" Theoretical Signal -to -Noise Ratios in F.M. 
Receivers " by D. Middleton, has appeared in the 
Journal of Applied Physics for April 1949. This 
paper treats the subject exhaustively from a 
mathematical point of view ; the practical aspects 

are touched on somewhat briefly, and the con- 
clusions are slightly different from those in the 
present paper, owing to different assumptions 
(mainly a Gaussian shape of response character- 
istic in place of a rectangular shape). 
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CORRESPONDENCE 
Letters to the Editor on technical _,objects are always welcome. In publishing such communications 

the Editors do not necessarily endorse any technical or general statements which they may contain. 

Change of Mutual Conductance with Frequency 

SIR,-The October 1949 Wireless Engineer published 
a paperi on this subject which was based on the operating 
characteristics of pentode -type valves. New valves 
exhibited little frequency dependence o! the mutual 
conductance, g but valves operated over loco hours 
showed marked reduction in g, with decreasing frequency 
between o7 and lob c/s. This frequency dependence 
of gain was explained as arising from a parallel resistance - 
capacitance impedance in the cathode circuit causing 
negative feedback. This impedance was associated 
with a change in the physical nature of the oxide cathode 
interface. The hypothesis was offered that the electrical 
contact between the oxide coating and the base metal 
deteriorated during the life of the valve. When this 
occurred only a few points of contact bridged the thin 
vacuum gap separating the base metal and coating, 
thus forming effectively a parallel RC impedance to 

Anode current pulses of 7AD7 pentode with r5 -µsec 
grad pulse driving the grid from - 20V to zero with 

an anode supply of 400 V. 

the normal flow of electron current from the base metal 
into the coating. 

A study2 has been made of the decay of anode current 
passed by a pentode when a square voltage pulse is 

applied to the grid. These results were also interpreted 
in terms of a parallel RC impedance at the oxide cathode 
interface but the physical model offered to explain the 
impedance used the development of a homogeneous 
interface compound, sandwiched between the coating 
and base metal, having a low conductivity. It seems 
likely that this rather than the inhomogeneous, poor 
contact hypothesis is the correct explanation of the 
change of g,,, observed by Raudorf. The figure shows the 
anode current pulses passed by a type 7AD7 pentode 
upon the application of a 15 -µsec grid pulse sufficient 
to drive the control grid from cut-off to zsro bias. The 
decay is readily apparent and is more pronounced at 
lower temperatures. Following the initial pulse a 
second pulse is applied after a varying time delay. When 
the time delay is short the initial current is less than 
that for the first pulse. A number of these for different 
delays are superimposed to form the figure. The recovery 
of anode current to the initial value obtainable at the 
beginning of the first pulse may be seen. The decay 
constant (time for the plate current to decrease to lie 
of its initial value) and the recovery constant, similarly 
defined, are seen to be different and to be temperature 
dependent. Using the equations for degenerative 
feedback amplifiers the two-time constants are : 

Decay constant, D = RC/(1+g,mR).. .. (i) 

Recovery constant D' = RC .. .. .. (2) 

where R and C are the resistance and capacitance of the 
interface. From an experimental evaluation of D, 
D' and g,,, values of R and C may be obtained. Tabulated 
below are the results of this study which seem pertinent 
to the association of the impedance with an interface 
compound. 

1. Cathodes of valves made using a pure nickel base 
metal do not develop the decay. 

2. Cathodes of valves made using a nickel base metal 
containing o.i to 0.2 per cent silicon do develop 
the decay. 

3. X-ray diffraction patterns of cathodes made on 
silicon nickel show an interface of Ba2SiO4 ap- 
proximately 10-4 cm thick. New cathodes have 
no decay and no interface compound. 

4. The measured interface resistance and thickness 
are consistent with values3 of the specific electrical 
conductivity of Ba2SiO4. The temperature depend - 
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ence of resistance is that to be expected of a semi- 
conductor. 

5. The measured interface capacitance is independent 
of temperature and is consistent with the measured 
interface thickness and an assumed dielectric 
constant of ro. 

Similarities between our observed decay phenomena 
and the reported frequency dependence of g, are as 
follows : 

t. Both effects develop during the same life period 
of the valve. 

2. Decay constants of about r µsec are consistent 
with the frequency dependence between 107 and 
I05 C/s. 

3. Values of R and C obtained using the two methods 
of analysis are essentially the same, C 2 x ro4 pF 
and R roo O. 

4. Cathode sparking has been associated with the 
development of both interface models, see Ref. 3. 

Because of these similarities it is suggested that the 
two phenomena arise from the same physical model. 
Since the base metal composition used is not specified 
by Raudorf it cannot be assumed that the interface 
compound in his valves is Ba2SiO4; however, many 
reducing impurities found in commercial cathode cores 
are capable of forming other interface compounds.4 In 
addition to adequately accounting for the frequency 
dependence of g, our model based on a growth in inter- 
face thickness with life offers an explanation for the 
reduction in capacitance with increasing resistance as 
reported by Raudorf. This was not explained by the 
poor contact hypothesis which accounts only for the 
resistance increasing with cathode life. 

From the standpoint of practical cathode operation 
it is of interest to note that the decay phenomena 
develops more readily5 in valves operated under cut-off 
conditions than under class A operation. This we 
attribute to the development of unactivated Ba2SiO4 
in the former case since the interface is formed in both 
types of operation. Previous study3 showed that this 
interface compound could be activated by electron 
current flow. A detailed account of these and other 
experiments is being prepared for publication elsewhere. 

Department of Physics, A. EISENSTEIN 
University of Missouri. 

W. Raudorf, Wireless Engineer, October 1949. 
A. Eisenstein, paper presented at American Physical Society meeting, 

November 25, 1949. 
A. Eisenstein, J. appl. Phys. Vol. 20, No. 776, 1949. 
D. A. Wright, Proc. Phys. Soc. B, Vol. 62, p. 188, 1949. 
Results obtained at the M.I.T. Servomechanisms Laboratory. The 

writer is indebted to E. S. Rich of that laboratory for suprlying valves 
used in this study. 

A Problem - An Answer 
In the February issue we published an enquiry from 

a reader. Mr. A. T. Starr, of Standard Telecommunica- 
tion Laboratories Ltd., gives the following answer :- 

" Regarding the problem of finding the monotonic 
function with the fastest rate of rise, the solution is very 
old and is contained in almost any book on Analysis or 
Operational Calculus. It is well known that 

d 
J e ñ o, t < o. 

2711 
c -jam 

r,t > o. 

To prove this it is only necessary to complete the 
contour by a large semi -circle to the right for t<o, when 
the integral is zero : when t>o the semi -circle must be 
to the left and then there is a pole at A = o at which 
the residue is unity. Thus if f(A) = 1/A, the time function 

rises instantaneously from zero to unity at t = o : it is 
thus monotonic and has an infinite rate of rise. 

If I may guess what is in the reader's mind, I should 
say that he wants the solution of an amplifier with a 
monotonic response and fastest rate of rise. This 
problem cannot be said to be solved, but it is possible 
that the work of W. E. Thomson, Wireless Engineer, 
January 1947, has approached, if not actually obtained, 
the solution." [En.] 

STANDARD FREQUENCY TRANSMISSIONS 
From 1st February 195o standard frequencies are 

being transmitted from Rugby on 6o kc/s, 5Mc/s and 
to Mc/s with powers of to kW. The times of transmis- 
sion are : 6o kc/s, 1029-1045; 5 Mc/s, 0544-0615; ro 
Mc/s, 0629-0700; all times being G.M.T. The accuracy 
is within two parts in to8 and is monitored by the National 
Physical Laboratory to which all enquiries and com- 
ments should be addressed at Teddington, Middlesex. 

Each transmission is modulated with the following 
15 -minute cycle : 

Modulation, Slow morse call sign (MSI.) followed by speech. at 59-00, 
14-15, 29-30, 44-45, minutes past the hour. 

Modulation, 1,000-c 's tone, at 0005, 15-211, :91-:35, 45-50 minutes past 
the hour. 

No modulation, at 05-14, 20129, :35-44, 511 50 minutes past the hour. 

INSTITUTION OF ELECTRICAL 
ENGINEERS 

The following meetings will be held at the LE.E., 
Victoria Embankment, Savoy Place, London, W.C.2, 
commencing at 5.3o :- 

March 15th, " The Structure, Electrical Properties and 
Applications of the Barium-Titanate Class of Ceramic 
Materials," Prof. Willis Jackson. 

March 27th, " The Operation and Maintenance of 
Television Outside -Broadcast Equipment," T. H. 
Bridgewater. 

March 3oth, Symposium of Papers on the M.K.S. 
System of Units. 

April 3rd, Discussion meeting on " The Place of the 
Model in Teaching," opened by D. G. Sandeman. 

April 12th, " A Review of some Television Pick-up 
Tubes," J. D. McGee, and " The Design of a Television 
Camera Channel for use with the C.P.S. Emitron," 
E. L. C. White and M. G. Harker. 

BRITISH INSTITUTION OF RADIO 
ENGINEERS 

During March the following meetings will be held :- 
London Section. March 23rd, at 6.30, at the London 

School of Hygiene & Tropical Medicine, Keppel St., 
W.C.1 ; " High h Performance Television Monitors," by 
J. E. Jacobs. 

West Midlands Section. March 22nd, at 7.0, at the 
Wolverhampton & Staffordshire Technical College, 
Wulfruna St., Wolverhampton ; " Radio Interference 
with Broadcast Reception," by A. A. Devey. 

North-Eastern Section. March t5th, at 6.o, at Neville 
Hall, Westgate Rd., Newcastle -on -Tyne ; " Electrical 
Breakdown of Gases at Ultra High Frequencies," by 
Dr. Prowse. 

South Midlands Section. March 3oth, at 7.0, at the 
Coventry Technical College, Room A5. " Electronics 
and the Brain," by H. W. Shipton. 
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WIRELESS PATENTS 
A Summary of Recently Accepted Specifications 

The following abstracts are prepared, with the permission of the Controller of H.M. Stationery Office, from 
Specifications obtainable at the Patent Office, 25, Southampton Buildings, London, W.C.2, price 21- each. 

ACOUSTICS AND AUDIO -FREQUENCY CIRCUITS 
AND APPARATUS 

627 639.-Moving-coil loudspeaker in which the output 
transformer acts as the field -producing magnet ; this is 
stated to give a volume expansion effect. 

E. K. Cole Ltd. and E. L. Hutchings. Application date 
April 3rd, 1947. 

AERIALS AND AERIAL SYSTEMS 
627 68q.-Aerial for ships for use at u.h.f. employing 
conductive cones designed to give omni-directional 
radiation. 

Marconi's Wireless Telegraph Co. Ltd. (assignees of 
J. B. Atwood). Convention date (U.S.A.) May 4th, 1942. 

627 o9r.-Tunable waveguide in which the tuning cup is 
associated with a loading element adjustable relatively 
to the cup. 

Hazeltine Corporation (assignees of J. A. Rado). 
Convention date (U.S.A.) March 3oth, 1946. 

627 092.-Waveguide in which the tuning cup is 
supported by a dielectric ring bearing against a con- 
ducting surface of the guide. 

Hazeltine Corporation (assignees of J. A. Rado). 
Convention date (U.S.A.) March 27th, 1946. 

RECEIVING CIRCUITS AND APPARATUS 
(See also under Television) 

627 238.-Stability is ensured in a high gain i.f. amplifier 
by a frequency multiplier in the i.f. channel. 

Bendix Aviation Corporation. Convention date (U.S.A.) 
December 13th, 1945. 

627 412.-Tuning aid for f.m. receivers in which stray 
a.f. voltages, applied to the tuning control by the fingers, 
are used for amplitude modulation of the signal whereby 
circuit tuning is indicated by minimum response to such 
modulation. 

Philco Corporation.. Convention date (U.S.A.) February 
26th, 1946. 

627 985.-Amplitude-limiting detector circuit in which 
positive and negative half cycles are separately limited 
and combined with modulated oscillations to give a 
degree of asymmetry dependent on the original 
modulation. 

-llarruni's Wireless Telegraph Co. Ltd. (assignees of 
.11. G. Crosby). Convention date (U.S.A.) July 31st, 1945. 

TELEViSION CIRCUITS AND APPARATUS 
FOR TRANSYIISSION AND RECEPTION 

627 528.-Scanning-beam transmitting tube in which all 
but the fastest of the repelled electrons are prevented 
from reaching the amplifying system. 

Compagnie Pour La Fabrication des Compteurs et 
Materiel d'Usines A Gas. Convention date (France) 
Spetember loth, 1946. 

627 568.-Television receiver in which the tube is in a 
pivoted carrier so that the viewing screen can be raised 
above the top of the cabinet for use. 

P.R.T. Laboratories Ltd., H. Baybut and A. J. Gale. 
Application date June 5th, 1946. 

627 588.-Saw-tooth generator operative only after 
receipt of a control pulse which is applied to a charging 
valve and to a valve ontrolling the discharging valve. 

Sadir-Carpentier. Conv°ration date (France) May 71h, 

1945. 
628 015.-Television system using time -modulated sound 
pulses superimposed on blanking pulses, the particular 
method of producing the composite signal being 
described. 

Standard Telephones and Cables Ltd. (assignees of 
N. H. Young Jr.). Convention date (U.S.A.) March 3oth, 
1946. 

CONSTRUCTION OF ELECTRON -DISCHARGE 
DEVICES 

6z6 28q.-A cavity -resonator valve in which electrons 
are injected from outside the cavity wall through a grid 
and having a reflector electrode within an opening 
opposite the grid, the said electrode being insulated so 
that it may have a different steady potential. 

The British Thomson -Houston Company Limited, and 
W. J. Scott. Application date February 2nd, 1944. 

626 687.-Combined thermionic valves and waveguides 
for high frequencies, in which one of the waveguides is 
provided with two spaced shorting bridges selected in 
position so that the impedance of the waveguide is 
matched to the valve. 

The General Electric Company and E. G. James. 
Application date February 9th, 1944. 

627 287.-Magnetron anode structure formed by the 
brazed assembly of metal rings plated with a fusible 
metal. 

Marconi's Wireless Telegraph Co. Ltd. (assignees of 
L. P. Garner). Convention date (U.S.A.) May 3oth, 1942. 

627 980.-Velocity-modulation valve in which the end 
walls of the cavities are arranged as a deformable 
diaphragm for tuning control. 

Compagnie Generale de Telegraphic san> Fil. Con- 
vention date (France) .)/arch 25th, 1944. 

SUBSIDIARY APPARATUS AND MATERIALS 
626 973.-A u.h.f. wavemeter embodies a resonant line 
tunable by a cup -shaped element adjustable around the 
end of an inner conductor of the line, means being 
included for indicating resonance. 

W. A. W. Williams and B. Solley. Application date 
October 5th, 1946. 

627 113.-A capacitor includes a compressed powdered 
ceramic dielectric whereby the capacitance can be varied 
by the voltage applied to the capacitor plates . 

Radio Corporation of America (assignees of H. L. 
Donley and C. Wentworth). Convention date (U.S.A.) 
April 27th, 1946. 

627 6o8.-Piezo-crustal circuit using several crystals of 
the sam 2 frequency with loss couplings between them to 
damp out unwanted frequencies. 

Marconi's Wireless Telegraph Company Ltd. and 
W. S. Mortley. Application date December 5th, 1946. 

627 87o. -A band-pass filter of the resonant line type 
having tandem -connected parallel -disposed elements and 
coupling members arranged to disturb the natural 
coupling between said elements. 

Hazeltine Corporation (assignees of H. .4. Wheeler). 
Convention date (IT.S..4.), November 8th, 1945. 
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