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SOME DESIGN CONSIDERATIONS FOR
LINKS CARRYING MULTICHANNEL
TELEPHONY
PART II

By S. Fepipa, B.Sc.(Eng.),(Hons.), A.C.G.I.,, AM.LLE.E.
AND
D. S. Paimer, M.A., F.F.A.

In Part I of this article a survey of some of the important factors affectingthe design
of links conveying multichannel telephony signals was given. This survey covered the
amplitude and phase linearity of terminal modulators, demodulators and associated I1.F.
amplifiers, the phase linearity of the repeaters, the effect of weak echoes due to feeder
mismatches or multipath propagation and some of the lesting methods which have been
Jound useful in the design of suitable equipment.

In this, the second part, the calculation of intermodulation distortion is treated.

INTERMODULATION DISTORTION DUE TO AMPLITUDE
NON-LINEARITY
General

E shall assume here that the non-linear system has a transfer characteristic
of the form

Vo=ayVi+a, V2 4a V2 + ... Fa, V2 (1)

where a;, a5, ...., a, are constants which are independent of frequency.

The input signal into the system is made up of a large number of tones having
random amplitudes and phases, fairly closely simulating random noise. The input
spectrum need not necessarily be uniform. In fact, cases of non-uniform input
spectra will be examined in some detail.

(1)
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Symbols used

N = total number of channels carried by the multichannel system.

/1, /o = lowest and highest frequencies in signal band.

tn, = n®" harmonic power in mW, produced by that sinusoidal input,
which gives a fundamental output power of 1 mW.

T, = total #*h order distortion power in mW.

P =total fundamental power in mW at the output of the system,

measured at a point of zero level.
These symbols are the same as those used by Brockbank and Wass(3).

Harmonic Powers of Single Tones
If we assume the input voltage to be a single pure sine wave
V,=1vsinx (2)
then the output voltage is
Vo=ayvysinx + ayv2sin?x + ... + ap v®sin® x (3)

The second and third harmonics produced by the second and third terms are given
by the expansion
ay vy?

2

3
(1 — cos 2x) + Zﬁfl

Vo = a; v, sin x (3 sin ¥ — sin 3x) (4)

If R is the load impedance across the output of the system, then the fundamental
and the harmonic output powers are:

1 -
Pp = R (a,% v,%) ©)
1 [a, v,2\2
PH2 o= ﬁ ( 22 1) (6)
1 fa, v,3\2 \
Puy =95 (_;r) (7)

We can express the harmonic powers in terms of the fundamental output power by
combining equations (5), (6) and (7), thus:

2R

v = .2 Py
a,® 4R*P®  a*R ,
Puy =gp ¥ Al T 9 p Py (8)
_ 4g* 8R¥P? 4l RE_ 9
Pro=goR “ag = aae I )

If we take our unit of power as 1 mW, and make P, = 1, we obtain from (8) and (9)

a2 R
= =S¢ 10
2a (10

(2)

ty
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PR

=

(11)

In general the nth harmonic is produced, almost exclusively, by the #th term of the
expansion (3), which contains sin® x. We have

. 1 [+sinnx I nsin (n—2)x
By = —5 4+ ... 12
S H = oy [i cos nx T cos (n—2)x - (12)
(see Dwight'! p. 69) and consequently
1 fa, v"\? )
= (5 o
a 2 . a ) 21\ Rn
PHn = Zznini R X = i_‘)-zH;nfR ;{IEH P (14)
a.2 n-1 _
P“n = 22—1 a.2n pyt (13)
a,® Rn—! .
and by = Guoi (16)
Equations (8), (9) and (15) can now be simplified and rewritten
PH.2=I€2PFZ (17)
Py, = t; P (18)
Py =t P&® (19)

n

Harmonic and Intermodulation Powers of Two Sinusoidal Tones
Let us now assume that two sinusoidal tones, »; sin x and v, sin y, are simul-
| taneously applied to the system.
y The output voltage is
Vo =ay (vysinx + vysiny) + a, (v;sinx + vy,sin v)® + ay (vysinx -+ vysiny)? + ...,
(20)
This can be expanded to:
7y = ay (v; sin x -+ ©, sin y)

o 2 g

+ ay [dl (1—cos2x) 4+ v;vyc08 (x — y) — vy vpc0s (v -+ 4) + U;h (1—cos 2_\/)]

o

0.3 . . 3 ) . .
-+ ay [Ll (3sinx —sin 3 x) — i U2 vy Sin (2% + v) -+ | 2,2 vy sin (2 x — y)

s

3 . 3 . 3 .
~ 3 v U2 sin (2y -+ x) -F 1 v U2 sin (2y — x) -+ 1’2— (3 sin y — sin 3y)] S
(Zh

In addition to harmonics, we have cross products or intermodulation terms.
The fundamental, harmonic and intermodulation powers are as follows:

1 a2 0,2
3 R

2,2
1 a? v,
Pr, =5 -

[Fundamental: PF1 = 2 R

(3)

|
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. 1 (2 2 1 2\ 2
Harmonics: Payy = o5 (%I—L) , Puy, = 5% (%)
1 fasv®\? 1 fa; v,2\?2
e (50 (]
. 2 .
Intermodulation: P, = B (ay v; vy)2

2 (3 2 2 /3 2
Py =35 (1“37)127)2) +ﬁ(za3v1v22)

The harmonic and intermodulation powers can be expressed in terms of the distortion
coefficients #,, and the fundamental power, as follows:

Py, = t, (Pr® + Pr?) ) (22)
PHs =1l (PF13 + P"‘zg) (23)
4a,2 R
2 = ~—&2IT~ .PFI Py, = 80, Pp Py, (24)
9“32R2P P. (P. 1P -+ 25
Py :—2—51? v, Pr, (Pr, + F2):18t3PF1PF2(PF1 FPy,) (25)
Let us now assume that the two tones are of equal amplitude,
. P,
1.€e. PFL:PFZZ”Z‘F
We have then
1
Py, = 5 b2 P2 (26)
1
Py, = it 85 (27)
P, =21, P2 (28)
9
Py =58P (29)

If we compare equations (28) and (29) with (17) and (18), we see that by replacing
the single tone by two tones delivering the same fundamental power output, we have
increased the amount of distortion (mainly intermodulation) by factors of 2:5 and
475 respectively. The harmonic powers also become relatively insignificant.

If the two input voltages v, and v, are each equal to half the original voltage v,,
of equation (2), we have

1

PFIZPFZZEPF (30)
Pon I

= = g = tc) P‘ 31
Ppl P[rl 2 F ( )

and from equation (17)

Py,
52 =t, Py (32)

e

r

(4)
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The second order harmonic margin* is equal to the second order intermodulation
margin* for the test conditions stated above,

Harmonics and Intermodulation Products for Large Numbers of Tones

If the number of simultaneous tones is very large, the amount of intermodulation
power vastly exceeds the amount of harmonic power. Already for two tones only we
can sec from equations (26) to (29) that the harmonic powers are pretty well
negligible.

To approach the case of a random noise input, with a continuous spectrum, take
the input signal to be

Vi=wvsinxy 4 v,siny + ... (33)
made up of » terms (» is large). The n®® order products come from the term
ay (v sin x + vy sin y 4- .. .)0

where 7 is usually small and always much less than ». If this term is expanded, it
gives r™ separate terms, and of these a number _
m=v{F—1)...0r—n-1) (34)

involve 7 different frequencies. The ratio

_:(1_1) (1_‘)) <1_”;1) (35)

approaches unity as the number of terms 7 increases.

IFor example for » = 100 and 7 = 4, the ratio m/rt = -99 x ‘98 x 97 — -94].
It follows that only the terms with » different frequencies need be considered when
7 1s large, provided one, or more, of the input signals is not much greater than the rest.
More n'" order terms will come from the (1 4- 2)™, (% + 4)th power, but these will be
terms for which two or more frequencies are equal, and hence a negligible fraction
when 7 is large. Moreover, they are multiplied by a, +2 etc. which is generally much
smaller than a,,.

A typical term of the expansion of (33) containing # different frequencies is

nlhayvg vy, o..oSinyLsinx, L (n terms) (36)

since there are 2/ possible ways of selecting it.

For instance, for »r = 4, 7 = 3 we have
(@+b4c+dP=a®+ b+ 3+ 43

+ 3(ab® 4 a?b + ac® + a%c + ad® + a®d + be? - b2c
+ cd® 4 c2d + db? + d?b)
+ 6(abe + bed + cda + dab)

The total number of terms is /™ = 64. Of these r(r —1) (r —2) = 24 contain
three different factors, which fall into groups of n/ =6, having identical factors.
When 7 is large this type of product predominates.

The typical term (36) can now be expanded into sum and difference frequency
terms as follows: Tor

=2 sinxsinx, = 5 [c0s (x; — Xp) —cos (¥ 4 x,)] (36a)

DOt —

~ *We define a harmonic margin as the ratio of harmonic power to fundamental power
Similarly the intermodulation margin is defined in the same way. Pgy refers to the second order
sum term, while Py_ refers to the difference term.

(5)
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n=3 sinx, sin x, sin x, == i {—sin (x; + x5+ x3) + sin (; -+ x, —23)
+ sin (x;— x5+ %) +sin (—x; -+ x, -+ %)}  (36b)
+ %o -+ X3+ %) —cOs (—x; + %, + x5+ x,)

n=4  sin x sin x, sin x; sin x, == é {cos (x,
~—COS (o3 — X+ Xy -+ xy) —COS (2 + x5 —2x5 + x,)

—COS (% + X+ X5 —2%,) 4 €OS (¥; + x5 — x5 —x,)
+¢08 (3 —x5 —x5 -+ %) + COS (%] — %y + x5 — %) }
. (36¢)
The general result, which can be proved by induction, is:

For n terms sin x; sin x, sin %, . ... sin x,

1
=Q—m{i<s/c<x1+..+xn>is/c&xli..ixn;-lts/c&xli..imi....}

all -+ one — two — (37)
n(n—1)
2

4

1 term 7 terms. terms.

Here s/, means sine for 7 odd and cosine for # even. The total number of terms is
on-1,

The power in a typical %" order term such as (36) is
1 n! a.\2 . |
]5 == 272 0 (T—ID) ('Dxl 'sz L, 'Z'Xn)z . 9n-1 (38)

nl?aq,?
: T 2
TITR‘" "xl sz IUX3 0000 (39)

and the total %™ order intermodulation power is

nl?ay? Z
= (“n R v\l X X ct s (40)
summed over all combinations of » different x,, x,, ... x,, out of 7.
Now (v 4+ 12 + L Fv,00 =/ E Uy, o0 o i @ (41)

where the «’s are all different, since the other components can be neglected for the
reasons given at the begmmng of this paragraph.

It follows that

Ty =0 o o2 4 4o (42)
If P is the fundamental output power we have

P = 2% @+ 02+ ... 42 (43)
and

Ty = ’;;“132 Cf) pr (44)




=
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2 pn—1

a,? R -
T, ==mnl- n_a a— P (45)

and from (16)
: T,=28"tyult Pn (46)

Transition to Continuous Spectra

We shall assume that the case of a continuous signal spectrum is the limiting
case investigated in the preceding section, where, without loss of generality we could

take:
X1 :fl + Af, %, =f; + 2Af, e X = f1 7/Af:f2‘

The output spectrum in a small bandwidth df is:

dP = @(f) df
while in the discrete case the output power due to a component v; sin x¢ is
a e
| AP; = ‘)}E Ve?
The power per unit bandwidth is
APy a® T7¢
Af 2R Af

which, in the limit, becomes the power spectrum @(f) and we have

P a;? Ve
Hf_q)(f) 9RL1m1tOfAf

()
and Iy = A/ M for a very large number of terms.

a.®
The power in an individual #th order term is, {rom equation (39)

/2 2
R

which in the limit could be written as

2 Rn—l
4P, -dP,...dP, (47)

, a
dp =n/2 -2
a

The product in (47) contains each power element once only in whichever P it occurs,

and hence it is 1/n/ of the product with all elements occurring in each factor. Therefore
we can write

T—2n1n/z‘fdpfdP fdP = 2=l /¢ PP (48)
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Intermodulation Spectra

If now we return to equation (47) and introduce the value of f, given by
equation (16)

tn _ an2 Rn—l
211—1 a12ll
we obtain
dp = nl220-1 ¢ dp, - P, ...dP, (49)

The »™ order intermodulation power dp, falling within a small frequency band
at frequency f, say, is proportional to the product of the signal powers dP;, dP,, . . dP,),

falling within small bands at frequencies Jfi» far .. fo such that intermodulation’

products of the type x -+ vy - z .., are at frequency f.

Take for example the case of second order intermodulation terms. They are of
the type x 4+ y and x — y. The intermodulation power dp, at frequency f, is propor-
tional to the product of the signal powers falling at frequencies » and v = f = 4,
for the sum terms, both 1 and v being signal frequencies. Thus, for every value of f,
we can determine a value of dp (taking sum and difference terms) and we can con-
sequently determine the frequency distribution of intermodulation powers (inter-
modulation spectra). '

We see from equations (36a), (36b) and (36c) that intermodulation powers are
weighted according to the type of term as follows:

1
28 order.  x Ly s
I Total power: 1
X —y X Q
, 1
Sdorder. x4y +2z Do
4 .
3 Total power: 1
X+y—z : q
1
4th order, X+ v+ 24w g
{
x4+y+z—w N Total power: 1
+ Z—w . \
x4y '3

Given that the input signal distribution is ®,, for the range f; < f < f,and zero outside
this range, the second order x 4 y distribution of intermodulation powers is

) = [ @ (/) O — 1) f (50)
taken between limits for which the integral is not zero.
Le.
{fl <f<r {fl <f<r
h<u—f<f, or (u—fo<f<u—f (d1)
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If 1w < 2f; or u > 2f,, these two conditions cannot be satisfied simultaneously, and
Oy = 0.

If 2f; <u < f; + f,, the limits for the integral are f; and u — f,.
If f; + f, <u < 2f, the limits are u — f, and f,.

Therefore for

u —f;
ofi<u<fitfo Ofu) = f ) Oy df (52)
. f,
hth<u<st o) = [ on eu—py 5)
Similarly the (¥ — y) distribution is
®; () — f Py (f) B, (u + f) df (54)

with limits given by
{fl <f </ {f1 <f </
or

h<u+[<f h—u<f<fy—u (55)
These only overlap if f; — f, < u < f, — f; (56)
Therefore for
-,
f-h<u<0 o =[] o oUtwy 7)
fa—u
O<u<himfi 056 = [ a0 e rug 59

[urther distributions are built up step by step in a similar way. If « is negative, as
it is in equation (57), no distinction is made and the spectra for equal positive and
negative u’s are added together.

By way of example we shall apply equations (52), (53), (57) and (58) to the case
of a uniform signal spectrum.
' 1

Here O {(f) = —— 59
1 f) f2 _fl ( )
the signal power in a small band, at frequency f, is
af
ar = af =
' ‘ l(f) f f2 _ fl
so that the total signal power is
j f A
£, fo—h
We have
/ u—fi g 1
2 <u< f; - (D'-u:f — af
1 J1 f2 2() £, f—fl fz_fl~
1
=y —2 60
e —fp % s

(9)
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Sitfo <u < 2f,

N\

N

4

N

N 1
Qﬂ)_f =Y

_ 2fs—wu

o2

(fo —f1)?

90N
V2222222222222

Yy

20

f—fa<u<O

f,
o5 = [ !

ho Go =727
_fz f‘fl‘f“”

(=H
(62)
\‘\ O<u<fo—fi
b fa_u af
9 DOy(u) = f s
) \ \/\ () f (f s — /1)
A \“ //l f — fl — U
/‘\i (e —R)?
E (63)
° 7 o B2 The complete spectrum, as
given by equations (60)-(63),
is plotted in Iig. 1b for
FiG. 1 Lh=1/f,=10
2nd order infermodulation distribution for f, = 10, f, =1
We have, for the above values of f; and f,
, u -— 2 Y 94 u
Dy(u) = 81 2<u<1l (DZ(”):—QT -9 <u<0
, 20 —u Y 9 —u
Dy (u) = S 11 <u < 20 Dy (u) = §i

O<u<?9
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The spectrum for —9 <u <0 1is folded back into the positive frequency
region and added to the spectrum for0 <u <9.

The amount of second order intermodulation power, falling within a small
band b, at frequency % is

dy = Dy(u) X b X 41, P
If for example b = 0-1 and » = 0, then
dy =4 t, P X g x 0-1
-8

st P2

where P is the total signal power.

Intermodulation Spectra for a ‘“ White Noise >’ Input
If the input spectrum is flat between the limits f,, f, the intermodulation

spectra can be simply derived from the x -y + 2z + @ + .... spectrum (sum
frequencies only) for the band 0, 1. -
Take the #t® order intermodulation distribution for x +y .. —2 —w —...

(i.e. for n — ¢ positive terms and ? negative terms), [@yly—¢
[@plnt (1) due = Oy(x) Oy(y) ... Dy(2) dx dy .. dz
W=xFyF . —r—w—. ..

where @, (u) = L in the range f; to f,, and zero outside.
fo— N
Change variables x, y, z etc. to X, Y, Z etc. as follows:
X =(x _fl)/(fz —f) ¥
Y = (y — f)/(fe — f) ete.
...... . (64)
Z = (fy — 2)[(fa — J1) etc.
and U=X+Y+ ..+ Z2+W+ ..
X, Y, .. range from 0 to 1, and U from 0 to #.
We also have:
x =fi+X(fo — /) ’
y =+ Y (f — 1)
...... (85)

w = fy — W (fo — f)
and i w=m—0f—th+U(fa—N (66)

The intermodulation spectrum in terms of the new variables is
F,(U)dU =F, (X) F, (Y)...F, (2)-dX -dY .. dZ
and we have F, (U) dU = [@],_ (u) du (67)

(11)
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Since # and U are linearly related (equation 66) and @, is uniform, the reversal of
sign between Z and z in (64) does not change the form of the distribution and the
®(x) and F(U) spectra are similar in shape and only differ by a shift of the frequency
scale, as specified by equation (686).

From (66) du = (fy — f)) dU (68)
therefore o) =Fa(U)/(fy — f) (69)
I " BAND(S, 1)

() (a)

] ! 2

wln

[}
T
[ ® /\ N
| 2 3 4
Fic. 2 Fic. 3
Basic  intermodulation spectrum Fo(U).  Input 2nd, 3rd and 4th order intermodulation spectra
signal band o to 1, sum terms only. Jor a level signal covering the band 3/4 to 1.

Fy(U) is the nt™ order spectrum for the band (0,1), with all terms positive, and
it is the only distribution which needs to be worked out.

For instance, ®;(x) for » — ¢ — 3 and {=21n the band f, =7 to f, =5 is
related to Fy (U) for the band 0, 1 and all positive terms. The lowest and highest «
are, according to (66), 1 and 11 respectively, which is correct since the lowest # comes
from three fives minus two sevens, while the highest comes from three sevens minus
two fives.

Taking the F distributions themselves Fy i1 (Ugyy) may be obtained by taking all
cases where the first # frequencies give U, (0 < U, < n), and the last givesx (0 <x <1).

(12)
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Therefore
Fn+1 (Un+1) = fFl (x) Fn (Un) dx and Uy +2x= Un+1

Fn+1 (Un+1) = JFI (x) /0 (Un+1 — x) dx (70)

We have F; = 1,0 < x <1 and F, = 0 outside this range of x so that
1

Fn+1 (Un+1) = f Fn (Un+1 —x) ax (71)

\
R,
NN

2 P 4
7, S~
o
-1 i l
2-5 378 5

FiG. 4
Amplitude intermodulation spectra for folf; = 5 (6o channel system).

1f we now change variables as follows:

Upgr —% =y forx =0,y = Uy
—dx = dy x=1,y=Uy4; —1
we have ‘
‘ Un+1
Fosr (Uns) = fU . an(y) dy (72)
n+l —

Thus the spectrum of order (# + 1) can be obtained simply from the %!t order
spectrum according to equation (72).

Fy(Uy) =1 O0<U;x1
=0 elsewhere

U,
F2(U2)=f 1dy = U, 0<U,<1
° (73)

1

Zf 1 dy =2—U, 1< U,<2
Vet (74)

(13)
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U,
Fy(U;) =f vy =2 U7 0< U< 1
0 (75)
1 3 3\2
=f ydy+f (2 —y)dy ZZ—(U3“§) 1< U< 2
a—1 1 (76)
= (2 —y) dy :%( — U,)? 2<U,;< 38
U;-1 (77)
U, 1 1 .
F,(U,) =f 5 0% dy =5 Us 0<U,<1
0 (78)
1

1, U, (3 3\?
i e [ ()
fU"_lzy vt a\rmg) @

_ _% U43+2U4%_2U4+§1< U, <2

(79)
2 3 3 2
= [oati=(=2) e
4 Ui g 1 22

+ . 5 (8 —y?2dy =§U43—4U42+10U4——§ 2<U,<3
- . (80)
:L é(3_3')2 dy :é(4_U4)3 3<U,<4
' (81)

¥ Given the basic spectra F(w), the procedure for determining the intermodulation
spectra for a given input spectrum, extending from f; to f,, is illustrated in the
following example. Let f, = % and f, = 1. The second order terms are as x +
and x — y. Taking the sum term first the relation between % and U is, from (66)

3,1
1w =2 X i - i U
w=15+025U.
We also have from equation (69)
Dy (n) = - =4 I,(0) (82)

For U=0u=15 U =2u = 2. Therefore the triangle of Fig. 2a is shifted to
the band 15 to 2 and its ordinates multiplied by 2.

In the case of the difference term » — vy, we have

3 1

1 1

(14)
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ForU=0u=—1 U =2u =+ 1 The triangle of Fig. 2a is now shifted to the

4

band — } to + % and the negative part folded back to double the positive part.
The complete 2nd order spectrum is thus as shown in Fig. 3a. Higher order spectra

N

RN

Ulta=1j) . 2 I 8 0

225 3-375 45

FiG. 5
Amplitude intermodulation spectra for folfy = 9 (120 channel system).

are obtained in the same way. Third and fourth order spectra are given in Figs.
3b and 3c.

—3
N&

AN

S

(21 i 2 I I 4 I
2-1 315 42

"Fic. 6
Amplitude intermodulation spectra for fo|f, = 21 (300 channel system).

It may be of interest to note that there is no distortion at the points §, 1}, 2%, 3
for all orders up to and including the fourth.
. Typical intermodulation spectra are given in Figs. 4 to 7 for various values of
Jfolfi- The frequency scale is normalised to the signal bandwidths.

(15)
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n Order Intermodulation Powers in a channel

The #* order intermodulation power dy, falling within a small band b, centred
at frequency f, can be deduced directly from the above figures.
If B is the signal band-

N width we have
2nd dy=T é F (83)

\ n B n(w)
H ENN where F () is the amplitude
\\ of the intermodulation
spectrum at the frequency
\ ) of the selected channel. In

\ - general % = ]—1\7 where N is
OW e the number of channels and
' * we have then

e 4. — Ta Falo)
Amplitude intermodulation specira for Solfi = 0. n = TN

wi=

1

(54)

Fy(w) may be obtained from Figs. 4 to 7, depending on the system used.

INTERMODULATION DISTORTION DUE TO PHASE
NON-LINEARITY
General

The distortion of f.m. signals in passive networks has been the subject of several
articles. A number of approximate formulae for the calculation of distortion have
been derived, and one which has been found extremely useful in problems demanding
solutions in general terms, is the quasi-stationary approximation of Van der Pol4.

According to this approximation the output signal Aw g,(f) obtained when an
f.m. signal Aw g(¢) is applied to a passive network is given by ‘

&) =) + 80 0'(6) + Ao g0 () + 2T E g 4 ] e

where ¢'(w),... ¢®)(w) are the derivatives of the phase response ¢(w), with respect
to the angular frequency . '
2
Let el(w) =1+ 1o (LT D0\ fg (O TP\ L, (86)
B B
2 2

where b is the bandwidth of the network (to 3 db say)
@y the angular centre frequency.
T1, Ta, €tc. group delay coefficients of the network

(16)
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We have, from equations (85) and (86)
dglt Ao gt Ao g(t)\?
golt) — g + 250 [ 15,2080 ( S )) +. } s7)

2 2
That the quasi-stationary approximation is not quite correct is clear enough from
the above formula. A system with a flat amplitude and linear phase response
(t, = 73 = ... = 0) should give an output signal equal to the input signal except for

a time delay.

According to equation (87) however we obtain

eot) = g0) + = “EY | (88)

and it appears that a quadrature component has been added to the input signal.
This of course cannot be true.1? ,

Harmonics of a Pure Tone
If the input signal is Af sin wgf, the output signal is Af g,(f) and we have

2
&of) = sin et + op cOS wel [TI + 7 (éBj) sin ot + T3 (%) sin? wef 4 } (89)

2 2

The amplitudes of the second and third harmonics produced are:

szﬁ)f'%ng'Af'sin 2wyt (90)
2
Hy = o (%() T3 Af - cos 3wyt (91)

It is clear, from equation (4) and equations (90) and (91), that the harmonics
produced by amplitude and phase distortion, respectively, are in phase quadrature
to one another.

The harmonic margins (ratio of amplitudes), are, in terms of the delay

coefficients:
H A 1 A
72 = oy (Bf) T =5 O (73][) e (92)

O N

where w, and w, are the frequencies of the harmonic terms.

The fundamental output power Py is, if d and R are constants of the discriminator
and line amplifier

w
Wi =

d? .
Py= oA f (94)

(17)
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while the harmonic powers are:

, d?. A 2
Plyy = g 0f2 %52 Af? (~B_f)

2

, d A4
PH3= 2R or? T2 Afz(F/)

If now we combine equations (94), (95) and (96) we obtain

2R
oy

, 2R \2
Py = (m) o’ 75" Py’

’
PH2

o Ty? Py?

These two formulae may be generalised by writing

P/an: "'y o Py =ty (1 wf)? Ped

(99)

(100)

" Here the coefficient 72 t'n may be defined as the #' harmonic power in mW, produced
by that sinusoidal input, which gives a fundamental output power of 1 mW, at an’
angular frequency w; of unity. Thus %%, corresponds to the coefficient t, for the

case of amplitude non-linearity.

Intermodulation Terms Produced by Two Sinusoidal Tones -

Let g(f) = sin w;f + sin wy¢ and assume that each tone has an amplitude of

$+ Af, we have
go(f) ==sin ;¢ + sin w,t

+ (@ coS wyf + wy COS wyl) [Tl + 7 % <%[> (sin w,f 4 sin wyf)

2

/

1 fAf\2, . .
4 731(?> (sin ¢ + sin wyf) —}—J

2

'(101)

There are four second and six third order terms, with the following amplitudes,

normalised to the amplitudes of each of the fundamental tones.

Second order terms

. 1 A 1
Harmonics i (20;) 7 (Ff) i (2w,) Ty (
A
Cross products % (07 + ) Ty (%l), % (0 — @) Ty (

(18)
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Third order teyms

Harmonics 15,890 % (%f ) 1 Bod) (%[)2 oy
Cross products 411 (2o + ) (A?f ) \
;1 (Zop + @) % (%gf) (105)
o)
oY)

The total fundamental output power is

R 7 AP Lap| = & ap
or |22 11 = IR

while the total second and third order harmonic and intermodulation powers are:
Py, =15 (0 + op?) Ps? (106)
Pi'z =1 [(‘01 + 0g)* + (o — (02)2] Pg?

Pq, =

3[w3+oﬁqPﬁ | (107)

OO\QO OO‘QO

P,i3 t'y [(2(’01 +. wg)? + (Zowp + @y)?

+ (2o — 0y)? + (2w, — 001)2] Pg?

It is clear, from this example, that the intermodulation power is larger than the
harmonic power and, that for large numbers of simultaneous tones, the latter is
negligible as compared with the former. Furthermore the amphtude of a given
harmonic, or intermodulation term, is proportional to its frequency.

Comparison of Amplitude and Phase Distortion

The power of each individual harmonic and intermodulation term, for amplitude
distortion, may be obtained, from equations (268) to (29), in terms of the power of
each fundamental term PF1' Thus

Py, =4, (Py)? (108)
Py, =9 (Pr)® (109)
Py, =1, (Py)® (110)
Py, =1, (Py) an)

(19)
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In the case of phase distortion, we have from equations (106) and (107)
P, =4 0%, (Pg)? (112)

Pi, =9 o'y (Py)? (113)
N\
1 XY
5 7% T\‘\_X\\

o ) 2 3 4

vz

Frc. 8
Intermodulation spectra due to phase distortion f,|f, = 5.

In general B = ¥, PR (114)
Py, = ¥’y (Po)y? (115)
Pn3 = o'y (Pg)® (116)

Here o is the frequency of the actual harmonic or intermodulation term.
It is useful to collect equations (108) to (116) in the following table.

PoweRrs or INDIVIDUAL HARMONIC AND INTERMODULATION TERMS
ARISING OoUT OF 7 EQuar TONES

Second order powers Third order powers
: ;
Harmonics Intermodulation | Harmonics | Intermodulation
Amplitude
distortion ty (Pr)y? 44y (Pg)y® t3 (Pr)® Y% (Py),®
Phase
distortion 0%’y (Pp)? 42’y (Pgp)y? %’y (Py),® 9w’y (Pph?®

o is the frequency of the harmonic or intermodulation term and (Pg), is the power
of each of the individual # tones.

(20)
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It is clear from the above table that it 1s possible to deduce the total distortion
power and the distortion spectra, for phase non-linearity, from the corresponding
distortion power and spectrum distributions already obtained for amplitude non-
linearity, simply by substituting £, by ¢'; and multiplying all terms by w2

Intermodulation Power due to Phase Distortion

The intermodulation spectrum distribution for phase distortion may be obtained
from the corresponding amplitude distortion case, by multiplying all ordinates by
»?  The intermodulation
spectra for signal bands ex-

)

(systems with very large
numbers of channels)

l}i obtained in this way, and

\ normalised to an area of

/\ tending from 0-25 to 1-25 (60
‘ unity, are shown in Figs. 8
N and 9.

N channel systems) and 0 to 1
/] //
\ The total intermodulation
17 TN power for amplitude
/ \ distortion was shown to be

. Ty =221 nl{, P* (46)
V7D Two corrections are neces-

sary in order to deduce, from
this, the total intermodula-
tion power 7, due to phase
distortion. The one consists in replacing £, by ¢, and the second in making allowance
for the frequency weighting.  To an n'h order amplitude intermodulation spectrum
@, there corresponds an #th order phase intermodulation spectrum @', where

o

2 3 4

Fi6. 9
Intermodulation spectra due to phase distortion flfy = 0.

f(D W) do = f(oz Dp(w) do. (117)

Let | o? d(w) do = I, where @, () is the normalised input spectrum.

The ™ order normalised spectrum @, is the distribution of the sum of »
imdependent elements from @,.  These 2 elements are taken all positive, (n — 1)
positive and one negative, and so on, with various weights proportional to the
binomial cocfficients.

“The picture is simplified if we think of ®, as made of two equal parts, one
positive and one negative, symmetrical about zero. @, is then the distribution of #
independent elements from this @, and it is also symmetrical about zero. The
weights attached to the different combinations of positive and negative terms are
taken into account automatically. Forinstance in the case of @,, the three independent
elements are chosen from the positive and negative halves of ®,, with equal likelihood
as +++, ++— +—+, —4++, +——, —+—, ——+, ——— (Fig. 10).

These make up the sub-distributions of ®@,, and when the negative frequencies are

(21)
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treated as positive, the all 4 and the one —, sub-distributions are seen to have the
weights 1 and 3.

The second and third moments about the mean of the distribution obtained by
summing 7 independent members of any distribution are 7 times the moments of the

first distribution. fx2 ®(x) dx is the second moment.

l ' &
51 TREATED AS
HALF NEGATIVE
%,
i N
- - + - + 4= + 4+
-+ +—4
-—+ -4+
§3 WITH NEGATIVES
TURNED OVER
&, 1
4 4
(o]
FrG. 10

Derivation of third order intermodulation Spectrum by considering positive and negative distributions of input signal.

&

Therefore. f(oz O (o) de = nf(oz D(w)do (118)

Since o is squared in the integrals, it makes no difference whether the @ distribution
is all positive, or split up into symmetrical positive and negative components.

It follows that we may write
Ty, =201yl PPl (119)

T’y = 2871 (n — 1)l ¢/, PP [np2 (120)

If the input spectrum extends from zero to unity

1
f 0 Oyfw) do = I = L (121)
o 3
and for this case
n—1 — 1M 424/ Pn
T, = 27— Dl P (122)

3

It may be verified that equation (118) holds for a continuous spectrum from 0 to unity.

(22)
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If(Dl:%with0<w<)\
A A2 2
do _ | I:f wraw d“’:?‘*
Y o A 3
We have seen that
1 »
@2_;\(1—27) 0< <22
[2r
Then J Dy(0) do = 1.
0

ﬁ:‘”{(l —%\)dwz%)\z:ZI.

The amount of intermodulation power falling within a channel bandwidth b is
B = 0T Flalo) (123)

T T a(0)

a, - (124)

where N is the number of channels and F'(w) is the spectrum amplitude at the
frequency of the selected channel, which may be obtained from Figs. 8 and 9 for
the particular system used.

INTERMODULATION DISTORTION DUE TO WEAK ECHOES

General

The distortion of frequency modulated waves, caused by mismatched feeders,
has been investigated by Lewin 8. He considers first the case of a single tone
frequency modulated carrier, which is transmitted along a feeder, mismatched at
both ends, the reflection coefficients of the generator and load being 7, and 7, and the
feeder attenuation «.

Let the modulation frequency be ¢ and the carrier frequency w, and consider the
case of a feeder, where in the matched condition, the group velocity is independent
of frequency, i.e. the feeder is not dispersive. This of course excludes the case of
waveguide feeders, which are generally dispersive.

The output wave is considered to be made up of the incident wave, and a
secondary wave, which has suffered two reflections, one at the aerial end and the other
at the generator end. All other waves, caused by multiple reflections, are sufficiently
small to be neglected.

The incident modulated carrier is

cos (wef — cos yt)

wf
which is written as

Vi = cos I:wct 4 s(t)]

(23)
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The secondary wave is delayed by 2t = 2//v, with respect to the primary wave,
so that the signal, effectively transmitted is

) = cos [t +5(0)] 4 1, 7 et cos |00t — 209 45— 20) 40, 1 o

where 0, and 0, are the phase changes caused by reflection.

It s(# — 27) = s(¢), there is no distortion, as the two interfering waves have
the same instantaneous frequency, and the effect of the secondary reflection is only
to alter the magnitude of the carrier by a small amount depending on 7y, r,, 0, and
0,. In general this does not apply, and if we write % — 7 75 e 22l e have

S = cos rwczf + s(zf)] -+ u cos F% (¢ —27) + st —27) + 6, + 62] (125) °

= COs Twclf + S(t)] -+ % cos i(wcZf + S(?f)) - (Q%T + s(@) — s(t — 21) — OI_OZ)J

= €08 rwci + s(zf)] -+ u cos Fcoczf + s(t)] cos [Zcoc'r + s() — st —21) — 6, — 0,

]
Fusin | g+ s(zf)] St [2%T Fs(t) — s{t — 25) — 6, — ez]

- [o)czf 1 s(zf)] [1 + w cos (2%7 Fs(l) — st —27) — 0, — 92)]

-+ sin [wct + s(zf)] % sin (2@0': + s{) —s(t —21) — 0, — 62)

= A4 cos [wct + s(t)] -+ B sin [wct + s(zf)] (126)
where

A =14 ucos [20)07 + s(f) —s(t —2t) — 0, — 02] (127)

B =y sin [2@074— s(f) — s(t — 27) ~61—62.] (128)

S may now be rewritten as follows:
S =4/A? + BZ cos [wczf + s{f) — qs] where ¢ = tan—! g (129)
If u is very small then é = B.

The amplitude variation of the carrier signal, as given by v/4% - B2 is removed by
the limiters and the recovered signal is proportional to the instantaneous frequency
of S.

d : ¢
Thus VO——:%[wct—f—s(t) —¢] = w, + s'(f) = (130)
s’(¢) is the recovered input signal, while %S represents its distortion.

(24)
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The output modulation is thus

&) = A’ w sin wpf — % [M sin (2w,t + s(f) — s(t — 27) — 6, — 62)] (1381)

We may write

st) —s(t —27) = — Awoo [COS wgt — cos (wet — Zcof'r)] (132)
c
2A w . .
= Sin wy (f — 1) sin wet
©f
o sin weT\ . .
— 2A’ @t ( L ) sin e (¢ — 1) (133)
The quantity 2A’ o< SH:) CifT is termed y.
£

Thus the full output signal of the system is
. d . .
golt) = A’ sin wgt — [u sin (Zcocr —0;, — 0, + y sin o (f — 7))] (134)

The quantity in brackets may be expanded into
sin (Zcocr — 0, — 0, + ysin o (£ — T)) = sin (2%7 — 0, — 62> cos [y sin ¢ (£ — 7)]

~+ cos (chr — 0, — 62) sin [y sin g (£ — T)]
The right hand side may be expanded in a Fourier/Bessel series thus:

cos [ysin o (¢ -‘r)] = Jo(y) + 2J5(y) cos 2o (t — 7) + 2],(y) cos 4 ey (¢ —T) ...

sin [ysin cof(t~‘r)] =2/1(y) sin w¢(t —7) + 2 J5(y) sin 3ot —7) + ...

It follows that, if we put 20,c — 6, — 0, = 0, the output signal is

d

&lt) =A'wsin wef - u sin 0 - []O(y) + 2],5(y) cos 2age(t — =)

+ 2J4(y) cos 4 wp(t — 1) + ]
a . .
.. +ucost 7 [2]1(}/) sin ¢t —7) + 2 J4(y) sin Swe(t — ) + . ] (135)
After differentiating we find

goff) = A sin wpl — 2 sin 0 [wa]2(y) Sin 2o (f — %) + 4o Ju(y) sin deg(t — )

~+ 2u cos 0 [cofjl(y) cos wr(t — 1) - 3o J4(y) cos ewg(t — 1)

+ Sop J5(y) cos Swp(t — 1) 4+ ]
(25)
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' . z — sin 67 [sin
aolt) = osin et + S~ 2utnon) 1) [ 72001 [C0 o) (136)
The fundamental output power is, using the notation introduced in the case of

phase distortion
: 7 ’
P, = S IR A’ w? (137)

The harmonic powers are

” d? "sin2 6 :
Phy =gt 0 ot ) | e] (138)
and the harmonic margin of #™ order, for a peak deviation A’ is
Py 4 u? n? og? J? sin %017
THy ’f Jn*(¥) (139)
Py A’ w? cos 20 |
If we assume here that y is small, we may use the approximation
_
Jaly) = 510 5,/
so that
. , AN
Y = (8 erm and J,() = B0 (140)
From equations (15) and (16) we obtain
Py 4 u*n® o2 (A or)™ [sin? 0
P, Aot (nl) l:cos2 6] (141)
Py A u?n? o™ At sin? 0
P, (nl)? @ [cos2 6] ()
Using equation (137) we find
2 n—1
- A D=2 — (8 T:i? R) 01
and consequently
- 442 7m [8 22 R\1-1 [sin? 0
PHn = W ( e ) [c052 G] 12 we? Pl (143)
We may write
) 4 342 70 f8 =2 R\n-1 [sin2 6]
P = (n!)? ( a2 ) [cos2 0 (144)
and consequently
Py =n*i"y o P = 1" o? Py (145)

where o is the frequency of the harmonic term.

It is clear that, provided the approximation of equation (140) is valid, distortion
arising on account of weak echoes, with short delays, is very similar to that caused by
group delay variations (Cf. equation (100)).

(26) .
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Before proceeding further we. shall summarise below the results obtained.
, Harmonic margins of single tones

Py, _ 4 u2 n® oe? J2(y) I:si'n2 6] (146)
P, A’ 0?2 cos? 0
where s(f) = input signal = A’ sin gt
u = echo amplitude = 7, 7, e72d << 1
s SN oyt
y =20N ot wopt
8 =2 wsa—0 — 0,
Harmonic powers of single tones (approximate values) _
Pg =n2t"y o Py = o "y Py® (147)
, 4 42 720 (8 x2 R\D-1L [sin? 6]
where ', = )2 ( 7 ) [cosz 0 (148)

The ratio of the second to the first term in [y(y) is y*/4(n+1). If this ratiois to be less
than 0-1 (so that an error of no more than 100/ in the harmonic amplitudes is

incurred) we must have
y2 <04 (n+1)

y <063 vVn+ 1.

For second and third order distortion we should then have 2A’wt « 109 and
2A" ot < 1:26 respectively. It follows that for peak deviations of 1 Mc/s, say, the
approximate formulae (24 and (25)) are valid for echo delays of up to 100 m psecs.

If we assume that modulation frequencies of up to 2:5 Mc/s are used, the ratio
sin wet/ et is always between 1 and 0-62, with the result that the approximation,
used above, holds better still, especially for the high modulation frequencies.

Intermodulation Terms for Two Tones
We assume that the input carrier is

a b
Vi =1c0s | & — — COS w,f ——~ COS wpt
Wy Wy,

and , s{f) = a sin w,t + b sin wyt

The output signal is, from equation (131) |

golt) = asin wyt + b sin wpt _a% I:u sin (e 4 s(t) — s(t — 27))] (149)
where § = 20,7 — 0; — 0,

As in equation (132) we may write:

s{t) — s(t — 27) = y, sin (¢t — 1) + ¥p SiN oy (E — 1) (150)
where . v, = 2ar sl waT, yp = 207 b
W, OpT

(27)
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It follows that

S . a . . :
&(f) = a sin w,t + bsin wyt —% [u sin (6 T Ya SIn @y (f — 1) + ¥y sin oy, (¢ —T))]

The distortion terms may be expanded as follows:

— dy(t) = u EdZ [sin 0 cos (ya sin w, (¢ — T)) cos (yb sin oy (f — 1))
- cos 6 sin (ya sin w, (¢ — r)) cos (yb sin oy (t — r))
- cos 6 cos (ya sin w, (¢ — r)) sin (yb sin oy, (t — ﬂ:))

— sin 0 sin (ya Sin w, (¢ — r)) sin (yb sin ey (¢ — T))]

Each of the above terms may be expanded as the product of two series. Thus the
first term expands into:

wsin [ Jo(30) + 274030 cos 2anlt — ) + 2,3 cos gt —) + .. ]
x [Jo<yb>+2J2(yb> 08 2, (¢ — %) + 2/4(y) cos day (¢ —7) + ]

Write, w,(t —1) = «, wp(t — 1) =B, Ju(¥a) = Jna, Ju(¥5) = Jap-

The distortion terms are then:

_dy{f) = u sin e;—i [(]0a+ 2] a €08 20 + 2], cOS 4o - )
(]ob + 2 o 08 28 4 2], cos 48 - )]

—f—ucos@%[(ZJIasinoc—I—Z]sasinSoc + )
(o 27 c05 28 + 2 cos 48 + )]

—#1400365Zf F(]Oa—#2]2a0052a+2]4acos4oc +)

(2]1,0 sin U@ + 2], sin 3f + )]

— u sin 6% -(2]1asinc<+2]3asin 3o + )
(2]11) sin B + 2], sin 38 + )] (151)

(28)
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If now we expand this expression and neglect the small d.c. fundamental terms and
all terms of order higher than the fourth, we obtain

— o) = wsin 0 7 [ 2Joa T 00526 + 2on Jip <05 45 + 2se Jop 005 %
4 2/2a Jay cOs (22— 29)
220 Jan cos (22 + 26)
+ 2]4a Job COS 4oc]

+ u cos 9 6% [2]01)]3a sin 3o + 274, Jop, sin (o + 2pB)
+ 212 Jop sin (¢ — ZB)]

twcos 0 (27 T S0 38 + 210 J sin (22 + )
+ 2J5a Jip sin (B — 2“)]

—usin 0.3, [2]1u Jup 05 (x = B) — 210 T 005 (o + 8
+ 2y [y 05 (39 — )
— 21 Jay €05 (36 +
2 Juy 008 (32 — )

— 2 Juy o5 (32 )| (152)
The individual distortion terms may now be tabulated as shown below
Harmonics Crossmodulation terms
2nd Order

—usinf 20, 2[5 Jopsin 20 4 usin 0 (0— op) 2/ Jyp S0 (€ — B)
—usin 0 2w, 2], Japsin 28 — usin 0 (w, + op) 2J1a Jip sin (x + B)

3 Oyder
ucos 8 3w, 2] [, cos 3u % €08 0 (w, + 2wy) 2[4, Jap cOs (o -+ 2P)
ucos 8 3w, 2], Ja cos 30 % €08 § (0, — 2ayp) 21, Jop cOS (o — 2B)
% cos § (20, + wp) 2[5, Jip €O (20 -+ B)
% €08 6 (—2w, + wp) 2[4, i €05 (— 20 + B)

(29)
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Harmonics Crossmodulation terms
4% Order ‘
—usin 0 4w, 2[4, Jopsin 4x  — # sin 0 (0, + 3wy) 2 J1a Jap sin (38 + )
—usin O 4oy, 2/, Jusin 48 4w sin 0 (w0, — 3wyp) 21, Jap Sin (38— a)
: —u sin 0 (20, 4 2ayp) 2[5, Jop sin (2x 4 28)
— o sin 0 (2a0, — Za) 25 Jop Sin (22 — 28)
+ wsin 0 (Bw, — wy) 2/, Jip sin (3 — B)
—_ s 2 i
In general we should have #oin b B+ o) s Jup sin (3 + B

_ ) + sin 0 sin N
Harmonic Terms  2u {+ cos 6} ¢ Jna { n(of} Job (153)

Crossmedulation — sin § sin _
Terms 2u {+ cos 6} (now, 4 moy) Jna Jmb { cos (nw, + mwy) } (154)

If we use the approximation of equation (140) and assume that the tones a and b
are equal, then we may write the following generalised equations (neglecting signs).

sin 6 n ‘sin
o y i -
Harmonics u {cos 6} © o {cos ot — L)} (155)
Intermodulation sin 6 yn sin i
Terms * {cos 6} © n — 1)/ 201 {cos ot — *)} (156)

Note that only terms of frequencies (# — 1) « + 8 and (n — 1) B 4 « are here
included and that o is the frequency of the harmonic, or the intermcdulation terms.

We may now extend equation (145) to the case of intermodulation terms, taking
into account that each intermodulation term is # times greater than the corresponding
harmonic terms of the same frequency, as indicated by equations (155) and (156).

Thus
P o= n?t", o Pg? (157)

Equations (147) and (157) are identical with equations (100) and (114), and therefore
the total intermodulation power, of #® order, caused by the multichannel signal is

20ty — 1)/ m2 " P

77, = ] 158)
while the intermodulation power, falling within a small band of width b, is
TII F/I
a’y =—= o 7a(0) (159)

N

The spectra F'(w) and F"(w) are identical, as long as the approximations, made on
pages 24 and 26 are valid.
sin 0 o
The factor { } introduces an uncertainty in the determination of the amount
cos

. V2
of distortion power of all orders. It may be assumed that sin 0 = cos 0 =5
so that an average condition is obtained.
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Intermodulation Power for Signal Input Consisting of n Tones
We may extend equation (149) to the case of an # — tone input signal thus:
golf) = asin w,t + b sin oyl + ... + % sin oyt

_%‘%Ztsin [6 + ¥y 8In @, (f —7) + yp sin ot —=) + ...

+ yu sin og(f — 1) ] (160)

the angles w,(t —7), oyt —7), ... wy(f —7) will be written as «, 8 ... vetc. The
expansion of S = sin [6 + yu sin o 4+ 3y sin B+ ... 3y, sin v] is simplest by
De Moivres theorem which gives:

S :l Im [(cos 6 + 7 sin 0) (cos y, sin « 4+ 7 sin y, s «) . . .
J

(cos yy sin v 4+ 7 sin y, sin v)]

= sin GII [cos Y, SI0 o0 COS Yy, SIN B .. J th;snérllecslubduef ethe cosines of all

: - —= +--+| this includes the cosines of all
3= @3 Z II [sm Ja S & COS yp Sin B ] angles but ¥, sin «. There are

in all (# — 1) cos terms and one
sin term in the product.

. q : g ; this includes the cosines of all
— & Z II [sm Y SIN & - SI Yy SITL B. angles but three, one of these is

) 0. There are (n — 2) cos terms
COS Ve siny ... and 2 sin terms in the product.
etc. (161)

We now use the expansions:
sin (y, sin o) = 2;(,) sin & + 2]5(y,) sin 3« + ... which we write as
=2]asina ++ 2], 8in 30 4 ...
and cos (¥, sin o) = [ + 2/5ac08 2 o0 + 2,5 COs 4 o + ... (162)

It is seen that each angle «, 8 etc. can appear only once in any product, so that
coherent low order terms, due to high order products, are already accounted for.

First order intermodulation terms come from the second term only of equation
(161), where we take the J; term of the sine factor, with the J; terms of all the cosine
factors. Thus we obtain # terms of the form 2], sin « [, foe - -+ Jon cOs 6. The
contribution to the output signal is obtained by multiplying by — «, and
differentiating.

Thus
I:go(t)] = Z —2ucos ]1& Wy COS “]ob ]oc o Jon (163)
1
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and the first order interaction power is
_— 2 2 2 2
P1——u2 E ]la ]obgjoc ---]on Wy

— of 0)2]]:12_’_ (02J1b2+ + 2]1112 2 2 2
= a 7 32 bj.g boo O)Ilj P ]oa ]Ob -'-]on (164)
on ob on

Py Js not the actual first order interaction power, but a quantity proportional to it.
We shall assume here that all the ys are small and the number of terms large.
Since the input power is finite, ¥ y2 must be finite.

Let then V2= ¢{0v) dov (165)
and 2y = f "$(w) do = p (166)
where ©; and w, are the limits of the input spectrum

2]132 _ , yas ya4 -2 Y i,as 2
e =at (1= +g) " (3 -%)

= [14+000] [% + o]

4
0(v,%) means terms of the order of y,2.

242
. Oa Ya [1 -+ 0(}’32)]

Therefore
oaf S _ 1 “w’ w2 $(w) do + 0(3)
Joa® <> )
- l f " 02 ¢(w) de in the limit. (167)

The multiplying term may be expanded thus

Joa2 Jou? Joo? .. Jou2 = 1_-"12%_-"3% 1_-‘&2_;_-“_'124
oa ob o¢ - --Jon 1 64 1 1

1 6t
since n = 23—8?*(34 it is of the order of 1/8w, so that when we expand equation (168)
[0}

we obtain

]ouz ]ob2 ]ocz e ]ou2

2

=1 -} n terms like —jiz
Ly terms like = a’
B 64
. n(n—1) 0o Ya®
+ terms like 6 etc.

(32)
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In the limit # = 0o and the ys >0, but the sum of the » y2s is finite (see (166)). -
The y2s then are of the order of 1/x# and the terms of the expansion give
ar 2
1+ Z —'v4i nx0 (;li) — finite in the limit
Ya! 7 X 0 1Y zero in the limit
+2 e
V22 5 TN e Bcf
+ ZZ TS 0(n? x 0 o finite in the limit
etc.

Thus only the terms formed by multiplying different vs are finite in the limit:
all others disappear and we may write

1 o 1 o o 1 - 2
]0a2 Job2 .. ]0112 = [ [ — 1 2V 16 22 Ma®Wp* 61 hH> yaz_ybzyc2 =F ¢ ]

7 terms. n(?_zo—i) terms. ?1—(114—_--1/)7‘({27 2) terms.
2 6
B 1 1 p2 1 p 2
‘“[1“4‘/”1‘627_6“437 +"]
=5 (B_TI4)2
= epl? ) (169)
It follows by (166), (167) and (169) that
2 Wa
P = Z—} e P2 f o? ¢(o) do (170)

The second order terms come from the first and third terms of équation (161). The
first term of equation (161) gives n terms like 2/,, cos 2 % fob - - - . JonSin B while the

— 1 . . . .
L—) terms like 4 /1, sin o [y, sin B Joo ... [, sin 0.

. .o
third term gives

Jaaand [y, [y, are both of the order of 3 so that the terms containing J,, become
Insignificant in the limit. This means neglecting harmonic terms compared with
intermodulation terms. The terms in J,, Ju, give

—4sin 0% [, Jiy. Joc -+ Jon Sin 2 sin 8

= — 250 0% [y Sy Joo -+ Jon [cos (x — ) — cos (a+a)] |

By differentiating, the contribution to IAGRE

2usin 0% Js Joe - - Jon [((’)a + o) sin (x4 8) — (04 — o) sin (x — 4@)]

(33)
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and the first order interaction power is
P =u? Z]lazjoszocz oo Jon® ©a?
2 2 2
i R R R { L RN

1 1s not the actual first order interaction power, but a quantity proportional to it.

We shall assume here that all the ys are small and the number of terms large.

Since the input power is finite, ¥ y2 must be finite.

Let then ¥ =¢{o) do (165)

and Xyt = fmqu(oo) do =p (1686)

where w; and w, are the limits of the input spectrum
J1a® Ya® L ¥\ TP va 9 \?
edta_ 2 Yo 4 Da Ya Yo~
G T ET G\ 1Tt 64)_ (2 16)
g Y, 2
= ,’ [1 +0 (yaz)] [_Z‘ + O(ya4)]

2 2
=252 1+ 05

0(v,% means terms of the order of y,2.

Therefore
©,® J1a® _ 1 f‘” 2
Za Jla - $(w) do + 0(Sw)
Joo 4 ),
_ % f‘” ©? () do in the limit. (167)

The multiplying term may be expanded thus
2 4 2 )4
]oazjoszocz-.-]on2:[(l“%‘F%) (1 “‘%‘F%‘Z)

@_g+gﬂ (168)

@2 — “1it is of the order of 1 /3w, so that when we expand equation (168)

dw

since # =

we obtain

]1.>a2]ob2]o(32~-"Jon2

y 2
=1 + » terms like —T”‘
. ke Yo’
-+ #n terms like B4
J— 2 2
-+ n(n2 1) terms like yalgb etc.

(32)
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In the limit # = co and the ys -0, but the sum of the u y2s is finite (see (166)).
The y?s then are of the order of 1/% and the terms of the expansion give

2
1+ Z _—%_ n x 0 (%) — finite in the limit
y_a‘i 1 . . ..
+ Z o X 0 (172) zero in the limit
yaz yb2 2 1 i i 1mi
4 ZZ = 0(n?) x 0 —5 ) — finite in the limit
etc.

Thus only the terms formed by multiplying different vs are finite in the limit;
all others disappear and we may write

9

1o ., 1 1 .
]0a2 ]obz 0o ]0112 = [ 1 — Z % Va® + ‘lg 22 yazybz _'61 LEZ }’a2)’b2.\'c2 + . ]

7 terms. nn 0_ D terms. ﬂ,”_’i—_l_();“(ﬁ:‘ 2»)~ terms.
S (ST
— (e
= ¢Pl2 ) (169)
It follows by (166), (167) and (169) that
b = % v f m ©? $(o) do (170)

The second order terms come from the first and third terms of equation (161). The
first term of equation (161) gives # terms like 2[5 c08 22 [ . ... J,nsin 0 while the

n—1 . . . .
(ﬁnh) terms like 4 /3, sin % [y, sin B Joo ... o sin 6.

third term gives
Jaaand ]y, 1, are both of the order of 3¢ so that the terms containing J,, become

insignificant in the limit. This means neglecting harmonic terms compared with
intermodulation terms. The terms in ], J 1 glve

—4sin 0% Ji, Jip- Joc - - - Jon Sin 2 sin £
= = 25005 Ju i Jon - Jon 005 (5 8) — cos (a4 ]
By differentiating, the contribution to go(t) is

2usin 3 Jua S Joc -+ Jon [((’)a + o) sin (2 + &) — (04 — op) sin (z — 16):,

(33)
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and the second order power is
2u* 2 ]13.2 ]1b2 ]002 o ]0112 ((’)az -+ (Obz)

The term in the second order power multiplying «,? is

2 ] 2 ]
2“2]13,2(%5"'_ ;(:z"l_ 0o 1n)Job ]oc "']n
2
j ::2 is of the order of §w and J,,2 =1 - 0(8w) so that the above term may be written,
Ju? | Jw 4 Juw®

2“2]13.2(]:2""]:)2 ]111 ]oazjob "-Jon

N MULTIPLE OF w2/ w? @(w) duw

’ ALL INCLUDING 157 | I

[ — !
) e

.20 < \

\ <
w

/ —RT—l] Wl
/ ’ N 3 MAX 4™
>< 3 [ Y

-C5, < — I
// 4 /><\kI —
/// I
o 1 2 3 4 5 6 p
Fic, 11

Total intermodulation power of all orders due to weak echoes.

The total second order power is therefore
' 1 N ,
?2 =2u Y Jla,2 (*)32 (Z} Z ya2 + O(b(,))) e~ D2

1
=5 p e T P o

- % u? p e—wf "0 glw) do (171)
In exactly the same way the total third order power is
2 Wy
Py = ?%]52 e—D/2 fw 0 é(w)do (172

(34)
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The total intermodulation power of all orders is therefore

2 o 1 2 1 3
p’i:%fwl 0? ¢(0) do e P2 [1 +%—i—2—/(§) —i——/<‘g) = 000 ]
= 1%2— fwz 0?2 ¢(w) do ' (173)

The total intermodulation power excluding first order power, which does not count
as distortion, since it cannot be distinguished from the signal itself, is
MZ

pi—z(lw-W) fw #() do )

g

Fig. 11 shows how the powers of successively higher orders become dominant as
p increases. If we assume here that the input spectrum extends from 0 to 1, we have

1 1
[werao=rp [ ot pio)ao=pss 173)
0 0
and the total #*™® order intermodulation power is

_sz ol 1 p n—-1 P
hn=F 3¢ v/ T (E) (176)

The #th order spectrum distribution of intermodulation powers, for amplitude non-
linearity, may be obtained, at one step, by treating the signal spectrum as extending
from w = — 1 to w = + 1, with a uniform amplitude of 0-5. This spectrum has a
mean of zero and variance of 1/3. The complete #** order spectrum is the distribution
of the sum of # independent elements, picked out at random, from the signal distribu-
tion. It has thus a mean of zero and variance #/3, and its form quickly approaches
the Gaussian as # increases. The maximum of the Gaussian curve is 1/4/27n/3, so
that when the negative area is turned over on to the positive area, the maximum is
V6[nr.

The value of the spectrum at o =1 is the ordinate of the Gaussian curve at
abcissa 6v/3/n, where o is the standard deviation. Thus:

Fp(l) = V6/nr =320 177
/

H

From (177) we find FFy(1) = 0-462, F4(1) = 0-484, F,(1) = 0-475, which are quite close
to the values 0-50, 0-50 and 0-479, respectively, obtained from Fig. 7.

The intermodulation spectra, for echo distortion, must be weighted according
ta % When this is done we obtain

F'(1) = 2 V6/nm e=32n (178)

The total echo distortion power of all orders but the first, at the top of the signal
band, and within a channel bandwidth is, from (176) and (178)
2

W 2 p 3 3 1 p2 |2
Pe=w 33" [é 5 /; et A/rt G +] (179)

(35)
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w? y?

pe: 4N

Q(rAw) (180)

where ®(tAw) is the quantity containing p in equation (179). The quantity V'p,
is in the nature of an angular deviation while 2 is a numerical quantity, proportional
to the r.m.s. deviation Aw of the input signal.

\ From equation (175)

1 1
$aw,
e /\ p:qu(w)d@:fy?
138/1aw 0 0 ‘
Aw, 1 \2
%‘ i \ However y? = 43" ,2 2 (sm @ ) where
wT

3’w is the peak deviation due to an
individual tone, « its frequency and

4
7-36{taw)

& — 27 the echo delay. If we neglect the
S B fraction S _(DT, we have
i e 2 3 . ﬁ _ 4‘?2AI(02 — 8T2A(02 (181) o
FiG. 12

Intermodulation power in the top channel and in the middle . . . .
channel due to sweak echoes. The ratio of intermodulation powerin a

channel of frequency o, to the total
signal power is
pe u2 w2

Aot~ 4N Aot

O(rAw) (182)
#

The ratio may be expressed, according to the previous notation as d"[P where P is
the total fundamental output power, in mW. Therefore

w_ W NP
d :Z(Z}) N@(;Aw) (183)

The quantity @ (tAw) is, from equation (179) for the top channel

7;2;/7?3—4/2 + ... ] (184)

O(rAw) = % epi2 [3%‘//;5 et |

where p is given by equation ( 181). ®(rAw)is plotted in Fig. 12 and it agrees with the
curve for ¢(x) given by Lewin.

DISTORTION FREE ZONES
General

The two-tone testing method, explained on page 152 of Part I, using two separate
modulators, affords a useful means of obtaining the distortion figure of a demodulator,

(36)
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which is independent to a very large degree on the distortion generated by the
modulators. _

The use of discrete tones is, however, not completely representative or trouble
free and it would be preferable to use noise signals for this test, if it can be shown
that a distortion figure for the demodulator may be obtained which is independent,
in a large measure, of the distortion produced by the modulators.

| siGNAL BaNDA-

3 7
' 1 |
& $ / 1 s
I / DISTORTION « ! DISTORTION
/ ! 4
(a) . 2 — (b)
1 / [
Nnoo,’ [
7 NG D N\ |, NO >
iy o \ly © NO D
} 4
' 15 . I sfF,
2 . .
i{ /| oisTorTion
3 A A
(c) « [,
NO/O NOO Noo
v
's 2 4 6{/F'
: |
* OISTORTION
()
4l
3
| Lo [s] {elv} Vg o] NO D, ;/;I
) 2 1
ok
by /\ An
NBViRv]
AR IAN
b
narez mero n2r
« #Hel T T T T 1 | T
A A|5/ A22/3 A323 A42/9 As% 5% 7% L 0

o INNANNNAA T/

Fic. 13

Distortion free zones for various orders of intermodulation products.

Intermodulation Spectra

If the signal input extends continuously between the frequencies f, and f,
(fo> /1), the frequencies at which intermodulation products of a given order are
found, are independent of the shape of the input spectrum, although the amount of
intermodulation power, at any selected frequency, depends very strongly on it.

(37)
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Second order intermodulation spectrum

The 44 contribution extends from 2f, to 2f, while the + — extends from fi—Je
to f — f,, or folding back the negative frequencies on the positive axis, from zero

tofo — fr.

These bands overlap if f,/f; = « > 3. Therefore if ¢ < 3, the intermodulation
spectrum extends from zero to f, — /; and 2f, to 2f,, while if o > 3, it extends from
zero to 2f,.

This is shown in Fig. 13a where the distortion free zones are plotted as a function
of . -

Third order intermodulation products
The third order intermodulation spectrum is distributed as follows:

+ 4+ terms 3f; to 3f,
++— terms 2fy —fy to 2f, — f,

thus, for o < 2 the spectrum extends from 21 — [ to 2f, — f; and from 3f; to 3/,
and for « > 2 the spectrum extends from 0 to 3f, (Fig. 13b).

Fourth order intermodulation products
It is easily seen that, for

@ < 5/3 the spectrum covers 0 to 2f, — 21, 3f; — f5 to 3f, — f; and 4f, to 4f,.
and for o > 5/3 the spectrum covers 0 to 4f,. (Fig. 13c).

Al orders up to the fourth

If we combine Figs. 13a, 13b and 13c, we obtain Fig. 13d, in which are plotted
the zones free of all intermodulation products, up to the fourth order, in terms of .

The maximum value of «, for which distortion free zones exist, is 4/3, excluding the
frequency band above 4f,. ’

General Case—nth Order Distortion
The n*. order distortion will be found in the zones nfy to nfy, (n — 1)f; — f, to

) _ 1 —1
(n —1) fy — f,, etc. down to the band ;_ lf1 — nTlfg to ﬁ,;_f,_, £ > Jfyfor

7 odd or gfl — gfz to gfz — gfl for n even, i.e. 0 to ;f (f2 —fl). This last zone is

symmetrical about zero {requency. )
Neighbouring zones will overlap, and the lowest zone, with # odd, will extend
to zero if

n -+ 1
7 — 1

Thus the #* order intermodulation spectrum has the following distribution:

1  Distorti 1 2 f width »(f, — and one zone
neven. o < + istortion in 7/2 zones of wi (/o —/f1)

=1 from 0 to g (f: — /1) No distortion in n/2 zones of width
(+1)fy —(n—1)f,
n+1 . .
%> Distortion from zero to #f,.

(38)
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.. 1 .
n odd. o < Z i 1 Distortion in r 5 zones of width #n(f, — f1)-
n —
) : 1 — 1 . —1
No distortion from 0 to ——%_; fo — n-———z fo and in n 5

zones of width (n - 1) f; — (n — 1) f3.
n + 1.

1M —

Distortion from zero to nf,.

Intermodulation Spectrum for all Orders up to the #'®
Consider the #nt" and (n — 1) orders only. Let f/f; ==x (Fig. 13e). In the
frequency range n — 2 — 2 < x <n — 2¢, a n'h order distortion zone starts at
f=(n—1f —tf le. x =n —t — fo (line'a,) and ends at f = (n — ¢ — 1)/ —
. . -1
¢+ 1)f,le.x=m—1t—1)a— (4 1) (line b,) provided « < Z __{_ i
Maximum values of «, for the occurrence of distortion {ree zones, up to the s
order, will occur at points such as P where a, and 5',_; meet, or Q where b, and a’y_;
meet.

sth

We may write
b'pyis x = (m — ¢t — 1) « — ¢ and the co-ordinates of P are
¢ 7

“X:ﬂ—Zf—m, o(,:n__l_

a'p1isx = (m —t — 1) — {e and the co-ordinates of () are
l 7

x:%—2t~1—-7n_1, d:n—‘_‘—l

is the maximum value of « giving distortion free zones, up to the

Thus « =
n—1

nth (4/3 for orders up to the fourth).
The frequencies which are just clear of distortion are given below for n =4
and o = 4/3
Fort =0, x =4 for P

x = 3 for Q
Tort =1, x=2—‘%=5/3forP
1
x:1—3=2/3forQ.

Points of maximum « are thus separated by frequency intervals of £, and P " i A

alternately,
Fig. 13f gives the distortion free zones, for all orders up to the 10,

Overlapping Distortion Free Zones for Two Signal Bands
In order to measure the distortion produced by a receiver demodulator and to

(39)
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obtain a figure which is independent of the modulator distortion up to the fourth
order, say, we choose the signal bands A and B of each modulator in the following way.

A and B have distortion free zones which overlap when these signals are applied
separately to two modulators. ‘

A and B together, considered as a single signal, have second, third and fourth
order intermodulation products at frequencies falling within the distortion free bands
of the signals A and B, applied separately. This then enables us to examine the output
distortion without interference from the input distortion of A and B (Fig. 14). '

If we take the band-

MODULATOR ! widths of signals A and'B
to be equal, a graphical
SIGNAL A ENOONT T o8 treatment of this problem
is possible. Let A and B
FCRANGER —@ extlénd from a to a + ), and

aa b to b4 2, respectively,
SIGNAL 8 A+B where b > a + A. As was
' shown on page 38 X should
M ER & : be smaller than 4/3, if

Fic. 14 free zones are to exist for
signal A. If they do, they
also exist for signal B.
. Fig. 15a shows the dis-
tortion free zones for A and B separately, for a = 10, x = 2 and & from 12 to 26.
The distortion zones of A are:
3"dorder: a —Atoa 4+ 2, 34 to 3a =4 3

4t order: 0 to 2x, 22 — A to 24 -+ 3\ and 4a to 4a + 4.

These appear in Fig. 15a as white horizontal bands. Second order distortion zones
are covered by the fourth order and therefore need not be considered separately.

The distortion zones of B are given by similar expressions in & and appear as
oblique bands. Distortion free zones common to both signals appear in the shaded
areas.

When A and B are taken together, intermodulation terms may be generated
In a variety of ways, but their enumeration is simplified when A and B have the same
width. When this is the case each mode of interaction generates a sub-spectrum of
the same width and the same shape, for uniform inputs, as can be seen at once by a
transformation, such as that used for the determination of intermodulation spectra
for a *“ white noise ”” input.

Second order terms A - A give frequencies 2a to 2a -+ 2

Second order terms A — A give frequencies — A (or 0) to - A

Second order terms A 4 B give frequencies a 4 b to a 4 b + 2

Second order terms A — B give frequencies a —b —Atoa — b + A

Second order terms B 4- B give frequencies 26 to 2b + 2x

Second order terms B — B give frequencies — A (or 0) to + A

In finding the zones with 224, 3% and 4t order terms in Fig. 15b, only the zones

involving A and B together are needed. Those with A or B alone are useless for our
purpose, since they also give interaction with A or B singly.

Two band noise test on demodulator.
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The third order interaction terms involving A and B together are as follows:
A+ A+ Bfrom (2a + d) to (2a 4+ b + 33)
A+ A—DBfrom (2a —b — ) to (2a — b + 2))
A + B + B from (a + 2b) to (a -+ 20 + 33
B+ B—Afrom (20 —a —2) to (20 —a + 2))

There are two more ‘““ mixed ’’ inter-

50 X=2 =10

f L1 BANos?Lo.bl‘i),z) action zones, A + B — A extending
w0 ®" from (b — A) to (b 4+ 2)) and A + B —
O B extending from (¢ — A) to (a + 22)

but they cannot be used for testing,
i ‘w (@) since they cover the same zones as
lo|emar | B+4+B—B and A+ A — A respec-

12 4 16 8 20 22 24 26
so | 6 Zones with fourth order interactions
f Jasbeb L} beba must cover those with second
< el — Jaes order interactions, so that only
sl | © second and third order terms need
2{% L] (0) be considered.
20|
"1} a 0 . .
o e The frequencies suitable for testing
L avacs are contained in the shaded areas of
| 3
e T Figs. 15a and 15b. These zones are
3 shown separately in Fig. 15c.
50
v —’(26_40) As A increases, the zones of Fig. 15a
e become narrower, while those of Fig.
20 e Gon 15b become wider. The values a = 10,
(16,20) i c) A =2 give wider testing zones than
20 0 &
| ' a=10, A=1 and a=10, A =3
19 Qaw o : (Figs. 16 and 17).
%2 :404‘4) [‘:s(léld) I:S ) 224 26 From Flg 15 the zones available for
6 test are: halving frequencies for simpli-
Fic. 15 city: 2 to 4 for A 5 to 6 and B 8 to 9;

14 to 15 for A 5 to 6 and B 9 to 10;
18 to 19 for A 5 to 6 and B 12 to 13.

Free zones for two signals A and B of equal bandwidth.
Intermodulation Spectra for Two Noise Bands

The intermodulation spectrum for two white noise bands of equal width and
power may be found simply; it consists of a number of sub-spectra of identical width
and shape and different weights. '
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Take the pair A(5,6) and B(8,9). The second order spectrum is obtained from the
interactions A + A, A—A, A+ B, A—B, B4+ B. Each of these gives a sub-
spectrum of total width 2, of the form shown in Fig. 2. To find the weight to be

40
£ (21,33) (23,35)
0 (19,30) ‘633
|Lomnn B
(18,28) (20,30
A=1,Q:10
20 BANDS
(10, 11)
o -7 (b, bt1)
(155.65)
(14,5) (16-5, 5-5)
o (sja | .
2 14 16 18 20 22 24 26 28 30

attached to these, we take into account the fact that a - interaction and the
corresponding + — interaction have equal weights, and that an (A,B) interaction

Fic. 16

Testing gones for a = 10, A = 1.

has twice the weight of a (A,A) or (B,B) interaction.

s (24,40) (265 40)
¢ (23,39 (26,39)
(17,30
30 20,30
(16-5,29) (19, 29)
20
io 27) 19.7)
= 19+5,6-5]
(3.6 @19.6)
0
12 14 16 8 20 22 24 26 28 30

This gives us weights in the ratio 1, 1, 2, 2, 1, 1, respectively, all divided by 8.

We thus obtain

Fic. 17

Testing gones for a = 10, A = 3,

A=3, Q=10
BANDS

(10,13)
(b, b+3) }

Interaction Weight Range
A+A4 1/8 10 to 12
A—A4 1/8 —1(0) to 1
A+B 1/4 13 to 15
A—B 1/4 2to 4
B+B 1/8 16 to 18
B—B 1/8 —1(0) to 1

The second order spectrum is shown in Figs 18a to 18c. Of the total intermodulation

~ power, 1/4 lies in the frequency range 2 to 4, the maximum occurring at 3.
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The possible third order interactions are + 4+ and -+ -+ —, with relative
In each type we may have interactions as (AAA), (AAB),
(ABB) and (BBB) with relative weights of 1, 3, 3, 1, respectively. Thus we obtain
the following interaction table.

weights of 1/4 and 3/4.

Interaction Weight Range
A+A4+4 1/32 15 to 18
A+4—A4 3/32 4to7
A+A+B 3/32 18 to 21
A+A4—B 3/32 1to4
A—B+B 6/32 4to7
A—A+B 6/32 7 to 10
A+B+B 3/32 21 to 24
—A+B+B 3/32 10 to 13
B+B—-B 3/32 7 to 10
B+B+B 1/32 24 to 27

These spectra are shown in Figs. 18d to 18f. The range 2 to 4 holds part of a
sub-spectrum stretching from 1 to 4. According to Fig. 2 the power in the band
2 to 4 is 5/6 of the power in the band 1 to 4, which represents 3/32 of the total third
order intermodulation power. Therefore the band 2 to 4 contains 7-8%, of the total
third order power and it has a maximum at frequency 2-5.

For the fourth order the possible interactions are +-++44, +-+-+— and
-+ ——, in the ratio 1/8, 1/2 and 3/8 respectively and in each of these the following
combinations, AAAA, AAAB, AABB, ABBB and BBBB are found in the ratio
1:4:6:4:1 respectively, so that the weights of the interactions are as shown below.

Interaction Weight Range
B+B+B+B, A+B—A—B, A+A—A—4 18/128 —2to 42
A+B—A—-A4A, B+B—A—RB 24/128 1to5
B+B—A—A4 6/128 4to8
A+A+A—B 4/128 6 to 10
A+A+A—-4A, A+A+B—B 16/128 9to 13
A+A+B—A, A+B+B—B 24128 12 to 16
A+B+B—A4, B+B-+B—B 16/128 15 to 19
B+B+B—4 4/128 18 to 22
A+A+A+A 1/128 20 to 24
A+A+A+B 4/128 23 to 27
A+A+4+B+B 6/128 26 to 30
A+B+B+B 4/128 29 to 33
B+B+B+B 1/128 32 to 36

The fourth order intermodulation spectra are given in Figs. 18g to 18i.
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Take the pair A(5,6) and B(8,9). The second order spectrum is obtained from the
interactions A + A, A—A, A+ B, A—B, B+ B. Each of these gives a sub-
spectrum of total width 2, of the form shown in Fig. 2. To find the weight to be

40 |
£ (21,33) (23,35)
20 {19,30) ‘6,33
s
(18,28) (20,%
A=1, a=10
&3) _ BANDS
« (10, 1)
(b, b+1)
I {i55.65)
(14,5) (i6-5, 5-5) - .
° @5/ | .
2 i4 16 18 20 22 24 26 28 30
FiG. 16

Testing zones for a = 10, A = 1.

attached to these, we take into account the fact that a 4+ -+ interaction and the
corresponding + — interaction have equal weights, and that an (A,B) interaction

has twice the weight of a (A,A) or (B,B) interaction.

e (24,40) (365 40)
? (23,39 (26,39
(17,30
30 20,30
16-5,29) (19, 29)
20
10 127) 19.7)
b (19-5, 6-5]
(3.6 @19,6)
o
12 14 16 18 20 22 24 26 28 30
FiGc. 17

Testing gones for a = 10, A = 3.

A= 3, Q:10

BANDS

(10,13)
(b, b+3) }

This gives us weights in the ratio 1, 1, 2, 2, 1, 1, respectively, all divided by 8.

We thus obtain

Interaction Weight Range
A+A 1/8 10 to 12
A—A 1/8 —1(0) to 1
A+B 1/4 13 to 15
A—B 1/4 2 to 4
B+B 1/8 16 to 18
B—B 1/8 —1(0) to 1

~ The second order spectrum is shown in Figs 18a to 18c. Of the total intermodulation
power, 1/4 lies in the frequency range 2 to 4, the maximum occurring at 3.
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The possible third order interactions are -+ -+ and +-+—, with relative
weights of 1/4 and 3/4. In each type we may have interactions as (AAA), (AAB),
, 3, 1, respectively. Thus we obtain

(ABB) and (BBB) with relative weights of 1, 3

the following interaction table.

Interaction Weight Range
A+A+A 1/32 15 to 18
A+A4—A4 3/32 4to7
A+A+B 3/32 18 to 21
A+A—B 3/32 1to4
A—B+B 6/32 4to7
A—A+B 6/32 7 to 10
A+B+B 3/32 21 to 24
—A+B+B 3/32 10 to 13
B+B—B 3/32 7 to 10
B+B+B 1/32 24 to 27

These spectra are shown in Figs. 18d to 18f. The range 2 to 4 holds part of a
sub-spectrum stretching from 1 to 4. According to Fig. 2 the power in the band
2 to 4 is 5/6 of the power in the band 1 to 4, which represents 3/32 of the total third
order intermodulation power. Therefore the band 2 to 4 contains 7-89%, of the total
third order power and it has a maximum at frequency 2-5.

For the fourth order the possible interactions are +--+4, +-+-+— and
+- 4+ — —, in the ratio 1/8, 1/2 and 3/8 respectively and in each of these the following
combinations, AAAA, AAAB, AABB, ABBB and BBBB are found in the ratio
1:4:6:4: 1respectively, so that the weights of the interactions are as shown below.

Interaction Weight Range
B+B+B+B, A+B—A—B, A+4—4—-4 18/128 —2to +2
A+B—A—A, B+B—A—B 24128 1to5
B4+B—A—-A 6/128 4to8
A+A+A—-B 4/128 6 to 10
A+A+A—A4A, A+A+B-—B 16/128 9to 13
A+A+B—A4, A+B+B—B 24/128 12 to 16
A+B+B-—A4, B+B+B—B 16/128 15 to 19
B+B+B—4 4/128 18 to 22
A+A+A+A4 1/128 20 to 24
A+A+A+B 4/128 23 to 27
A+A+B+B 6/128 26 to 30
A+B+B+B 4/128 29 to 33
B+B+B+B 1/128 32 to 36

The fourth order intermodulation spectra are given in Figs. 18g to 18i.
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The range 2 to 4 contains the middle part of the distribution 1 to 5 and no
others. From Fig. 2 the 4" order intermodulation power in the band 2 to 4 1s
11/12 of 24/128, i.e. 17:2%, of the total 4™ order intermodulation power.

The amounts of intermodulation power, falling in the three selected test bands
are as follows:

% of
Order total Maximum
Input Test of intermod of nth Frqulfency Interaction
bands band | inter- power order maximum
action of spectrum
order #n
A B C n K Pmax fmax
5,6 8,9 2.4 2 25 0-250 3-0 A—B
3 3-8 0-070 2-5 A+A—B
4 17-2 0-125 3-0 A+B—-A—A
A+-A—A-B
5,6 9,10 | 14,15 2 12-50 0-250 15 A+B
3 1-536 0-047 14 B+B—A
4 8:60 0-125 15 A+A+B--A
A+B+B-B
5,6 12,13 | 18,19 2 12-50 0-250 18 A+B
3 1-56 0-047 19 B+B—A
4 860 0-125 18 ALA+B—-A
; A+B+B—B
1
i
|

The intermodulation spectra for the two additional sets of signal bands given
in the above table are shown in Figs. 19 and 20.

The test bands (13,14) in the second set and (19,20) in the third set are free of
! second order intermodulation power for A and B combined. The maximum
of third order intermodulation power is, however, 509, higher than in the

. table above.

|
l
; The powers in the enlarged bands are given below
|

i
A B C n K Pmax fmax
|
5,6 9,10 13,15 2 12-5 0-250 15-0
: 3 7-8 0-070 13-5
4 94 0125 15-0
‘ 5,6 12,13 18,20 2 12-5 0-250 18-0
3 7-8 0-070 19-5
; 4 9-4 0-125 18:0
i
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BOOK REVIEW

An Introduction to Colour Television, by G. G. Gouriet. Published for the Television Society
by Norman Price, Ltd. Price 8/6d.

This seventy-two page monograph is a reproduction of two lectures given by the author
to the Television Society. The time available in two lectures is hardly sufficient for the purpose
in hand, but the casual reader will find that the book provides an inexpensive and handy intro-
duction to the N.T.S.C. system if not to the subject in general.

Part One deals with the physical aspects of colour and draws much of its material from
W. D. Wright’s book, Normal and Defective Colour Vision. Here Mr. Gouriet displays a lucid
style, and the newcomer is given an easy journey through the elementary stages of colorimetry.
For the more serious reader a specific reference should have been made to W. T. Wintringham’s
article, ““ Colour Television and Colorimetry,” Proc. L.R.E., October, 1951, which contains an
excellent bibliography.

Part Two, entitled ““ Colour Systems,” is actually devoted mainly to a description of the
N.T.S.C. system. This is well written, and the author makes an interesting comment on a minor
failing of the system, but the emphasis is more on compatibility aspects than on the performance
as a colour system. Without discussing the effects of noise, or mentioning the fact that the
colour receiver has to discard information in the upper part of the luminance band, the author
somehow concludes that the N.T.S.C. system is *“ a first-class example of how a communication
channel may be used efficiently.”  More should have been said about the methods and problems
of instrumentation, a subject which is proving to be the major drawback in colour television.

Before concluding, a word of praise is due to the Television Society and to the publishers
for their part in producing this book. The typography is good and the addition, or rather
subtraction, of colour in a few of the illustrations lends attraction to the general appearance.

_



LONG DISTANCE PROPAGATION OF
16 KILOCYCLE WAVES

By N. M. Rusrt.

" Reference is made fo two recent publications dealing with long distance propagation
of signals radiated from Rugby station on 16 kilocycles. - ‘
The phenomena involved are simply explained on a qualitative basis by means of
the well-known ray hop theory.
The results obtained from this, admittedly very incomplete, explanation indicate
certain important points that require both careful practical and expervmental investigation

and theoretical analysts.

Introduction
TWO papers have recently been published giving experimental results obtained
on Rugby 16 kilocycle transmissions at great distances.

The first of these by Budden published in The Philosophical Magazine,
Vol. XLIV, page 508 ef seq, is entitled *“ Propagation of Very Low Frequency Radio
Waves to Great Distances,” and applies a waveguide propagation theory, previously
developed by Budden, of the propagation of atmospherics arriving from great
distances, to the analysis of a Hollingsworth interference pattern measured on
Rugby 16 ke signals on a flight to Cairo.

The second paper, by Pierce of Crufts College, Harvard, is entitled *“ The
Diurnal Carrier-Phase Variation of a 16 ke Transatlantic Signal,” and was published
in “ The Proceedings of the Institute of Radio Engineers” for May 1955. This
paper records, without any attempt to interpret the results in relation to the
phenomena involved, the diurnal variations of Rugby Transmission times, as measured
at Harvard by comparison with a very stable crystal reference oscillator.

An attempt was made by the Propagation Section of the Research Division of
the M.W.T. Co. to apply Budden’s theoretical results to estimate probably diurnal
transmission time variations at different distances and check these with Pierce’s
results. This has thrown doubt on the validity of the details of Budden’s theory.
It occurred to the author of the present article, therefore, to investigate to what
extent a very simple empirical analysis employing ray theory, using ground wave and
first, second, third and fourth hops, would account for the main features of the
phenomena involved. As the results obtained are of some interest, and point to the
necessity of caution in any attempt to apply Pierce’s resuits for distance comparisons
involving signals measured over long and short paths respectively, it was thought that
it might be of interest to record them. They do not go farther than to suggest that
simpler explanations would fit in with the experimental facts as well as, or better
than, the much more complicated analyses that have been developed from time to
time to account for the phenomena.

It should be quite obvious that there is insufficient experimental data to formulate
or check any theory. The outstanding point that emerges is the necessity of obtaining
more experimental data. In this connection, it would seem to be important to record
both amplitude and time delay changes, from hour to hour and from day to day, at
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Long Distance Propagation of 16 Kilocycle Waves

different distances. The effect of polarization should also receive careful attention,
as there is reason to think that the time delay of horizontal and vertical polarization
components reflected from the ionosphere may prove substantially different,

Simple Ray Hop Theory

Fig. 1 shows to scale the earth’s surface with two extreme positions of the
Tonised Reflecting layer, namely at 70 km, shown by a full line, and at 85 km, shown
by a dotted line. It will be obvious that from the point of view of any ray theory

—————— LAYER HEIGHT 70 xM

_______ LAYER MEIGHT 85 xm*

LIMIT OF 2ND HOP LIMIT ©OF 15T HOP
1 AT BSKM LAYER HEIGHT AT BSKM LAYER HEGHT
' !
\ i
8 LMIT OF 2NO HOP ) LIMIT OF I1ST HoP
AT 70KM LAYER HEIGHT AT 7OXM LAYER HEIGHT

TANGENT YO THE
EARTH S SURFACE

DISTANCE IN xM

550°

LIMIT OF 3RD0 HOP
AT JOKM LAYER WEIGHT

Fic. 1

the limiting distance of a single hop will be defined by the tangent to the earth’s
surface from the transmitting point for any greater distance would involve trans-
mission through the earth. On this basis the limiting distance of first, second and
third hops have been shown for the extreme layer heights. These distances were
derived by calculation, as graphical methods would be subject to large errors. Thus,
on these assumptions, a receiving station at 4,000 km distance would receive a very
weak ground wave component, and second, third and possibly fourth and fifth hop
signals with an equivalent layer height of 85 km. With an equivalent layer height
of 70 km, the second hop transmission would be cut off.

No attempt has been made to estimate the relative strength of the various
components, but it would seem reasonable to suppose that, up to 1,000 kms, the
ground wave and first hop wave would predominate. At night the hop waves would
be strengthened owing to the improved reflecting properties of the layer and of course
the hop regions would extend owing to the layer height rising. As the distance
increased the hop waves would tend to predominate over the ground wave and the
higher order hops would replace the lower, until, say at 5,000 km, it would prove very
difficult to resolve or to measure the ground wave, and the transmission effects would
be in the main determined by third and fourth hop transmission. Let us therefore
see how this rather crude picture will fit in with the phenomena recorded in the
papers mentioned above.

Fig. 2 has been prepared using results obtained by the Research Division of the
Marconi Company in work on long range position fixing systems. The curves have
been calculated from a useful approximation formula developed by Millington, and
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are plotted in terms of transmission phase delay in cycles with reference to the ground
wave for the first five hops (I, IT, ITI, IV and V respectively) up to 5,500 kms.
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Application to Field Strength Curve—Flight to Cairo

Fig. 3 reproduces the results quoted in Budden’s paper mentioned above. This is
a Hollingsworth type of curve recording measurements taken on a flight to Cairo
during daylight. The dotted line represents an average following a signal amplitude
X+/distance law. The first interference effect is a sharp dip at about 450 kms distance.
Referring to Fig. 2 it will be seen that this could be accounted for by interference
between the ground wave and a first hop arriving 1} cycles later due to reflection
from a layer approximately midway in height between 70 and 85 kms, as shown at A.

We next have an interference maximum at about 920 kms. Point B shows that
this could be caused by the first hop from the same height of layer coming into phase
with, the ground wave.

The dip at 1,400 km can be explained on the basis of interference between
ground wave, first hop (Point C) and second hop (Point D). It will be noted that
D is delayed 14 cycles relative to C. It might be assumed that, at this distance, the
ground wave has faded out to the extent that the interference between first and
second hop predominates.

At 1,900 km the first hop is weakening (E) but is practically in phase with the
second hop arriving one cycle later (F). This would account for the maximum. At
2,350 the first hop has for all practical purposes faded out, and we get a dip due to
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the fact that the third hop, which is now having an effect, arrives 1} cycles later
than the second hop (H and G respectively).

[T

F1G. 3

The product “ signal strength X square

root of distance™ is plotted against

“distance” for the signal from the

sender GBR 16 (kefs) during the day
time in June and July 1950,

==

SIGNAL AMPLITUDE KN/(O(STANCE) —

o] 1000 2000 3000
DISTANCE IN KM —»

The blunt maximum at above 3,000 km would be accounted for by the third hop
(J) now arriving 1 cycle behind the second hop (I) and thus reinforcing it.
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The diurnal variation of the GBR transmission time, reduced from Fig. 4. The difference in behaviour on July 16
and 17, in the interval between 11k and 18h EST, is probably cansed by an oscillator anomaly.

Finally, at 3,500 km the second hop (K) is weakening, and the fourth hop coming
up. The latter (M) arrives 1} cycles behind the third hop (L), thus creating a
minimum.

(50)




e g

Long Distance Propagation of 16 Kilocycle Waves

It should be pointed out that the explanation given above involves considerably
higher reflecting layers than the approximately 70 km layer which Budden calculates

with his analysis. .

Application to Transmission Time Comparisons at Harvard

Figs. 4 and 5 have been abstracted from Pierce’s paper mentioned above. The
distance from Rugby to Harvard is given as 5,180 kms.

+50

+ 40

:‘7’ >

a 58

¥ 53

. 23 3
g

=X

| \\“;’* | ! /
N

-2 2

DEVIATION OF TIME OF ARRIVAL IN LS
N
~

i
<)
T

AT CAMBRIDGE

SUNRISE
AT RUGBY
SUNSET

8

o4 1] 12 [ F.o] 24
EASTERN STANDARD TIME

Fic. 5

The diurnal variations of GBR’s transmission time for September 1 fo 3, 1954.. Note that the anomaly of Fig. 4
is not present bere,

Two features stand out in these curves. :

The first is an increase in delay time of approximately 40 microseconds between
full daylight and full dark conditions. This, expressed in cycles of 16 ke., would
correspond to a delay increase of 0-64 cycles (as Fig. 2 is plotted in cycles delay).

Referring to Fig. 2 it will be seen that the two hops which will predominate are
the third and fourth. At this distance they would tend to act together, and the
change in delay time would probably be accounted for merely by the alteration of
equivalent reflecting layer height as we go from full daylight to dark, or vice versa.

Thus, assuming that the third hop predominates, a change in layer height from
that corresponding to N to that corresponding to O, would account for the 0-64 cycle
change required.

The other feature is the flat parts of the curves half-way between sunrise Rugby
and sunrise Cambridge (Harvard). Pierce points out that this change is accompanied
by a very marked drop in carrier field strength, and suggests it is related to change
in third hop conditions. Reference to Fig. 1 shows that at this time the shadow band
is crossing the ionosphere at the region in mid-Atlantic at which the third hop signals
are being reflected. The effect could therefore be explained by a weakening of third
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hop signals owing to the shadow band crossing this reflecting surface. Fourth hop
signals, which are perceptibly over 1 cycle extra delay, then take charge of the phase.
The combined effect of alteration of layer height, and strengthening of fourth hop
signals relative to third hop, tends to hold the resulting time delay nearly constant
for some time. Then, when the shadow band has passed over, the third hop signals
strengthen relative to the fourth and pull the time delay of the resultant signal
relatively sharply back to that corresponding to third hop transmission.

It will be noticed that (see Fig. 5), although there is, in September, a slight
flattening of the curve between sunset Rugby and sunset Harvard, in July this is
hardly noticeable. The probable reason for the smaller effect at sunset is in con-
nection with the angle the shadow band makes with the Rugby-Harvard path.
Especially at midsummer, the inclination of the shadow band to the path will vary
very much according to whether it is sunrise or sunset. It is suggested, therefore,
that the respective inclinations are such that, at sunrise the reflecting surface is
more disturbed than at sunset.

Conclusion

The interference phenomena recorded in Budden’s paper, and Pierce’s Trans-
mission Time curves can be very simply explained by the interference of Ground,
and first, second, third and fourth hop components, which progressively “ tail off ”’
as distance is increased.

An important point, therefore, arises, which should not be lost sight of. This is,
that in considering transmission comparisons which involve long distances to one
station, and relatively short to another, it is not safe to assume that the maximum
delay differences will be defined by the changes of delay time to one or both stations,
For example, to take an extreme case, a receiving station 1,000 kms from Rugby,
and 5,000 kms from an American counterpart, might experience, as between daylight
and dark conditions, changes of delay time of the order of only 50 microseconds.

*But the nearer station might be received by predominant ground wave and the
distant station by predominant third hop. The result might therefore be to add at
least 150 microseconds delay time to the more distant transmission, although the
change of delay due to day-night effects would only be 50 microseconds.

The added time delay (due to the fact that the equivalent velocity is slowing up
as distance increases) which would result if the simple assumptions taken above can
be regarded as basically correct, must therefore not be neglected in Radio Navigational
Aids employing V.L.F. when used over long distances. i

It is of course realized that the explanation given above is very much over
simplified, and cannot be used to obtain quantitative data of any kind. The most
Important point to check, in developing a theory that will account for the pheno-
mena, is whether the equivalent velocity decreases with distance in the way that
the simple explanation would suggest that it should do. It would seem clear, that
to obtain the clearest possible understanding of these phenomena, it should be possible
to interpret them in terms of both phase and group velocity, just as waveguide
phenomena may be interpreted.
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